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1. INTRODUCTION
Significant progress has been made in the science of carbon
nanotubes (CNTs) since the publication of Iijima’s milestone
paper in 1991 [1]. If there is one thing which has charac-
terized fullerene and nanotube sciences, it is serendipity [2].
The discovery of buckminsterfullerene itself was a wonderful
accident, and nanotubes were an unanticipated by-product
of the bulk synthesis of C60. CNTs have captured the imagi-
nation of physicists, chemists, and materials scientists alike.
Their intriguing electronic, magnetic, optical, and mechani-
cal properties, coupled with their unusual molecular shape
and size, have made CNTs very promising as functional
components for building molecular-based electronics, nano-
machines, and nanoscale biomedical devices as well as com-
posites as structural materials. Physicists have been attracted
to their extraordinary electronic properties, chemists to
their potential as “nanotest-tubes,” and materials scientists
to their amazing stiffness, strength, and resilience. Nano-
technologists, mostly from the three aforementioned areas,
have discussed and explored possible nanotube-based nano-
devices such as nanogears, nanobearings, single electron
transistors, quantum computers, and so on. Many review
articles [3–9], books [2, 10–14], and special issues of jour-
nals [15–17] have been devoted to this topic to collect the

new developments and concepts in this rapidly developing
interdisciplinary field.

Following the discovery of CNTs, single-walled carbon
nanotubes (SWNTs) reported simultaneously by Iijima and
Ichihashi [18] and Bethune et al. [19] in 1993, which are
ideal models of one-dimensional materials with unique
structural and electronic properties, have generated great
interest for use in a broad range of potential nanodevices.
Perhaps the largest volume of research into nanotubes has
been devoted to the electronic properties, of which the field
emission study was extensive, profound, and highly near to a
practicable product. CNTs are known to be very good elec-
tron emitters. This is why since their discovery there has
been a lot of speculation and experiments about the use of
nanotubes in the construction of flat panel devices. The first
study on CNT field emission (FE) properties was carried out
by Rinzler et al. [20] from Rice University. They found that
field emission of electrons from individually mounted CNTs
has been dramatically enhanced when the nanotube tips are
opened by laser evaporation or oxidative etching. A short
time-hereafter, the field emission from a film of postsynthe-
sized reduced CNT alignments was made by de Heer and
co-workers [21]. However, a prerequisite for a major break-
through in the area would be the perfect alignments of CNTs
on a suitable surface.

This chapter is mainly focused on the synthesis and appli-
cations of aligned carbon nanotubes, including SWNTs and
multiwalled carbon nanotubes (MWNTs). The organization
of this chapter is as follows: Section 2 first considers three
classical methods for synthesizing nanotubes, including arc
discharge, laser ablation, and chemical vapor deposition
(CVD), especially comparing the advantages and disadvan-
tages of each synthesis method, and then presents the new
preparation techniques developed in the last two years. In
Section 3, the fabrications of various alignments and patterns
are discussed in detail for MWNTs, and the emphasis in this
section is on the controllable fabrication of nanotube align-
ments. Alignments of SWNTs are described in Section 4.
Section 5 gives a discussion of properties and application of
aligned CNTs, and the FE properties are of great concern.
Finally, future research consideration and challenges are pre-
sented in Section 6.
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2 Aligned Carbon Nanotubes

2. CARBON NANOTUBES AND THEIR
PREPARATION METHODS

A carbon nanotube consists of one or more seamless cylin-
drical shells of graphitic sheets. The nanotube is typically
closed at each end, according to Euler’s theorem [22], by
the introduction of pentagons in the hexagonal network.
A theoretical model of a CNT with two closed ends was
simulated by Endo and Kroto [23]. However, an experi-
mental observation of the tube with both ends closed has
seldom been reported for two main reasons. One is that
most CNTs, regardless of the synthesis methods (such as
arc discharge, laser ablation, and catalyst decomposition of
hydrocarbon), are attached by either open ends, or one
closed carbon cap, or ends capped with metal particles. The
other is that the large length/diameter ratio (>1000) pre-
vents one from simultaneously observing two ends of the
tubes in the same field of vision under a transmission elec-
tron microscope (TEM), though tubes with two caps exist in
the product. In an earlier report [24], it was also noticed that
nanotubes produced using the arc discharge technique can
be fairly short, and these structures with two capped ends
can be observed under high resolution transmission electron
microscopy. However, the structure is so small and asym-
metric, with a diameter of at most 40 nm, that it should be
precisely defined as an elongated nanoparticle of graphitic
carbon rather than a well-defined CNT with capped ends.
We reported a perfect carbon nanotube with two graphitic
caps observed in the products by pyrolysis of metal phthalo-
cyanine [25]. Such a large CNT with capped ends is of great
interest for the formation mechanism of nanotubes.

CNTs are most attractive because of their fascinating fea-
tures. What makes nanotubes so special is the combination
of dimension, structure, and topology that translates into
a whole range of superior properties. The basic constitu-
tion of the nanotube lattice is the C–C covalent bond (as in
graphite planes) which is one of the strongest in nature. The
perfect alignment of the lattice along the tube axis and the
closed topology endow nanotubes with in-plane properties
of graphite such as high conductivity, excellent strength and
stiffness, chemical specificity, and inertness together with
some unusual properties such as the electronic structure,
which is dependent on lattice helicity and elasticity. In addi-
tion, the nanodimensions provide a large surface area that
could be useful in mechanical and chemical applications.
The surface area of MWNTs has been determined by BET
techniques and is ∼10–20 m2/g, which is higher than that of
graphite but small compared to activated porous carbons.
This value for SWNT is expected to be an order of mag-
nitude higher. Similarly, due to the relatively large hollow
channels in the center of nanotubes, their density should be
very low compared to graphite. Rough estimates suggest that
SWNT density could be as small as 0.36 g/cm3, and MWNT
density could range between 1 and 2 g/cm3 depending on
the constitution of the samples [7].

2.1. Classical Synthesis Methods

Nanotubes are not always perfect seamless shells of graphite.
Their quality depends on the method used to generate them
and the exact conditions of the particular method. Making

nanotubes is simple, but making good quality samples with
high yields and highly graphitized shells is not trivial.

There are several methods to produce CNTs, but three
classical methods including arc discharge, laser ablation, and
a catalytic technique remain the most practical for scientific
purposes and realistic applications. The arc method [26, 27]
remains by far the best technique for the synthesis of high-
quality nanotubes simply because the process has a very high
temperature of 4000 K. However, this method suffers from
a number of disadvantages [14]. First, it is labor intensive
and requires some skill to achieve a satisfactory level of
reproducibility. Second, the yield is rather low, since most
of the evaporated carbon is deposited on the walls of the
vessel rather than on the cathode, and the materials that
are formed in the deposit contain substantial amounts of
nanoparticle and other graphitic debris. Third, it is a batch
rather than a continuous process, and it does not easily lend
itself to scale-up. The amount of nanotubes that can be pro-
duced is limited. Progress in this direction has been ham-
pered somewhat by a lack of understanding of the growth
mechanism of tubes in the arc.

The laser evaporation technique developed by Smalley’s
group [28–30] appears to produce the highest yield and best
quality materials, but the high powered lasers required for
this method will obviously not be available in every labora-
tory. The synthesis of MWNTs in this way has been carried
out by a pure graphite target [29]. In 1995, they reported the
development of the laser synthesis technique which enabled
them to prepare SWNTs with a target of a metal–graphite
composite instead of pure graphite [28]. Subsequent refine-
ments to this methd led to the production of SWNTs with
unusually uniform diameter [30].

CVD of hydrocarbon over metal catalyst has been another
classical method to produce carbon materials. Various forms
of carbon fibers, filaments, and MWNTs have been syn-
thesized by this technique in the past [31–34]. In general,
metal catalytic particles are exposed to a medium containing
hydrocarbon gaseous species, and the formation of nano-
tubes is catalyzed [35]. During growth, good uniformity in
size of the tube is achieved by controlling the size of the
seeded catalyst particles, and the process can be easily scaled
up to produce large amounts of materials. In some cases,
when the catalysts are prefabricated into patterned arrays,
well-aligned nanotube assemblies are produced, which will
be discussed in detail (Section 3). This seems a promising
direction for further research. However, the quality of tubes
produced in this way has been rather poor compared with
the arc and laser methods. As shown in Figure 1, a nanotube
prepared by a catalytic pyrolysis of iron phthalocyanines is
a structure with lots of topological defects in a wall [36].

There is a further serious weakness of all these techniques
for preparing nanotubes; they produce a wide range of the
size and structures. This may not be a problem for some
applications, but it could be a drawback in areas where spe-
cific tube structures with uniform properties are needed,
such as in nanoelectronics. Progress in this direction has
been hampered somewhat by a lack of understanding of
the growth mechanism of tubes. Although a number of the-
ories [37–40] have been put forward, none of which has
gained universal acceptance, most questions remain unan-
swered and the uncertainty surrounding nanotube growth
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Figure 1. A carbon nanotube with many topological defects synthesized
by chemical vapor deposition. Reprinted with permission from [37],
M. Endo and H. W. Kroto, J. Phys. Chem. 96, 6941 (1992). © 1992,
Elsevier Science.

mechanisms has impeded progress in the development of
more controlled synthesis techniques.

2.2. Preparation Methods
of Nanotubes

In the last two years, a few new synthesis methods were
developed to produce CNTs to solve one or more problems
during the conventional preparation process. These ways
take respective advantages over the conventional methods
to a certain extent and were of important potential for basi-
cal research as a new route to produce CNTs. However,
the samples of the nanotubes produced by all those new
methods existed in lower quality and less perfect structures
than the classical ones. A number of experimental condi-
tions should be optimized before these synthesis methods
are developed to produce nanotubes with high quantity and
desirable structures to meet scientific research and practical
applications.

2.2.1. Hydrothermal or Solvothermal
Synthesis

The oxidative effect of hot water on amorphous carbon is
currently used for purification of CNTs by hydrothermal
treatment (immersion in water at moderate and high tem-
peratures and pressures) [41, 42]. It was found that the
hydrothermal processing method could be developed to syn-
thesize nanostructural carbon [43, 44]. Recently, MWNTs
have been synthesized in the absence of metal catalyst by
hydrothermal treatment of amorphous carbon in pure water
at 800 �C and 100 MPa [45]. The hydrothermal nanotubes
are free of amorphous carbon after treatment. The homo-
geneity of hydrothermal processes and availability of amor-
phous carbon materials, without the need for catalyst, are

advantages favoring the scaling-up of this new method. How-
ever, this method suffers from harsh synthesis conditions
(a high temperature of 800 �C, a high pressure of 100 MPa,
and a long time of 48 h), and electron microscopy observa-
tions revealed that very short multiwalled tubes (hundreds
of nanometers) exist together with the aggregates of needle-
like and polygonal nanoparticles.

Compared with this method, a solvothermal route to
MWNTs has been developed under a lower temperature
(350 �C) and shorter time (8 h) [46]. This catalyst-assembly
benzene-thermal route was carried out to produce CNTs
using reduction of hexachlorobenzene by metallic potassium
in the presence of Co/Ni catalyst. The synthesis temperature
was low, but the quantity of the nanotubes was poor.

2.2.2. Supercritical CO2 Technique
Carbon dioxide is nonflammable, essentially nontoxic, and
environmentally benign [47]. Motiei et al. [48] reported the
structures of graphitic concentric shells grown by supercrit-
ical CO2. It is found that MWNTs and nested fullerenes
could be prepared from dry ice in the presence of Mg by
heating the precursors in a closed vessel at the autogenic
pressure of the mixture. This method avoids the complexities
of using a flowing gas at controlled pressures and high tem-
perature and requires no technically complex equipment.

2.2.3. Solid-State Metathesis Reaction
The solid-state metathesis reaction has been developed over
the past few years into a simple and effective route to mate-
rials that are difficult to synthesize by conventional meth-
ods [49–51]. These highly exothermic and self-propagating
reactions initiated by a heated filament often use molecu-
lar precursors to produce crystalline products. An exchange
reaction between carbon halides and lithium acetylide cat-
alyzed by cobalt dichloride enables the rapid synthesis of
CNTs by the following equation [52]: C2Cl6 + 3 Li2C2 → 8 C
(nanotubes) + 6 LiCl.

Without a catalyst, only graphitic and amorphous carbon
forms. These reactions, once optimized, will likely require
cheaper precursors, more preparation, and less expensive
equipment than existing methods. However, along with
multi- and single walled nanotubes, graphite-encapsulated
cobalt nanoparticles, free carbons, and cobalt metals were
found. These shortages should be overcome before the exten-
sive application of this method.

2.2.4. Flame Synthesis
Combustion is widely used in industrial processes for large-
scale materials synthesis, such as for carbon black and metal
oxides [53, 54]. These flame processes are well known for
their many desirable features including continuous process-
ing and energy efficiency. Recent investigations have sought
to take advantages of these advantages to synthesize SWNTs
in aerosol form [55, 56]. It was found that SWNTs could be
produced by a binary or ternary gas mixture of CO/C2H2/H2
with a metal catalyst at 700 �C in a two-stage flame. This
flame system afforded the advantage that the catalyst for-
mation step could be separated from the nanotube growth
steps, which allowed investigations of catalyst particle size
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dependencies upon nanotube growth unlike methods that
employ in-situ generation and concurrent growth.

Apart from the methods presented previously, there are
many other methods such as a gas phase synthesis [57], a
reduction catalysis route at a low temperature of 200 �C
[58], and a solar approach [59], although these methods to
produce nanotubes suffer from different drawbacks.

3. ALIGNMENTS AND PATTERNS
OF MULTIWALLED CARBON
NANOTUBES

CNTs are the most promising materials anticipated to
impact future nanoscience and nanotechnology. Their
unique structural and electronic properties have generated
great interest for use in a broad range of potential nano-
devices [60, 61]. Most of these applications will require a
fabrication method capable of producing CNT alignments or
patterns with uniform structures and periodic arrangements
to meet device requirements. Therefore, the ability to con-
trollably obtain ordered or pattering CNT architectures is
important to both fundamental characterizations and poten-
tial applications [62]. Controlled synthesis involving CVD
has been studied as an effective strategy to order or pattern
CNTs on a variety of surfaces [63–67]. This has been stimu-
lated by its simplicity, its ability to yield structures that are
two- or three-dimensional (2D or 3D) periodic over large
area, and its potential to be much less expensive than other
synthesis methods such as an arc discharge and a laser abla-
tion. In these early attempts, most of the works to date
have focused on fabricating 2D CNT alignments or patterns
over large areas because of their paramount importance for
obtaining scale-up functional devices. However, in contrast
to these efforts, little research on the preparation of 3D
CNT alignments or patterns has been reported because of
many technical difficulties, although the 3D structures show
more unique and potential applications such as photonic
devices [68, 69], data storage [70, 71], and ultrahydrophobic
materials [72, 73]. In this section, various fabricating meth-
ods are discussed for alignments and patterns of MWNTs,
including 2D or 3D structures.

3.1. Preparation of 2D Nanotube
Alignments on Different Substrates

Alignments or patterns of CNTs are particularly important
for fabricating functional devices such as field emitters and
nanoelectronics. Earlier attempt to manipulate nanotubes
for these application have been made by postgrowth meth-
ods such as cutting a polymer resin–nanotube composite
[74] or drawing a nanotube–ethanol suspension through a
ceramic filter [75]. In the past few years, a great quantity of
research on the fabrication of 2D CNT alignments has been
reported [63–67, 76–78]. Although all these 2D CNT align-
ments were synthesized by CVD, different technical routes
were adopted by different research groups. The main dif-
ferences of these synthesis methods may be summarized as
the following factors: a substrate and a precursor. The sub-
strates that are used to support the CNTs alignments may
be put into two categories: porous templates (mesoporous

silica [63], nanochannel alumina [76], etc.) and plain plates
(quartz glass [77], single crystal silicon plate [78], glass [65],
etc.). As far as the precursor is concerned, there are two
main materials: hydrocarbons [66, 76] and metal organic
compounds [77]. When hydrocarbons are used as precur-
sors, metal catalysts (such as Fe, Co, Ni) should be added to
grow CNTs. However, as for metal organic compounds no
additional metal catalyst is necessary since these precursors
contain both the metal catalyst and carbon source required
for CNT growth.

The following discussion is mainly focused on the sub-
strates where the nanotube alignments grow.

3.1.1. Planar Substrate
Quartz glass is a good planar substrate for growing well-
aligned nanotubes [64, 77, 79]. Terrones et al. [64] described
a method for generating aligned nanotubes by pyrolysis of
2-amino-4, 6-dichloro-triazine over thin films of a cobalt cat-
alyst patterned on a silica substrate by laser etching. We
have grown well-aligned nanotubes with large diameters on
quartz glass substrate by pyrolysis of a metal phthalocya-
nine under Ar/H2 flow at a temperature of 950 �C [77]. We
investigated the influence of the growth time and precur-
sor level on the structures of MWNTs. It was found that
both the outer diameter and length of aligned nanotubes
increased with increasing growth time and precursor level.
The outer diameters of well-aligned nanotubes range from
25 to 250 nm, and the length ranges from 1 to 500 �m.
However, the microstructures of aligned naotubes are inde-
pendent of the growth temperature and the Ar/H2 flow rate
in our case.

Figure 2a is a scanning electron microscopy (SEM) image
showing a large area of well-aligned CNTs with uniform
diameter and length. Figure 2b is a typical TEM image of
the bamboo-shaped nanotubes [80] produced by pyrolysis of
0.5 g iron phthalocyanine in 12 min. The graphite sheath
sliding out from the Fe particle surface accounts for the for-
mation of the compartments of bamboolike CNTs. The driv-
ing force of the sliding was caused by the stress accumulated

100nm
-100µm

(a)

(b)

Figure 2. A SEM micrograph showing large area well-aligned CNTs
perpendicular to the surface of the substrate. (b) A typical TEM image
of the CNTs produced by pyrolysis of 0.5 g FePc in 12 min. Reprinted
with permission from [77], X. B. Wang et al., Chem. Phys. Lett. 340, 419
(2001). © 2001, Elsevier Science.
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in the graphite sheath due to the segregation of carbon
atoms from the inside of the sheath [80].

Apart from quartz glass, we can produce aligned nano-
tubes on various substrates made of other materials such as
single crystalline silicon, iron plate, nickel plate, cobalt plate,
and so on.

Glass is the most common material for panel display. The
ability to prepare aligned nanotubes over a glass substrate
makes them more suitable for electron emission applica-
tions. Recently, Ren et al. [65, 81] reported the growth of
large scale well-aligned CNT arrays on nickel-coated glass
at temperatures below 666 �C by plasma-enhanced hot fil-
ament CVD. Acetylene gas was used as the carbon source
and ammonia gas was used as a catalyst and dilution gas. It
was found that NH3 plays a crucial catalytic role together
with the nickel layer to promote the growth of the nano-
tubes, and nickel thickness plays a very important role in
determining the diameters.

Nickel wafers were found to be another good substrate
for producing nanotube alignments. Chen et al. have grown
aligned graphitic nanofibers on single crystalline Ni (100)
[82] and polycrystalline Ni substrate [83] via plasma assisted
hot filament CVD using a gas mixture of nitrogen and
methane. Small Ni particles on the substrate surface gen-
erated by the plasma acted as a catalyst for the growth of
nanofibers.

3.1.2. Porous Template
Mesoporous silica containing iron nanoparticles was used as
a substrate when well-aligned CNTs were first synthesized
by Xie et al. [63]. The mesoporous silica was prepared by
a sol–gel process from tetraethoxysilane hydrolysis in iron
nitrate aqueous solution [84]. This method to produce large
areas of highly ordered, isolate long nanotubes is based on
CVD. The tubes are up to about 50 �m long and well
graphitized. The growth direction of the nanotubes can be
controlled by the pores from which the nanotubes grow.

Porous silicon, a light-emitting material [85, 86], is an
ideal substrate for growing organized nanotubes. Fan et al.
[60] have prepared porous silicon patterned with Fe film by
electron beam evaporation through shadow masks and then
on this substrate carried out the synthesis of self-oriented
regular arrays of CNTs by catalyst decomposition of ethy-
lene at 700 �C. Porous silicon substrate exhibits an important
advantage over plain silicon for synthesizing nanotubes. The
investigation showed that the nanotubes grew at a higher
rate on porous silicon than on silicon. The well-ordered
nanotubes can be used as electron FE arrays. Scaling-up of
the synthesis process should be compatible with the exist-
ing semiconductor processes and allows the development of
nanotubes devices integrated into silicon technology.

Highly ordered arrays of CNTs can be grown by pyroly-
sis of acetylene on cobalt within a hexagonal close-packed
nanochannel alumina template at 650 �C [76]. The method is
based on template growth. An illustration of a typical fabri-
cation process flow is shown in Figure 3a. The process begins
with the anodization of high purity (99.999%) alumina on a
desired substrate. The next step is to deposit electrochemi-
cally a small amount of cobalt catalyst into the bottom of the
template channels. The ordered arrays of nanotubes (Fig. 3b)

NCA template

Al anodization

200 nm

(b)

(a)

Aluminium

Cobalt catalyst

Co deposition

Carbon nanotubes

C2H2 pyrolysis

Figure 3. (a) Schematic of fabrication process. (b) SEM image of the
resulting ordered arrays of CNTs synthesized using the nanochannel
alumina template. Reprinted with permission from [76], J. Li et al.,
Appl. Phys. Lett. 75, 367 (1999). © 1999, American Institute of Physics.

are grown in a flow of a mixture of 10% acetylene in nitro-
gen. There are several features in this fabrication technique
[87, 88]. First, each pore of the template is filled with one
nanotube, which defines the tube diameter, and the tube
diameter distribution throughout the arrays is narrow. Sec-
ond, the controlled variation of the nanotube size, density,
and array spacing depends on easily adjustable parameters
such as the anodizing voltage, electrolyte composition, and
temperature. Tube lengths of up to 100 �m can be obtained
by varying the length of the pores in the alumina template,
which can be achieved by varying the time of anodization.
Finally, the method allows inexpensive production of large
arrays of ordered nanotubes.

3.2. Controllable Fabrication of
CNT Alignments

3.2.1. Selective Positioning Growth
for Patterns

Selective positioning growth of CNT patterns is arousing a
wide range of research interest [89–91]. In the past few years,
several methods have been developed to site-selectively grow
nanotubes.

Photolithographic Approach Wei et al. [89, 90] have
used a CVD method with gas-phase catalyst delivery to direct
the assembly of CNTs in a variety of predetermined orien-
tations onto silicon/silica substrates, of which patterning was
generated by photolithography followed by a combination of
wet and/or dry etching. Figure 4 shows some striking exam-
ples of organized nanotube patterns grown on preselected
substrate sites by the photolithographic approach. There is
no nanotube grown on silicon, but the aligned nanotubes
grow readily on silica in a direction that is normal to the
substrate surface [90]. The preference of nanotubes to grow
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Si

d = 5 µm

d = 10 µm d = 2 µm

Figure 4. SEM images of organized nanotube patterns grown on pre-
selected substrate sites by a photolithographic approach. Scale bars,
100 �m. Reprinted with permission from [89], B. Q. Wei et al., Nature
416, 495 (2002). © 2002, Nature Publishing Group.

selectively on and normal to silica surfaces allows the sites of
nucleation and the direction of growth to be controlled. Yang
et al. [67] have also reported the fabrication of patterns of
perpendicularly aligned nanotubes with resolution down to
�m scale by pyrolysis of iron phthalocyanines onto a quartz
substrate prepatterned with a photoresist film.

Electron Beam Lithographic Approach With a electron
beam lithographic technique, patterned growth of freestand-
ing nanotubes on nickel dots on silicon can be achieved by
plasma-enhanced hot filament CVD [92]. The thin film nickel
pattern as a catalyst for growing nanotubes was fabricated
on a silicon wafer by a standard microlithographic method
and metal evaporators. Well-separated, single MWNTs grew
on each dot of an array of ∼100 nm nickel dots under an
acetylene/ammonia mixture at below 660 �C. The diameter
and height depend on the nickel dot size and growth time,
respectively. Using this method, devices requiring freestand-
ing vertical CNTs such as scanning probe microscopy, FE flat
panel displays, etc. can be fabricated.

Soft Lithographic Approach Most microfabrication
methods mentioned start with photolithography to form
a pattern in a photoresist on the substrate. Although
these techniques are very widely used, they are incompati-
ble for solution such as gels, some polymers, some organic
and organometallic species, and biological molecules. To
pattern these materials successfully, the patterned photore-
sist must be impermeable to the reagents used and the
deposited materials should not be compromised by solvents
used for the liftoff. Methods other than photolithography

often involve a shadow mask formed from a rigid metal.
The air gap between the mask and substrate makes the use
of rigid shadow masks to pattern materials from solution
impossible [60].

One micropatterning technique that circumvents some of
these drawbacks is soft lithography [93–95], which uses a
patterned elastomer fabricated from poly(dimethylsiloxane)
as the mask, stamp, or mold. Because the elastomer can con-
form to and seal reversibly against the contours of a surface,
it can be used as a mask or a stamp. Soft lithography has
become a very promising technique for micro/nanostructu-
ring a wide range of materials. Various strategies, including
microcontact printing (�CP) [96–98] and micromolding [99],
have been developed for nanoscale patterning.

Kind et al. [96] elucidated some important aspects of
using �CP to pattern silicon substrate with catalysts followed
by the growth of CNTs on the activated regions. In brief,
a patterned and inked elastomeric stamp is used to print a
catalyst as a pattern onto a substrate (Fig. 5). The growth of
MWNTs follows from the catalytic decomposition of acety-
lene on the printed pattern of the catalyst. Changing the
concentration of the catalyst in the ink solution allows one
to tune the density of the nanotubes from single, randomly
oriented nanotubes to densely packed arrays of nanotubes
oriented normal to the substrate.

This approach relied on rigid solid-state substrates such
as silicon and alumina to achieve aligned nanotubes, which

CVD

Catalyst

Catalyst

Printing

Inked stamp

Si

SiO2

Carbon
nanotubes

Figure 5. Procedure for the patterned growth of carbon nanotubes
by microcontact printing a Fe(III)-based catalyst precursor onto sili-
con wafers. The stamp is inked with an ethanolic solution of Fe(III)
and then printed onto the substrate. The growth of carbon nanotubes
proceeds by the catalytic decomposition of acetylene. Reprinted with
permission [96], H. Kind et al., Langmuir 16, 6877 (2000). © 2000,
American Chemical Society.
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may limit its wider scope of application. Hence, it would
be interesting and challenging to investigate the possibility
of performing in-situ selective growth on a novel substrate
such as polymers and its direct integration with elastomeric
polymers to fabricate practical devices. Ng et al. [98]
have recently reported the combination of soft-lithography-
mediated growth and surface wettability manipulation of an
elastomeric polymer to achieve in-situ highly site-selective
growth of multiwalled nanotubes arrays on elastomeric sub-
strates patterned with catalyst precursors. The realization of
this approach may provide new methodologies for flexible
FE display, implantable sensors, etc.

Biasing Growth Approach The investigations by Avigal
and Kalish [100] showed that patterns of MWNTs could be
obtained by positively biasing the substrate during growth.
Growth was performed in a flowing mixture of 7% CH4 in
Ar onto Co covered Si held at 800 �C with and without
the presence of an electric field. It was found that the tube
alignment occurs only when a positive bias is applied to the
substrate whereas no aligned growth occurs under negative
bias and no tube growth is observed with no field. There-
fore, selective area biasing may permit selected area growth
of vertically aligned CNTs, a process that may find many
applications.

Fabrication of micropatterned nanotubes remains both
scientific and technically challenging. Many methods have
been presented in preceding parts of this section to produce
nanotube patterns. However, these synthetic methods suffer
from complex pre- or postsynthesis manipulation. In 2000,
we have developed a simple method [101] for large-scale
synthesis of CNTs (up to several square centimeters) aligned
in a direction normal to the substrate surface (typically,
quartz glass plates). Unexpectedly, we found honeycomblike
aligned CNTs by pyrolysis of nickel–cobalt phthalocyanine
(designated as Ni–CoPc), which was synthesized by roasting
the mixtures of metal salts, phthalanlione, urea, and ammo-
nium molybdate.

A typical experimental procedure is as follows: a clean
quartz glass plate (4 × 2 × 0�1 cm) was placed in a flow
reactor consisting of a quartz glass tube and a furnace fit-
ted with an independent temperature controller: A flow of
Ar–H2 (1:1, v/v, 20 cm3 min−1) was then introduced into the
quartz tube during heating. After the central region of the
furnace reached 950 �C, a quartz boat with 0.5 g Ni–CoPc
was placed in the region where the temperature was about
500–600 �C. After 5 min heating, CNTs grew in a direction
normal to the substrate surface.

Figure 6 is a set of SEM micrographs showing the honey-
comblike shape of CNTs. As can be seen in Figure 6a, the
honeycomblike CNTs are close together, and the diameters
of the honeycombs range from 15 to 80 �m. Figure 6b is
a higher magnification image of an area in Figure 6a and
clearly shows the size and distribution uniformity of honey-
combs. Figure 6c is a magnification image of a typical hon-
eycomb shown in Figure 6a (square frame). The external
diameter of the honeycomb is 80 �m, which contains a hol-
low inner cavity with diameter of 30 �m. The CNTs, forming
the honeycombs, grow out from the inner cavity perpendic-
ular uniformly to the substrate surface and then extend all
around from the opening of the inner cavity, and finally twin
with those of other honeycombs along its outside line.

5005 25kv 50µm

(a) (b)

(c)

Figure 6. (a) SEM micrograph of honeycomblike aligned CNTs. (b) A
higher magnification image of honeycomblike aligned CNTs. (c) Mag-
nification image of a typical honeycomb shown in Figure 2a. Reprinted
with permission from [101], X. B. Wang et al., Appl. Phys. A 71, 347
(2000). © 2000, Springer-Verlag.

It is interesting that the same patterns of honeycomblike
CNTs, two years later, were synthesized by prolysis of fer-
rocene and xylene on thermally oxidized silicon wafers [102].

3.2.2. Controllable Growth of Structures
and Density of Aligned Nanotubes

Controllable Growth of Diameters and Lengths Since
nanotubes were first discovered in 1991, several advances in
synthesis have led to the production of tubes in larger quanl-
ities [63, 103] and higher purities [104–106]. Different diam-
eter, length, and chairality of nanotubes give rise to diverse
physical and mechanical properties [10, 107, 108]. However,
controlling diameter, length, and charity has never been easy.
Recently, several approaches for controlling diameters of
SWNTs have been made. As far as the arc discharge method
is concerned, the diameter of SWNTs can be changed by
selecting metal catalysts [109] and ranging the pressure of
helium gas [110]. For the laser ablation method, the diam-
eters of SWNTs can be controlled by varying the furnace
temperature [111] and laser pulse power [112]. However, the
research on controlled growth of MWNTs, especially aligned
CNTs, falls behind in contrast with that of SWNTs.

Choi et al. [113] have synthesized aligned CNTs on
Ni-deposited Si substrate using microwave plasma-enhanced
CVD. They found that the diameter, growth rate (length),
and density of CNTs could be controlled systematically by
the grain size of Ni thin films. With decreasing the gain size
of Ni thin films, the diameter of the nanotubes decreased,
whereas the growth rate and density increased. The gain size
of Ni films varied with the radio frequency (rf) power density
during the rf magnetron sputtering process.

As mentioned in Section 3.1.1, we can control the diam-
eters and lengths of aligned CNTs by varying the growth
time and the precursor level. Research results show that
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the length of the aligned nanotubes increases with the
increase of the growth time, and the mean diameters does
sharply, too. The diameter distribution width (a difference
of between the largest and smallest diameter of a sample)
shifts systematically to larger region with increasing growth
time, which indicates that the outer diameters of nanotubes
become inhomogenous in longer growth time.

The template approach, shown in Section 3.1.2, can con-
trol effectively the diameter and length of aligned nano-
tubes by changing the nanochannel size and the thickness
of template substrate, respectively. Recently, Jeong et al.
[114] reported nanotube alignments with a narrow length
distribution by etching the aluminum oxide template away.
Sonication of aligned nanotubes on the template in an ace-
tone solution cut the overgrown tubes effectively, resulting
in short MWNTs.

Site Density Controlling of Aligned CNTs Although
the diameter and the length of aligned nanotubes can be
easily controlled by changing the catalyst particle size, the
growth time, etc., control of the site density is still chal-
lenging. For well-aligned nanotubes, tuning of site density is
very important for certain applications, such as FE, nano-
electronic arrays, etc., because of the shielding effect of the
dense arrays. Previous methods used to induce the site den-
sity include electron beam lithography [92], photolithogra-
phy [115], microcontract printing [96], shadow mask [60],
etc. However, all these methods either require expensive
equipment and intensive labor or cannot control the site
density in large area.

Recently, research efforts to control the site density have
been successful. Pulse-current electrochemical deposition
has been used to prepare Ni nanoparticles that are used
as the catalysts for the growth of aligned CNTs [116]. The
nucleation site density of the Ni nanoparticles was controlled
by changing the magnitude and duration of the pulse cur-
rent. The site density of the aligned nanotubes varied from
105 to 108 cm−2 (Fig. 7).

3.3. 3D Alignments and Patterns of CNTs

In the preceding part of this section, we gave a wide cov-
erage on the fabrication of alignments and patterns of 2D
nanotubes with selective positioning and controlled growth.
However, in sharp contrast to the research enthusiasm for
2D aligned CNTs, the research on 3D alignment and pat-
terns of nanotubes is sparse.

We have developed a simple method for the large-scale
synthesis of 3D aligned CNT patterns on quartz glass sub-
strate [62, 117]. A typical experimental procedure is as
follows: a flow reactor, consisting of a quartz tube and a fur-
nace fitted with an independent temperature controller, was
heated to 950 �C under a flow of Ar/H2 (1:1, v/v, 20 cm3

min−1�. Almost immediately after the transfer of a quartz
glass plate (4×2×0�1 cm) from acetone solution to the cen-
tral region (950 �C) of the furnace, a quartz boat with 0.5 g
of FePc was placed in the region where the temperature was
550 �C. After 5 min CNTs grew in a direction normal to the
substrate surface.

Figure 8a shows an SEM image of 3D regular arrays of
nanotubes aligned along the direction perpendicular to the
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Figure 7. SEM images of aligned CNTs with site densities of (a) 7�5 ×
105 (b) 2 × 106, (c) 6 × 106, (d) 2 × 107, and (e) 3 × 108 cm−2, and
(f) a single standing CNT. Reprinted with permission from [116], Y. Tu
et al., Appl. Phys. Lett. 80, 4018 (2002). © 2002, American Institute of
Physics.

substrate surface. A few pillar-shaped structures of CNTs
grow out from the 2D alignments in a well-distributed mode,
which characterizes the 3D CNT alignments. The CNT
posts with a diameter of about 3.4 �m are 7.8 �m higher

- 200µm

- 50µm - 50µm
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(c)

Figure 8. (a) SEM images of 3D regular arrays of nanotubes aligned
along the direction perpendecular to the substrate surface. SEM images
of 3D nanotube patterns: (b) ringlike castles and (c) a 490-�m-long
crucian carp without a tail and fins. Reprinted with permission from
[117], X. B. Wang et al., Chem. Commun. 8, 751 (2001). © 2001, The
Royal Society of Chemistry.
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than the 2D nanotube alignments, whose height is mainly
6 �m from the quartz substrate. In addition to the pillar-
shaped 3D nanotube alignments, most interesting patterns
made of nanotubes arrays, such as ringlike castles (Fig. 8b)
and a 490-�m-long crucian carp without a tail and fins
(Fig. 8c), were observed under similar experimental condi-
tions. Although the growth mechanism for these patterns is
incomplete at present, we think that the substrate should
be responsible for their formation. At the original stage,
acetone soaked on the quartz glass substrate was rapidly
carbonized at high temperature before volatilization to form
the patterns. The resulting carbon, together with iron atom
by pyrolysis of FePc, generates metal carbide, which is a
more activated catalyst to grow CNTs than metal [80]. Thus,
the CNTs in the pattern region formed by metal carbide
grow more rapidly than those by metal. This accounts for
the formation of alignments and patterns of 3D CNTs.
Apart from this, both the strong van der Waals interactions
between the tubes and the high surface density of the grow-
ing nanotubes serve as additional advantages for the con-
stituent nanotube to be “uncoiled” and allow the aligned
nanotubes to develop on the quartz substrate.

In spite of the interesting patterns of 3D nanotubes, the
results were unexpected. On the basis of the previous experi-
ments, we have recently realized the controllable fabrication
of 3D nanotubes patterns with features of high resolution by
a vacuum deposition technique through shadow masks [118].
Using SEM, we observed 3D aligned CNTs, consisting of
two streaked ribbons with widths of 6.5 and 8.4 �m, respec-
tively (Fig. 9), by pyrolysis of FePc for 5 min. The nano-
tubes in the ribbon area are about 1.4 �m higher than those
of 2D alignments (beyond the ribbon region). The growth
rates of the nanotubes in and beyond the ribbon region were
about 25 and 20.3 nm/s, respectively. It is only the difference
of growth rates that results in the formation of 3D nano-
tube alignment. These 3D micropatterns of well-aligned

NONE SEI 3.0kV X2,200 10µm WD 8.1mm

Figure 9. SEM images of 3D nanotube alignments consisting of two
ribbonlike structures (6.5 and 8.5 �m). The nanotubes in the ribbon
region are 1.4 �m higher than those elsewhere. Reprinted with permis-
sion from [118], X. B. Wang et al., Adv. Mater. 14, 1557 (2002). © 2002,
Wiley–VCH.

nanotubes were also prepared on photolithographically
prepatterned substrates by the same method [119]. This
opened the way for fabricating 3D nanotube micropatterns
and thus developing novel nanoelectronic devices.

4. ALIGNMENTS OF SINGLE-WALLED
CARBON NANOTUBES

Alignments of SWNTs have been envisioned to enhance per-
formance of various technologically important devices such
as sensors [120], field emitters, and organic light-emitting
diodes [121]. Immobilizing the random SWNTs into a con-
trolled orientation would be an extremely important step for
these real device application of the nanotubes. However, the
creation of SWNT alignments has fallen far behind MWNT
arrays because of the technical difficulty in handling or align-
ing individual SWNTs to ideal locations.

4.1. Chemical Alignments

Chemical alignment is an effective method to order SWNTs
perpendicular to the substrate by shortening SWNTs in an
oxidizing environment, followed by chemical modification
of the carboxyl end groups. Short and long SWNTs have
exhibited considerable affinity for amine-functionalized sub-
strates, although they tend to orient parallel to the sub-
strate [122, 123]. Thiol functionalization of SWNTs resulted
in better alignment on gold substrate; nevertheless, this sys-
tem was plagued by low surface coverage and long adsorp-
tion time [124]. Recently, Wu et al. developed an alternative
method for the assembly of oxidatively shortened SWNTs
on silver surfaces [125]. This technique is based on the spon-
taneous adsorption (self-assembly) of the COOH groups
at the open ends of CNTs onto silver surfaces. Their studies
revealed that most of the SWNTs (ca. 80%) assembled on
silver surfaces have a bundle size of 6�5 ± 0�5 nm, possibly
suggesting the selective adsorption of SWNTs on silver.

More recently, dense arrays of monolayer and multilayer
assemblies of shortened SWNTs have been demonstrated
using a metal assisted organization process from nonaque-
ous media [126]. The self-assembly, which was performed
on a substrate such as glass, silicon (110) wafers with native
oxide and quartz crystal microbalance resonator, consisted
of sequential dipping in an aqueous solution of FeCl3 fol-
lowed by immersion in DMF dispersed shortened SWNTs
and separated by intermedia washing in DMF. A mono-
layer of densely packed, needlelike domains was obtained
after 30 min immersion in nonaqueous dispersions of short-
ened SWNTs. This geometry is believed to be the result
of a high concentration of carboxy groups on the severed
edges of shortened SWNTs, hydroxy functionalization of
Fe3+-decorated surfaces, and strong hydrophobic interac-
tions between adjacent shortened SWNTs.

4.2. Alignments by an Electrical
or Magnetic Field

Applying an electrical or magnetic field may be a simple
and alternative method to align CNTs. Bubke et al. [127]
reported that MWNTs dispersed in ethanol can be aligned
by an electrical field. Due to the orientation of these elon-
gated particles, the nanotube alignments exhibited optical
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anisotropy. Thick films of aligned SWNTs and ropes have
been produced by filtration/deposition from suspension in
strong magnetic field [128, 129]. Recently, Chen et al. [130]
aligned SWNTs on Si/SiO2 substrate with an alternating cur-
rent electrical field. Highly oriented SWNT samples were
prepared when an electric field with a frequency of 5 MHz
was applied. The alignment of the SWNTs demonstrated sig-
nificant dependencies on the frequency and the magnitude
of the electric field. The results suggested that the alignment
degree of CNTs was reduced gradually with the decrease
of the frequency of the electric field, and the concentra-
tion of the aligned SWNTs decreased with the decrease of
magnitude. However, SWNT samples oriented by the dc
electric field did not demonstrate the apparent orientation.
Zhang et al. [131] also demonstrated electric field directed
growth of SWNTs over the quartz substrate with prepat-
terned polysilicon films by CVD. Highly aligned suspended
SWNTs can be fabricated along the electric field direction
in the range of 0.5–2 V/�m.

4.3. In-Situ Self-Assembly
of Aligned SWNTs

Both chemical alignment and alignment by an electrical/
magnetic field were obtained by a postprocessing technique,
which suffered from the difficulty of local position and
complex postsynthesis manipulation. So in-situ preparation
of aligned SWNTs is of paramount importance for basic
research and many potential applications.

Schlitter et al. [132] reported the self-assembly of single
crystal SWNTs using thermolysis of alternate layers of C60
and Ni precursors. It is exciting that each crystal is com-
posed of an ordered array of tubes with identical diameters
and chirality, although these properties vary between crystals.
The structures produced are almost perfect rodlike crystals
of SWNTs preferentially oriented normal to the surface of
a molybdenum substrate. The perfection of the crystals of
SWNTs and the observation that they are all physically iden-
tical within any given crystal containing up to several thou-
sand individual nanotubes are unexpected from the point of
view of previous results and synthetic approaches in the field.

Zhu et al. [133] directly synthesized the long strands of
ordered SWNTs by catalyst CVD with a floating catalyst
method in a vertical furnace, where n-hexane in combina-
tion with thiophene, ferrocene, and hydrogen is catalytically
pyrolyzed. The long nanotube strands up to several centime-
ters in length, consisting of aligned SWNTs, are an alterna-
tive to the fibers and filaments spun from nanotube slurries.
The research on mechanical and electrical properties indi-
cated that the aligned nanotube strand would be a candidate
for practically useful nanotube-based macroscale cables.

However, well-defined alignments of SWNTs synthesized
in-situ on a substrate were not fabricated until Botti et al.
reported the latest results [134]. It was found that well-
aligned SWNTs on heated Si substrates could be self-
assembled from the carbon nanosized particles without a
catalyst by a simple spraying technique. By increasing the
substrate temperature, the density of the SWNTs increases
and the nanotubes with a uniform length are oriented per-
pendicularly to the substrate. Although the aligned tubes are
bundles of tightly interlaced SWNTs with different chirality

and mean diameter 1�1 ± 0�3 nm, this report opens a route
to prepare aligned SWNTs.

5. PROPERTIES AND APPLICATIONS
OF ALIGNED CARBON NANOTUBES

Carbon nanotubes are known for their superior mechani-
cal strength and low weight [135], good heat conductance
[136], varying electronic properties depending on their helic-
ity and diameter [12], large surface area useful for adsorp-
tion of hydrogen or other gas [137], and their ability to
emit a cold electron at relatively low voltages due to high
aspect ratios and nanometer size tips [20]. Therefore, many
future applications have been found in a wide range of fields
for being used as field emitters for flat panel displays, vac-
uum microelectronic devices like microwave power ampli-
fier tubes, nanofield effect transistors [138, 139], nanotube
circuits [140], ultrasensitive electrometers [120, 141, 142],
nanotweezers [143], nanothermometers [144], and so on.

For aligned CNTs, considerable attention is mainly
focused on their excellent FE properties. In this section,
apart from the FE properties, we will present other potential
properties and applications such as the anisotropic electri-
cal transport property, the superamphiphobic property, and
energy storage.

5.1. Field Emission Properties

Earlier than FE, thermionic emission of electron guns had
been a key concept in the electron-beam technique. In
thermionic electron emission, the solid electron source (i.e.,
the cathode) is heated above 2000 �C to allow free electrons
to escape from the surface [145]. The greatest advantage
of this so-called “hot cathode,” usually a heated tungsten
(W) filament, is that it works even in non-ultra-high-vacuum
(non-UHV) ambiences, which contain vast numbers of
gaseous molecules. However, hot cathodes are prone to
chemically react with residual water and oxygen to produce
tungsten oxides and get thinner and thinner over a long
duration through the sublimation of the oxides. In addition,
hot cathodes require a power supply for heating, thus mak-
ing it difficult to construct a compact electron-beam tool.

In the mid 1950s, these disadvantage of hot cathodes were
be overcome by replacing them with a FE or “cold cath-
ode” [146]. Unfortunately, the electron emission from a FE
cathode is exponentially affected by the chemical and mor-
phological states of the electron emitting area, resulting in
instability of emitted currents in non-UHV ambiences. This
is particularly true of metallic cathodes, which strongly inter-
acted with residual gaseous molecules.

Chemically, carbon is far more stable, and hence more
robust in non-UHV, than metals. Indeed, great effort has
been made to develop field emitters based on carbon-
containing materials such as diamond, diamondlike car-
bon, and tetrahedral-amorphous carbon [147, 148]. The high
expectations and promise held by these materials, however,
have not yet been matched by their performances.

CNTs have emerged as one of the most promising elec-
tron field emitters. The power of CNTs as electron sources
for displays and lighting devices was amply demonstrated in



Aligned Carbon Nanotubes 11

the last few years. The superior aspect ratio, good chemical
stability, high thermal conductivity, and mechanical stiffness
of CNTs are advantageous over conventional semiconduc-
tor and metal emitters [149–151]. The investigation of FE
properties of individual CNTs and aligned CNT films was
originally reported by Rinzler et al. [20] and de Heer et al.
[21], respectively. From then on, many research techniques,
including improving the method to fabricate CNT align-
ments, introducing gaseous adsorbates, and controlling the
CNT density, have been developed to reduce the operating
voltage, enhance the emission current, decrease the field-
screening effect, lengthen the device lifetimes, increase the
stability of electron emission, etc.

It is worth noticing that the Samsung CNT FE displays
represent an impressive feat and an important milestone
toward a fully functional device [152, 153]. They work up to
now in diode configuration, which implies that the bright-
ness of a pixel is controlled by varying the potential between
emitter and phosphor screen, which is on the order of sev-
eral kilovolts. Conversely, a triode configuration incorpo-
rates a control electrode located near the emitter, and the
brightness of the pixel is then controlled by adjusting the
potential between cathode and control electrode.

Many good FE properties of aligned CNTs have been
obtained by different groups although they are still far from
practical. Thong et al. [154] reported the emission current
density up to 130 mA/cm2 could be reached at an aver-
age field strength of 1.925 V/�m. This emission current
was found to be very stable, with short-term fluctuations of
no more than ±1.5%, while the current drifted less than
1.5%. A turn-on field of 1.2 V/�m and emission currents
of 1 mA/cm2 at 3V/�m were achieved on well-aligned CNT
emitters [115]. A test of cathode-ray tube lighting elements
underway suggested a lifetime of exceeding 10,000 h.

5.1.1. Effect of Gas Adsorbates
on FE Properties

The FE properties are correlated with the electronic struc-
ture of the CNTs, and intrinsic properties such as electrical
resistivity, thermoelectric power, and thermal conductivity
can be modified by adsorption and desorption of gas adsor-
bates [120, 142, 155]. Therefore, one way to achieve good
emission properties is to introduce adsorbates that might
effectively lower the ionization potential and facilitate the
extraction of electrons.

Many studies have reported the effects of gases on the FE
of CNTs [156–159]. Recent experiments done at Motorola
[160] indicated that water molecules adsorbed on CNT tips
significantly enhance FE current, while O2 and H2 not affect
the FE behavior appreciably. The first principles density
functional theory calculations [161] showed that the water–
nanotube interaction under emission conditions at the tube
tip can increase the binding energy appreciably, thereby sta-
bilizing the adsorbate, and lower the ionization potential,
thereby making it easier to extract electrons.

Wadhawan et al. [162] compared the effects of O2, Ar, and
H2 gases on the FE properties of SWNTs and MWNTs. They
found that H2 and Ar gases do not significantly affect the FE
properties of SWNTs or MWNTs. O2 exposure temporarily
increased the turn-on field of SWNTs by 22% and decreased

the FE current by two orders of magnitude. However, the
FE properties completely recover after 40 h of FE operation
in UHV. For MWNTs, the higher voltage O2 exposure leads
to a 43% increase of the turn-on field and reduction of FE
current by three orders of magnitude. The recovery in UHV
is only partial, indicating that the MWNTs suffer from per-
manent structural degradation [163]. Kung and Huang [164]
demonstrated that the emission current of the CNT arrays
treated by O2 and O3 was increased ∼800% along with a
decrease of the onset FE voltage from 0.8 to 0.6 V/�m.

However, a contrary experimental result has been repor-
ted by Lee et al. [165] due to different measurement meth-
ods of FE properties. Their investigations showed that the
turn-on voltages of O2 and N2 gases first decreased and
saturated at large gas exposure times, whereas that of H2
gas decreased initially and increased to saturation at large
gas exposures. They considered this behavior to be being
strongly correlated with the difference of electronegativity
of the adsorbed gases. FE is a highly selective process and is
extremely sensitive to small variations in the chemical nature
and shape and or surroundings of the emitter [166, 167].
This makes a comparison of the results obtained by different
groups delicate since the growth, purification, film prepara-
tion techniques, and experimental setups differ significantly.

5.1.2. Field-Screening Effect
It is known that the FE properties of the tubes could be
affected by a field screening effect provoked by the proxim-
ity of neighboring tubes. The field screening affect is deter-
mined by various factors relative to the nanotube arrays,
including the density, the height, and the diameter. Accord-
ing to the prediction of Nilsson et al. [168], the FE will
become maximum when the height of the tubes is about one-
half the intertube distance, and arrays with medium densities
(∼107 emitters/cm2� show the highest emitted current den-
sities. The experiments by Suh et al. [169] suggested that
the FE was optimal when the tube height was similar to the
intertube distance. This is a little deviation from the pre-
diction. Teo et al. [170] have demonstrated that the density
of carbon nanofibers can be decreased to enhance the FE
properties of vertically aligned carbon nanofiber emitters,
and the arrays of individual, vertically standing nanofibers
spaced twice their height apart had the most desirable FE
characteristics and the highest apparent field enhancement
factor. Therefore, we can tune the FE properties of CNT
film emitters by varying the nanotube density [171]. The
optimized field emitter can also be achieved by changing the
tube diameter according to the result of the first principle
calculations [172].

5.2. Anisotropic Electrical
Transport Properties

The electrical resistivities of aligned CNTs are anisotropic,
being smaller along the tubes than normal to them, because
of corresponding differences in the electrical transport [173].
Chauvet et al. [174] observed magnetic anisotropies of the
aligned CNTs as well. Recently, electrical, thermal, and
structural anisotropies of magnetically aligned single wall
CNT films have been obtained by Fischer’s et al. [128, 129].
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However, all of these aligned CNT films are not as-grown,
either they were transferred to a Teflon surface [173, 174]
or deposited on a nylon filter membrane [128, 129], which
results in a deviation of experimental results. Moreover,
these CNT films are imperfectly aligned with some entangle-
ment or curvature of individual tubes (ropes). The disadvan-
tageous factors make the observed results no real reflections
of intrinsic properties of those partly aligned CNT films.
However, to date the measurements of anisotropic electrical
transport properties have not been carried out on as-grown
aligned CNT films due to the difficulty in obtaining electrical
resistance parallel to the tube axis.

Recently, we have developed a simple technique to mea-
sure anisotropic electrical transport properties of as-aligned
carbon nanotube films [175]. The temperature dependence
of relative electrical resistance suggests that most of the
well-aligned carbon nanotubes are semiconductive in both
directions parallel and perpendicular to the tube axis. The
anisotropy �R⊥/R	� of electrical resistance increases with
decreasing temperature T , reflecting the difference in the
longitudinal and transverse hopping rates. The differences
of the electrical properties in both directions could be
explained by a difference degree of localization of charge
carries. The plot of the logarithm of relative resistance
against powers of the reciprocal temperature 1/T is closely
fitted by three-dimensional variable range conduction. After
annealing and Br2-doping treatments the resistivities of the
aligned carbon nanotube films decreased by two orders of
magnitude, resulting from the fewer defects and the greater
carrier density, respectively.

5.3. Super-“amphiphobic” Properties

Wettability is an important factor for a material. Dujardin
et al. have studied the wettability of CNTs in detail and
found they could be wet and filled by different substances
[176, 177]. In general, wettability of solid surfaces is con-
trolled by the chemical composition and the geometri-
cal structures of the surfaces, and it is usually enhanced
by surface roughness [178], especially by fractal structures
[181]. Recently, superhydrophobic or superlipophobic sur-
faces, that is, those with a contact angle of water or
oil, respectively, that is higher than 150� [178, 179], have
attracted much interest due to practical applications. These
surfaces have been commonly prepared through the com-
bination of surface roughening and lowering of the surface
energy. However, few reports were concerned with super-
“amphiphobic” surfaces [180], which appear to have both
superhydrophobic and superlipophobic properties. As the
structure of aligned CNT films is similar to that of these
superhydrophobic surfaces, the films are expected to show
special wettability features.

We reported that the aligned CNT films appear to have
super-“amphiphobic” properties; namely, the contact angles
for both water and oil are larger than 160� [72]. We demon-
strated that the as-grown CNT films are superhydrophobic
and superoileophilic. The contact angles for water and rape-
seed oil are 158�5± 1�5� and 0± 1�0�, respectively. However,
the contact angle for water on a film of CNTs lying flat
on a surface is 136�5 ± 7�0�, which shows that the aligned

structure of the CNT films is responsible for the superhy-
drophobic properties.

A low free energy surface is required for a superoileopho-
bic surface to be obtained, and this can be realized by mod-
ifying the aligned CNT films with fluorinated compounds.
Since the surface of CNTs is rather inert, it is very diffi-
cult to modify the surface directly. The hot concentrated
H2SO4 and HNO3 mixture (1:1 v/v) was employed to oxi-
dize the aligned CNTs for further chemical modification.
The contact angle for water on the aligned CNT film was
128 ± 3�0� after oxidation. It has been reported that some
functional groups, such as hydroxyl and carboxyl, can be
realized on the surface of CNTs through chemical oxida-
tion treatments. Hence, the oxidized films were modified
through immersion in a methanolic solution of hydrolyzed
fluoroalkylsilane. After this modification the aligned CNT
films contained fluoroalkylsilane groups, which repel both
water and oil. The contact angles for water and rapeseed
oil on the films were 171 ± 0�5� and 161 ± 1�0� respectively.
Hence the film shows both superhydrophobic and super-
oileophobic properties; namely, it is a super-“amphiphobic”
surface. The water droplets move spontaneously and do not
come to rest, even when there is little or no apparent tilt
of the surface (<1�), while the rapeseed droplets remain
pinned in one place.

5.4. Hydrogen Storage

The use of CNTs for hydrogen storage has attracted more
and more attention due to their high storage capability
and potential applications in the next generation energy
source. Different types of nanotubes, as well as nano-
fibers, have been studied for this purpose. In the exper-
imental report published, high hydrogen pressure (up to
100 atm), [181] subambient temperature [183], and alkali–
metal doping [184] are applied to achieve hydrogen adsorp-
tion. Recently, aligned CNTs were employed for hydrogen
adsorption experiments in their as-prepared and pretreated
states [185]. The hydrogen storage capacity of 5–7 wt%
could be achieved reproducibly at room temperature under
modest pressure (10 atm) for the as-prepared samples. Pre-
treatments, which include heating the samples to 300 �C and
removing the catalyst tips, can increase the capacity up to
13 wt% and decrease the pressure required for storage. The
release of the adsorbed hydrogen can be achieved by heating
the samples up to 300 �C.

6. SUMMARY
In this account, we have given a brief survey of experi-
mental work directed toward the synthesis and properties
of aligned CNTs. In last few years, significant progress has
been made for fabricating various alignments and patterns
of CNTs, especially MWNTs. However, there still remain
many fundamental and fascinating issues about their syn-
thesis, for example, the formational mechanism of aligned
CNTs, the controllable synthesis of CNT structures, and so
on. The solution of these problems promises to be an excit-
ing and challenging area of nanoscale physics and chemistry
in the future. For the properties and applications of aligned
CNTs, extensive research interest is only focused on the FE



Aligned Carbon Nanotubes 13

although the properties of superamphiphobicity and hydro-
gen storage start to arouse research enthusiasm. There must
be wide room, we believe, to explore the potential proper-
ties of aligned CNTs in future applications. We are still in
the early days of the field, and many surprises undoubtedly
lie ahead.

GLOSSARY
Aligned carbon nanotube A film made of an alignment by
carbon nanotubes.
Anisotropic electrical transport The electrical resistivities
of aligned carbon nanotubes are smaller along the tubes
than normal to them.
Carbon nanotube Carbon nanotubes can be thought of as
graphitic sheets with a hexagonal lattice that have been
wrapped up into a seamless cylinder.
Chemical vapor deposition (CVD) CVD is a chemical
reaction which transforms gaseous molecules, called precur-
sor, into a solid material, in the form of thin film or power,
on the surface on a substrate. The process is widely used to
fabricate semiconductor devices.
Controllable fabrication of carbon nanotubes Diameter,
length, and position are controllable in preparation of
carbon nanotubes.
Superamphiphobic The contact angles between the sur-
faces of a material with water and oil are higher than 150 �C.
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1. INTRODUCTION

1.1. Self-Assembly in Nanotechnology

Nanotechnology involves making useful devices with nano-
meter control in at least one dimension. Nanometer control
infers that nanotechnology involves fabrication from molec-
ular components. Therefore, in nanotechnology different
molecular components must be integrated into a functional
device. Such integration requires the precise positioning of
individual molecules. To create this molecular organization,
the fabrication of nanostructures can be achieved with either
the “top-down” or the “bottom-up” fabrication methods.
The potential drawbacks of top-down methods, include the
materials used, usually have little chemical diversity and the
approach is limited in the number of nanodevices that can be
fabricated at one time [1]. Therefore, bottom-up fabrication
from molecular components possesses far more promise in
enabling the nanotechnology revolution to be fully realized.

Bottom-up fabrication can be achieved either through the
physical placement of individual atoms and molecules, or via
self-assembly. The former invokes images of either molec-
ular assemblers, which have been elegantly demonstrated
by the iron corrals and molecular abacus assembled by the
IBM research labs [2], or the single placement of phospho-
rous atoms on silicon surfaces as part of the development
of silicon-based quantum computers [3]. In common with
top-down fabrication, the physical placement of individual
atoms, or molecules, has the disadvantage of low through-
put of devices. Therefore, self-assembly appears to be the
most likely strategy for developing a generic approach to the
fabrication of functional nanodevices [1].

Self-assembly is how nature makes molecular machines.
From linear sequences of amino acids, nanomachines like
enzymes and ion channels form through spontaneous folding
(sometimes with a little chaperoning) into functional con-
formations. The essence of self-assembly is that no external
intervention is required once the process has started. That
is, the rules for organization are encoded into the molecular
structure and the conditions used [4]. The self-organization
inevitably means the structures are thermodynamically sta-
ble, relative to other conformations, in conditions similar to
those in which they were formed. Achieving such sponta-
neous assembly requires exquisite control over the noncova-
lent interactions involved as the nanomachines are formed.
Frequently, different subunits of a protein or ion channel,
derived from different linear chains of amino acids, will be
combined to give the final functional device [5]. The com-
bination of the subunits favors the production of a sym-
metrical molecule. The joining of subunits reflects two of
the key features of self-assembly in natural systems. First,
the molecules must have a strong affinity for each other.
This affinity exploits molecular recognition to ensure that
the binding of subunits is not only strong but also selec-
tive. This gives the second key feature, which is that pre-
dictable structures are formed when the subunits associate.
These two features are demonstrated in the formation of
a DNA duplex when two complementary single strands are
self-assembled.

1.2. Self-Assembled Monolayers (SAMs)

Self-assembly directed by human hands is a long way remo-
ved from the complex nanomachines that nature pro-
duces, although impressive control has been demonstrated
with self-assembled monolayers and other surfactant sys-
tems. Self-assembled monolayers (SAMs) are ordered
monomolecular films, which are spontaneously formed from
immersing a solid substrate into a solution containing
amphifunctional molecules (see Fig. 1). The amphifunc-
tional molecule has a head group, which usually has a high
affinity for the solid surface, a tail—typically an alkyl chain—
and a terminal group that can be used to control the sur-
face properties of the resultant monolayer. The molecular
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Figure 1. a) A self-assembling molecule with a surface active head
group (in this case, a thiol group), an alkyl chain tail, and a terminal
group. The terminal group is represented as an amine but could be any
functional group; b) an alkanethiol SAM formed on an Au(111) surface
with the characteristic 30� tilt from normal.

forces between the tails are chiefly responsible for the order
of the monolayer. So SAMs have the two key features of
self-assembly in biological systems, namely, that molecules
have high affinity for each other and predictable structures
are formed when the molecular units are associated. The
ability to tailor both head groups and tail groups of the self-
assembling molecules makes control over the self-assembly
behavior possible. This control is important both for nano-
science and nanotechnology. With regards to nanoscience,
SAMs provide an opportunity to increase the fundamental
knowledge about self-organization, structure-function rela-
tionships, and interfacial phenomena [6]. From the perspec-
tive of nanotechnology, SAMs allow accessible molecular
level control for bottom-up fabrication in at least two dimen-
sions. Furthermore, because molecular level assembly fre-
quently occurs on macroscopic surfaces, SAMs also provide
a reasonably simple way of interfacing the nanodevices with
the macroscopic human world.

The potential applications of SAMs in nanotechnology
span a diverse range. From the simplest case of the assem-
bly of a single component on a surface to give functional
surface coatings (such as in corrosion or wear protection)
[7–9] to complicated integrated molecular systems used in
chemical and biosensing (where the biomimetic and biocom-
patible nature of SAMs is particularly attractive) [10–13] and
in molecular electronics [14], where the addressing of func-
tional molecules to each other and to the outside world is
so important.

1.3. Organosulfur SAMs

The most extensively studied self-assembled monolayers are
silanes, which are used to modify hydroxyl terminated sur-
faces, and organosulfur compounds, which exploit the affin-
ity of sulfur for coinage metals (such as gold, platinum, and
silver) [15]. The formation of SAMs of organosulfur com-
pounds on metal surfaces was first described by Nuzzo and
Allara [16] in 1983 with the adsorption of a di-n-alkyl disul-
fide onto gold surfaces. Since this time the research into
organosulfur adsorbates has been exceedingly active. Apart
from alkanethiols and di-n-alkyl disulfide [16–20] a num-
ber of other surface organosulfur compounds which form
monolayers on gold have been reported including di-n-alkyl
sulfides [19, 21–26], thiophenes [27–29] and alkyl xanthates
[30–33] (see Fig. 2). Representative spectroscopic data and

SH S S S

O

C
HS S

(a) (b) (c) (d)

Figure 2. The chemical structures of representative organosulfur com-
pounds that can form self-assembled monolayers on coinage metal
surfaces, a) n-decanethiol, b) di-dodecyl-n-disulfide, c) di-n-dodecyl sul-
fide, d) dodecyl xanthic acid.

physical properties for each class of organosulfur SAM are
outlined in Table 1.

An alkanethiol has a thiol (-SH) head group and a
tail that is usually an alkyl chain. At the end of the tail
is the terminal group, which in a well-packed monolayer,
determines the properties of the surface of the mono-
layer. n-Alkanethiols and di-n-alkyl disulfide self-assemble
on coinage metals to form well-organized monolayers, where
the formation of a bond between the thiolate head group
and the metal surface anchors the organosulfur molecules
to the surface and interactions between the alkyl chains
give the monolayer its order (see Fig. 1). Both alkanethi-
ols and di-n-alkyl disulfide give alkanethiolate surfaces. The
other organosulfur compounds give different surface struc-
tures (see Fig. 2). (There has recently been debate as
to whether carbon sulfur cleavage occurred in the self-
assembly of the dialkylsulfides [19, 34–36], but it has been
confirmed that both alkyl chains remain bonded to the
sulfur [36, 37].). The vast majority of research has con-
centrated on alkanethiols and disulfides and hence are the
focus of this chapter. As they produce the same surface

Table 1. Physical and spectroscopic data on some representative organ-
osulfur compounds.

Compound MP (�C) 1H NMR Data Ref.

Dodecanethiol — 400 MHz (C6D6): 2.17 (m, 2 H), [134]
1.4–1.05 (m, 20 H), 0.91 (t, 3 H)

di-n-dodecyl — 200 MHz (CD2Cl2): 3.58 (t, 2 H), [20]
disulphide 2.65 (t, 4 H), 1.68 (m, 2 H),

1.54 (m, 4 H), 1.45–1.25
(m, 32 H), 0.87 (t, 3 H)

di-n-dodecyl 40.0–41.5 300 MHz (CDCl3): 2.50 (t, 4 H), [21]
sulphide 1.57 (m), 1.26 (m), 0.88 (t, 6 H)

Dodecyl — 400 MHz (CDCl3): 5.49 (s, 1 H),
xanthic acid 4.42 (t, 2 H), 1.67–1.73 (m, 2 H),

1.20–1.32 (m, 18 H), 0.81 (t, 3 H) [33]
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attached species—an alkanethiolate—throughout this chap-
ter the term alkanethiol or alkanethiol SAMs will refer to
SAMs formed from either, unless explicitly stated.

Alkanethiols and related compounds are popular for the
formation of SAMs for a number of reasons. First, prepara-
tion of alkanethiol SAMs is relatively easy. Assembly does
not require vacuum or anaerobic conditions and the solvent
has minimal effect on the assembly process. Furthermore,
the assembly process still occurs despite some surface impu-
rity (although there will be an influence of the kinetics of
SAM formation and the number of defects), as organic mat-
ter will be displaced by the alkanethiol as a consequence
of the affinity of thiols for the metal. This affinity provides
the second reason for the popularity of alkanethiol SAMs—
namely, they are reasonably stable. The stability is demon-
strated by the fact that alkanethiol SAMs survive prolonged
exposure to vacuum used during many surface characteriza-
tion experiments [15] and that the SAMs withstand a broad
range of potentials applied to the underlying metal surface
(typically between +1.0 and −1.0 V versus SCE) [38–40].
The third reason is that a variety of functional groups can
be incorporated into the SAM without disrupting the self-
assembly process. Finally, mixed SAMs can be prepared
either through simultaneous deposition [41] or sequentially
by a place-exchange reaction [42]. These final two reasons
are a crucial feature in molecular level fabrication. Being
able to direct the type and spacing of terminal groups of the
SAM provides control over what is built upon a surface.

Applications of alkanethiolate modified surfaces include
making surfaces biocompatible [43, 44], mimicking biolog-
ical membranes [45], using SAMs to obtain fundamental
information regarding electron transfer processes [46], in
the fabrication of sensors [10, 11, 47], and as a “molecular
glue” for fabricating nanostructures [48]. As coinage met-
als form good electrodes, the assembly of alkanethiol SAMs
onto these surfaces has seen many of the applications involv-
ing alkanethiols being electrochemical [4, 10–12, 46, 49–51].
Typically, the SAM is used to alter the performance of the
electrode, such as making it selective for an analyte [10–12],
passivating it [46, 52, 53], or making the surface biocompat-
ible [43, 44, 49, 54]. Synthesizing novel alkanethiols, which
can act as molecular wires or conduits for electron trans-
fer, allows SAMs to be used for fundamental research into
electron transfer in nature [46, 55, 56] and for molecular
electronics [57, 58]. The alkyl chains of the SAMs also allow
bilayer structures to be formed so the interface mimics a
biological membrane [45, 59, 60]. Self-assembled monolay-
ers can also provide the base layer upon which a multilayer
system with molecular level control is fabricated [61, 62].
The molecular level control of the modification of the inter-
face provides a foundation which other nanoscale building
blocks, such as nanoparticles [48, 63–65], nanotubes [66–68],
and DNA [69–74], can be built upon.

There are a number of detailed reviews on SAMs, which
the interested reader is referred to that address single issues
in more detail. Reviews that are available address topics
such as SAM formation and structure [6, 15], simulation of
SAMs [15, 75, 76], their characterization using electrochem-
ical [46], scanning tunneling microscopy [77], and atomic
force microscopy [78, 79] techniques, their applications to

the fabrication of biosensors [11–13, 80], and electrochem-
ical sensors [10, 47, 51], providing controlled surface prop-
erties [43, 44, 49, 54, 81, 82], patterning SAMs [81, 83–86],
SAMs on nanoparticles [87, 88], and providing unique reac-
tion environments [89]. The purpose of this chapter is to give
an overall outline of the basic features of alkanethiol SAMs
and then to review some applications of SAMs in sensing
and nanofabrication.

2. PREPARATION AND PROPERTIES
OF ALKANETHIOL SELF-ASSEMBLED
MONOLAYERS

In this section, the formation of SAMs, their structure, and
important variables in their preparation will be discussed.
As there are many types of organosulfur molecules that self-
assemble on a variety of metal surfaces (all of which can
give subtle differences in SAM structure), SAM preparation
procedures and so on, the discussion below will refer to long
chain aliphatic alkanethiols (typically either dodecanethiol
or hexadecanethiol) adsorbed onto gold surfaces unless oth-
erwise stated.

2.1. Methods of Assembly

2.1.1. Solution Assembly
Alkanethiols adsorb spontaneously from solution onto the
surface of coinage metals. Gold is the most frequently used.
The thiol groups chemisorb onto the gold surface via the
formation of a gold-thiol bond [6, 90] to produce a densely
packed, highly ordered monolayer. Gold is the most popular
metal surface for reasons of ease of handling. It is generally
thought not to have a stable oxide under ambient condi-
tions, and it can withstand harsh cleaning procedures that
are often required in SAM preparation [91]. A stable oxide
can, in fact, be formed on gold when exposed to ultraviolet
(UV) light and in the presence of ozone to produce Au2O3
[92]. Ron et al. [93] have actually used the gold oxidation
as a surface cleaning procedure, removing the gold oxide in
ethanol, the most popular solvent for preparation of SAMs.
The ethanol reduces the gold oxide to give a fresh gold sur-
face for self-assembly. Soaking in pure ethanol for at least
10 min prior to adding alkanethiol is required to ensure all
the oxide is removed [94]. Failure to completely remove the
gold oxide will result in SAMs first assembling onto the bare
gold and then onto the oxidized gold surfaces during the
later stages of the self-assembly [94, 95]. Noncontact atomic
force microscopy (AFM) shows that the SAMs formed on
the oxide regions are less stable that the gold-thiol SAM
[94].

As with the ozone treatment to clean gold surfaces, other
cleaning procedures involve the oxidation of the gold surface
and removal of this oxide. More common cleaning proce-
dures for gold include etching the gold surface in dilute aqua
regia [42], oxidizing organic contaminants using “piranha”
(a 1:3 mixture of 30% hydrogen peroxide and concentrated
sulfuric acid at 100 �C; Warning a mixture that reacts vio-
lently with organic material and has been known to explode
when stored in closed containers) or electrochemical clean-
ing in 1 M sulfuric acid using cyclic voltammetry between
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−0.3 and +1.5 V versus Ag/AgCl. Electrochemical clean-
ing involves oxidizing the gold surface during the positive
potential sweep and reductively removing the oxide during
the negative scan. As the area under the reduction peak
allows the calculation of the number of gold atoms oxidized,
the electrochemical cleaning procedure allows the simulta-
neous measurement of the active surface area of the gold
[96, 97]. The importance of cleaning the gold surface is well
recognized for bulk gold surfaces (either polycrystalline or
single crystal), but frequently, thin film deposited gold sur-
faces are not cleaned prior to assembly of the SAM. The
consequence of poorly cleaned surfaces with minor amounts
of organic matter on the surface is a deleterious influence on
the kinetics of SAM formation rather than the prevention of
the assembly process altogether [46, 97]. More defects are
expected on contaminated surfaces.

Typically alkanethiols are assembled onto gold surfaces
from dilute solutions (millimolar concentrations). Common
solvents are ethanol for shorter alkanethiols or hexane. Two
distinct adsorption stages are observed in the assembly—a
rapid stage within the first few minutes by which time the
contact angle is close to its limiting value and the thickness
is 80–90% of the maximum [98]. The length of this stage is
dependant on the alkanethiol concentration, taking only a
few minutes at a concentration of 1 mM but about 100 min
at 1 �M [99, 100]. The second slow stage occurs over sev-
eral hours as the contact angle and thickness reach their
final value [98]. During the latter stage, the molecules in
the SAM undergo a slow reorganization equivalent to sur-
face crystallization [101]. The growth rate of the SAM is
dependant on the number of vacant sites in agreement with
simple first-order Langmurian kinetics [100, 102–104]. The
kinetics of SAM formation was initially studied by ex-situ
techniques such as external reflectance FTIR, optical ellip-
sometry [21, 98], contact angle measurements [21, 98], and
radioisotope labeling [105], but more recently, in-situ quartz
crystal microbalance measurements have been used [100,
104, 106]. Due to the slow reorganization of the SAM, many
workers typically allow 12 to 24 hr for SAM formation prior
to use.

2.1.2. Assembly by Printing
The process of microcontact printing, developed by Xia and
Whitesides et al. [86, 107] for patterning surfaces, can also
be used to form alkanethiol SAMs on metal surfaces in
only a few seconds. A polydimethylsiloxane stamp is “inked”
with a thiol solution. Typically, the solvent is evaporated
and the inked stamp is contacted with the metal. The low
surface energy and flexibility of the elastomeric stamp have
advantages with regards to allowing the stamp to conform
to the shape of the metal surface. Depending on the amount
of alkanethiol placed on the stamp, the SAMs produced
can be of equivalent integrity and structure as a solution-
assembled SAM despite no time being allowed for the slow
organization of the alkanethiols after deposition onto the
surface [108–110]. Evaluation of the printed SAMs was
performed using scanning tunnel microscopy (STM) [108]
and electrochemistry [110]. To obtain equivalent SAMs to
solution assembly requires the surface loading of the alka-
nethiol ink to exceed a threshold value (20 nmol mm−2 of

hexadecanethiol) [110]. The length of time the stamp is in
contact with the surface does not, however, appear to be
important [108]. Self-assembled monolayers of dialkylsul-
fides prepared by printing were also found to be of similar
quality to decanethiol SAMs with regards to order and etch
resistance [111].

2.1.3. Other Deposition Methods
A variety of other methods of preparing self-assembled
monolayers have been less commonly employed. With
volatile alkanethiols, deposition can be achieved from the
vapor phase, both at ambient pressures [102, 112–117] and
under vacuum [115, 118–120]. Alkanethiol monolayers have
also been formed using the Langmuir–Blodgett film tech-
nique [121–123]. One technique, which is important for
ensuring that the alkanethiol is deposited on a reduced
metal surface, is to use potentially assisted deposition of
the alkanethiol. At highly cathodic potentials, alkanethiols
desorb from the underlying metal surface. As the potential
is scanned back anodically, alkanethiols can readsorb onto
the electrode [124]. Shifting the potential positively has also
been shown to accelerate the rate of alkanethiol adsorption
[125, 126].

2.2. Structure and Properties
of Alkanethiol Monolayers

2.2.1. Monolayer Structure
The exact nature of the bond that forms between the gold
and the sulfur is still not clear, but in the case of alkanethiols
it can be considered as an oxidative addition of the S H
bond to the gold surface followed by a reductive elimination
of hydrogen [6]

R S H+Au0
n −→ R S−Au+ ·Au0

n + 1/2H2

Evidence for H2 leaving has been hard to come by, but
the presence of a thiolate (RS−) has been confirmed by
XPS [17, 127–129], FTIR [130], electrochemistry [90], and
other techniques [131–133]. A recent study by Hasan et al.
[134], using NMR and gold nanoclusters, shows that the loss
of hydrogen can be prevented if there is no easy reaction
pathway for hydrogen removal. The Au S bond strength is
about 40 kcal mol−1 [131] and the free energy change for
the adsorption of alkanethiolates on gold is approximately
−5.5 kcal mol−1 [105]. The equivalent Au S bond is also
formed from a disulphide [6].

On an Au(111) surface, the alkanethiols form a (
√
3 ×√

3�R30� hexagonal lattice with an average spacing of 5
Å between alkanethiol chains (see Fig. 2) [135, 136]. The
alkane chains are in the all transconfiguration with very
few gauche defects. The chains typically tilt between 20 and
30 degrees from normal to the surface (see Fig. 1). The tilt
angle is dictated by the spacing of adsorption sites on the
metal surface and is a consequence of the chains establishing
van der Waals contact [6, 15].
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Figure 3. Model of an alkanethiol SAM (large circles) on an Au(111)
surface (small circles) where the SAM forms the (

√
3×√

3�R30� lattice.

2.2.2. Important Factors in Determining
the Structure and Function
of Organosulfur Monolayers

The structure discussed in Section 2.2.1 refers to the ideal
structure observed with long chain aliphatic alkanethiols on
an Au(111) surface. There are a number of factors that influ-
ence the SAM structure, and hence function, including the
surface upon which the SAM is formed, the chain length,
the terminal group of the alkanethiol, and having a mix-
ture of components in the SAM. For example, attractive van
der Waals forces between the alkyl chains affect the stability
and level of defects within a SAM [98]. Defects in SAMs
are important in determining a SAM. The consequence of a
defect is either a pinhole (a hole in the SAM where there is
direct access to the metal) in the SAM or a collapsed site. In
both cases, the blocking ability of the SAM will be reduced.
The decrease in blocking may be an advantage, such as in
an electrochemical system where the underlying electrode
is required to be electrochemically accessible [137–140], or
may be a disadvantage if the function of the SAM is to block
access to the metal [38, 86, 141, 142]. Therefore, any factor
that increases or decreases the van der Waals forces will alter
the order of the resultant SAM. Some of these variables will
be discussed below.

The Underlying Metal Surface Alkanethiol SAMs can be
formed on a number of coinage metal surfaces apart from
gold including platinum, silver, and copper, as well on dif-
ferent crystal faces of these metals. Turning our attention to
gold first, the gold surface can be polycrystalline, single crys-
tal, or thin film deposited. Single crystal surfaces are attrac-
tive for fundamental studies [143–145], as the surface is well
defined, but are not compatible with the bulk manufacture
of a large number of devices in the same way that deposited
thin films are. Because of the influence of van der Waals
forces on SAM integrity and stability, smoother surfaces pro-
duce more ordered and robust SAMs with higher integrity
(i.e., less defects) than those with rougher surfaces [42, 109,
146–150]. The influence of the gold surface roughness on
the energy required to remove a hexadecane SAM [109] is
shown in Figure 4. Figure 4 shows the portion of a cyclic
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Figure 4. Reductive desorption CV peaks for various gold substrates
coated with SAM (first cycle). All recorded in 0.5 M KOH at scan
speeds of 100 mV s−1, except Au-MPS glass (F) which is recorded at
5 mV s−1. Reprinted with permission from [109], D. Losic et al., Lang-
muir 17, 3307 (2001). © 2001, American Chemical Society.

voltammogram where the alkanethiol is reductively des-
orpted for six different gold surfaces. With the exception of
one surface, the peak potential shifts to more cathodic (neg-
ative) potentials the smoother the surface. Higher potentials
mean the SAM is more difficult to remove. The smooth-
ness of the gold is even more important for microcontact
printed SAMs than solution-assembled SAMs because the
alkanethiol is only deposited where the stamp contacts the
surface [109]. Of equal importance when preparing defect-
free SAMs, however, is the purity of the gold [147].

In nanofabrication, it is important to recognize that often
the variation in height of a gold surface is of a similar
or greater scale than the size of the adsorbate. Therefore,
schematics of molecular assembly frequently seen in the lit-
erature where molecules are arranged onto a perfectly flat
surface only depict an idealized molecular assembly rather
than reality. Methods of fabricating gold surfaces that are
atomically flat over large regions have been developed using
template stripping of the metal surface from mica [151–155].
Although such strategies have not been applied to other
metals, there is no reason to assume such strategies would
not also render molecularly smooth surfaces.

Different gold crystal faces have different metal atom
spacing and, therefore, the resultant SAM has a different
structure. For example, on a Au(100) face, the tilt angle is
only 5� rather than the 30� seen on an Au(111) face [6]. The
interest in Au(111) is a consequence of it being the most
thermodynamically stable surface because it has the highest
atomic surface density. Therefore, vacuum evaporation and
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gold annealing typically give surfaces that are predominantly
Au(111).

As stated above, apart from gold, SAMs can be formed
on other metal surfaces, such as silver [7, 105, 156–159],
copper [7, 8, 105, 160–164], nickel [165], platinum [21, 139,
166–168], and palladium [169–172] as well as on metal com-
posite surfaces like gallium arsenide [173–176]. Schlenoff
et al. [105] have shown that the surface coverage on a vari-
ety of surfaces decreases in the order Cu > Ag > Pt >
Au > GaAs. The higher surface coverage on silver relative
to gold is a consequence of the SAM structure. On Ag,
the SAMs are very similar structurally to on Au(111) but
with a lower tilt angle (12� compared to 30� for Au) and
a smaller chain-chain distance (4.1 Å for Ag and 5.0 Å for
Au) [177]. The SAMs on copper are structurally more com-
plex and very sensitive to the surface preparation of the
metal [177]. On platinum, in contrast to Au, Ag, and Cu,
the SAM shows a number of gauche transformations which
can reversibly be eliminated at both positive and negative
potentials [166]. Surfaces where underpotential deposition is
employed to deposit a monolayer of one metal onto a gold
surface have also been modified with organosulfur SAMs [7,
178]. The underpotential deposition of silver onto gold has
been shown to give a more stable SAM than on gold alone
[7].

Chain Length The order and stability of alkanethiol
monolayers are very sensitive to the length of the alkyl
chain. Porter et al. [128] investigated the influence of alkyl
chain length using electrochemistry, optical ellipsometry,
and infrared spectroscopy. For carbon chains over 11 car-
bon atoms, the monolayer is densely packed and crystal-like
[128]. As the chain length decreases, the structure becomes
increasingly disordered with lower packing density and cov-
erage. The transition between crystal-like and disordered
occurs between 5 and 11 carbon atoms depending on the
measurement technique and surface used. Electrochemical
measurements, with the long-chain SAMs, show that the
monolayers provide substantial barrier properties to electron
transfer and are strongly resistant to ion penetration [128].

An additional influence of chain length on monolayer
properties in highly ordered SAMs comes from the so-called
“odd-even” effect where the orientation of the terminal
group, and the structure of the SAM [179], depends on the
number of carbons in the alkyl chain. The orientation of
the terminal group has been shown to influence the electro-
chemical stability of biphenyl terminated SAMs [180], the
reactivity of the SAM [181, 182], wetting [183, 184], and its
tribological [184] properties.

As the densely packed monolayers of long-chain alka-
nethiols (10 or more alkyl carbons) passivate electrode
surfaces, the choice of alkyl chain length is dictated by
the application of the SAM. If the SAM is required to
prevent access to the underlying gold, then a long-chain
alkanethiol is required [185]. However, in many sensing
applications, where electrochemistry must occur at the metal
below the SAM, either short-chain alkanethiols are required
[12] or the order of a long-chain SAM must be disrupted
[139, 186, 187]. The consequence of a shorter chain SAM,
however, is poorer electrochemical and thermal stability.
Recently, Markovich and Mandler [188] have shown that

long-chain SAMs can be disrupted through the incorpora-
tion of amphiphilic molecules during deposition of the SAM.

The Influence of the Terminal Group If only one termi-
nal group was available with alkanethiols, they would be of
limited utility. Part of the power of alkanethiol chemistry is
the ability to relatively easily tailor the chemistry of the self-
assembly molecules to a particular application [189]. Alter-
ing the terminal group is perhaps the most important aspect
of this ability as it allows the building onto the surface of
additional components and controls the surface properties
of the SAM-modified interface.

The influence of the terminal group on SAM structure
depends very much on the size of the terminal group.
Terminal groups such as CH3, OH, CO2H,

NH2 CONH2, CO2CH3, where the cross-sectional
area is smaller than that of the alkyl chain (∼20 Å)
[98], do not interfere with the packing of the hydrocarbon
chains. Hence, these monolayers present a single homo-
geneous functionality at the exposed surface. In contrast,
SAMs with bulky terminal moieties, such as sulfonates and
oligo(ethyleneoxides) [190], show significant deviation from
the (

√
3 × √

3�R30� hexagonal lattice due to disruption of
the hydrocarbon packing [191, 192]. A consequence of dis-
ruption of the chain-chain packing is that no longer does the
surface present homogeneous functionality. In the case of
oligo(ethyleneoxide)-terminated surfaces their ability to be
wetted is affected as a result [189].

Similarity of structure does not necessarily imply a sim-
ilar function. An example of this relates to how the ter-
minal influences the interactions of the terminal surface of
the SAM with the surroundings. Methyl-terminated SAMs
present low-surface free energy, hydrophobic surfaces while
the high-surface free energy, alcohol-terminated surface is
hydrophilic. Furthermore, the properties of the surface can
be altered, depending on the terminal group, through chang-
ing solution conditions. The effect of solution conditions is
demonstrated by a carboxylic acid-terminated SAM, which
can be either negatively charged or neutral depending on
the pH [193]. The change in the charge state of the inter-
face will then greatly influence the blocking ability of the
SAM on a surface. The variation in blocking ability with pH
was used by Zhao et al. [194] to measure the surface pKa of
(3-mercaptopropionic acid). A pKa titration was performed
by electrochemically measuring the decreased ability of fer-
ricyanide to penetrate the carboxylic acid-terminated SAM
with increasing pH (as the surface changing from neutral
to negatively charged). It is important to note that the sur-
face pKa can be significantly different than the pKa of the
molecule in bulk solution [195, 196]. Similar tailoring surface
properties have been very important in using SAM-modified
surfaces for tasks such as restricting protein adsorption [43,
197], orientating the approach of biomolecules [198, 199],
controlled wetting [41, 200], controlling crystal growth [201],
and influencing the surface friction [193, 202].

2.2.3. Stability of Alkanethiol Monolayers
The application of SAMs to anything other than fundamen-
tal studies requires the resultant modified surface to be sta-
ble. Self-assembled monolayers have good stability over a
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wide range of conditions. Variation in stability between dif-
ferent SAMs is a function of the chain-chain interactions
as the gold-thiolate bond is the same. Therefore, any factor
that increases the integrity of the SAM will ultimately also
improve the stability of the SAM.

Thermal stability of aliphatic alkanethiol SAMs has been
the subject of several studies. The SAMs have been reported
to begin desorbing from gold at temperatures from 75 �C for
butanethiol [203] to above 100 �C for dodecanethiol [204].
There is some inconsistency in the reported desorption tem-
peratures and rates for a given alkanethiol, because of the
influence of parameters, such as the smoothness of the gold
surface and the method of determining the loss of the alka-
nethiol. For example, Nuzzo et al. [17] have reported hex-
adecanethiol desorbs in a range between 170–230 �C using
X-ray photoelectron spectroscopy and infrared spectroscopy,
while Schlenoff et al. [105] use radiolabelling to show com-
plete loss of the SAM at 210 �C which began at 100 �C.
The greater the forces of interaction between the tails of the
SAM-forming molecules, the greater the thermal stability
of the SAM. Therefore, monolayers where there is hydro-
gen bonding [205] or �-� bonding [206] between the alkyl
chains exhibit better thermal stability than aliphatic hydro-
carbons. Similarly, repulsive forces between terminal groups
such as carboxylic acids and sulfonates will result in a lower
stability than the equivalent methyl-terminated SAM. The
impact of these repulsive terminal interactions will again be
influenced by the alkyl chain length, where the influence of
the terminal group is diluted as the alkyl chain increases in
length.

For many applications the electrochemical stability of
alkanethiol SAMs is particularly important. Self-assembled
monolayers have been shown to be stable to potentials
between approximately +1.0 and −1.0 V versus SCE,
although this potential window depends on chain length,
terminal group, and the quality of the underlying gold sur-
face [38, 40, 207]. Such a potential window is compatible
with most electrochemical applications. Outside this range,
the thiols are either oxidatively or reductively desorbed [33,
39, 124, 146, 150, 180, 208–210]. The instability at high
potentials, however, can be used to control the order of
the SAM during formation [124]. Self-assembled monolayers
with high integrity and few defects are more stable, requir-
ing more positive or negative potentials to desorb, because
ordered regions, where there is a high level of bonding
between alkyl chains, require whole sheets of the SAM to
be removed at a time rather than individual alkanethiols
[109, 150]. The influence of the gold surface on the stability
of SAMs is demonstrated in Figure 5 with hexadecanethiol
SAMs assembled on gold surfaces with different roughness
[109]. The three gold surfaces are gold evaporated onto mica
with no annealing (A), polycrystalline bulk gold (B), and
atomically smooth gold prepared by template stripping (C)
[155]. The roughness of the gold surfaces decreases from
surface A to C. The higher the roughness of the surface, the
poorer the packing between the alkyl chains and hence the
greater the number of defect sites where pinholes, where
bare gold is exposed to solution. Figure 5 shows the num-
ber of pinholes in the SAM formed on each surface. The
pinhole fraction is measured by performing a cyclic voltam-
mogram between −0.5 and 1.5 V versus Ag/AgCl in 0.1 M
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Figure 5. The variation in the fraction of the SAM surface covered in
pinholes as a function of the number of cycles in a cyclic voltammogram
on three gold surfaces. The surfaces are (A) gold evaporated onto mica
with no annealing, (B) polycrystalline bulk gold, and (C) atomically
smooth gold prepared by template stripping. The roughness of the gold
surfaces decreases from surface A to C. The number of pinholes in each
SAM is measured by performing a cyclic voltammogram between −0.5
and 1.5 V versus Ag/AgCl in 0.1 M H2SO4. During this measurement
there is a minor amount of further disruption of the SAM. The increase
in pinhole fraction with the number of scans gives an indication of the
SAM robustness with SAMs formed on smoother surfaces being more
robust.

H2SO4, the same conditions used for the electrochemical
cleaning of gold. In this experiment, as the potential is swept
positive, any exposed gold from pinholes will be oxidized.
Upon sweeping negative, this gold oxide is reduced and the
area under the reduction peak allows the quantification of
the amount of pinholes. During this measurement, there is
a minor amount of further disruption of the SAM. This is
evident in Figure 5 where the pinhole fraction increases
as the number of scans increases. Note, however, with the
smoother surfaces, where there are larger sheets of the SAM
with more chain-chain interactions, the SAM is far more
robust to this repeated cycling.

The long-term storage stability of SAMs is less well under-
stood. Horn et al. [211] have used reflection-absorption IR
spectroscopy (RAIRS) to monitor changes in structure of
aliphatic alkanethiols over a 6-month period. Changes in the
symmetric and asymmetric CH2 stretching modes observed
with the RAIRS are attributed to chemical oxidation of the
thiolate species at the point of attachment to the gold. Upon
oxidation of the thiolate to either sulfinates ( SO−

2 ) or sul-
fonates ( SO−

3 ), the SAM is less strongly bound to the gold
as determined by their ability to desorb from the surface in
solution [212]. The oxidative loss of alkanethiols is partic-
ularly problematic for applications that employ short chain
alkanethiols, where oxygen and other oxidants can easily
access the gold-thiolate bond [213]. The rate of oxidation
of the thiol to a sulfonate has been shown to be dependent
on the alkyl chain length [213, 214], as well as the terminal
group of the SAM [214]. In the case of the terminal group,
the rate constant for photo-oxidation has a ratio of 4:2:1 for
CH3:OH:COOH for both long and short chain SAMs [214].
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In practice, the problem of oxidation can be reduced by
storing devices in oxygen-free environments such as vacuum
packs.

With the depiction of alkanethiol SAMs as ordered, sta-
ble, and static monolayers on surfaces, it is easy to forget
that SAMs are dynamic systems in which the alkanethiols
are capable of moving about on the surface, as is evident
from the kinetic studies where after adsorption the SAM
slowly reorganizes itself. The dynamic behavior of SAMs is
demonstrated by two key observations. First, when a SAM
modified gold surface is placed in a different alkanethiol
solution, exchange occurs at the grain boundaries of the
underlying metal surface [40, 42, 77, 105]. This is called a
place exchange reaction. Second, the alkanethiol in a SAM
have been shown to surface diffuse to heal gaps of exposed
gold [210]. This healing process occurs over the time span
of several hours [9, 215–217]. The rate to which defects are
healed is independent of the chain length of the alkanethiol,
which suggests the head group dominates the adsorption and
desorption steps [215] and that the first layer of gold atoms
are involved in the monolayer movement [9].

2.2.4. Mixed Monolayers
To use SAM surfaces as the base upon which nano-
fabrication can be performed requires more than one com-
ponent to be incorporated within the SAM. The formation
of homogeneous SAMs from mixtures of alkanethiols would
allow the construction of integrated molecular systems
where several components are incorporated within a single
monolayer. For example, mixed monolayers can allow either
large recognition elements or nanoscale building blocks to
be spaced apart from each other if necessary. Furthermore,
through varying the composition of a mixed SAM the den-
sity of attachment points, and hence the surface loading of
added components, can be controlled.

Mixed monolayers have commonly been produced thro-
ugh the use of a mixture of alkanethiols in the solution to
which the substrate is immersed, although place exchange
reactions have also been used [40, 42, 105, 169, 218–226]. In
a place exchange reaction the exchange is greater in SAMs
with more defects [42].

A mixed SAM formed from two components in solu-
tion has been regarded as being a reasonably homoge-
neous mixture of the components [41, 227–229] rather than
phase segregation into “islands” as has been observed in
Langmuir–Blodgett films [15]. There is some controversy as
to whether phase segregation occurs or not. Homogeneity
was determined via wetting studies [41], which is supported
by STM measurements that suggested no segregation occurs
on the scale of greater than 50 nm [230]. However, on a
smaller scale some phase segregation has been reported to
occur [231]. Scanning tunneling microscopy studies indicate
domain-rich regions of individual components of nanometer
dimensions can be observed [232, 233]. This phase separa-
tion is believed to occur by adsorption/desorption followed
by movement. Differences in length and chemical function-
ality certainly play a key role in any phase separation [231].
For example, Atre et al. [231] showed using wetting studies,
FTIR and XPS, with a mixture of HS(CH2)15CH2OH and
HS(CH2)�15+m�CH3 with m increasing systematically from

−6 to +6, that the monolayer underwent structural change
from randomly placed protruding OH-terminated chains
at low m to phase segregated at high m. However, in con-
trast to studies that show phase separation STM studies by
Takami et al. [234] do not show phase separation even at
the nanometer level for mixtures of azobenzene-terminated
SAMs and dodecanethiol. This contradictory evidence high-
lights the many differences in SAM studies such as the
surface upon which assembly occurs, the alkanethiol used,
and the measurement technique, which play a role in the
conclusions reached. With regards to phase separation in
mixed SAMs, it appears that generally mixed SAMs form
a 2-dimensional alloy, which can decompose into a hetero-
geneous distribution particularly when the two components
are significantly different [118].

When forming mixed SAMs by solution assembly, the
ratio of the components in the SAM can be adjusted by vary-
ing the ratio of the components in solution. Note, however,
that the mole fraction of components in solution is not nec-
essarily the same as the two components on the surface. In
the two-component mixture, the more alike the two compo-
nents the closer the mole fraction in the SAM will be to the
mole fraction in solution. If the two components are quite
different, the surface mole fraction can be very different to
the solution mole fraction. For example, Offord et al. [18,
235] have looked at mixed SAM of octadecyl mercaptan 1
with either butyl mercaptan 2 or tert-butyl mercaptan 3 and
a variety of different ratios in solution. Time-of-flight sec-
ondary ion mass spectrometry showed that the adsorption
efficiency of 1–3 varied in the order 1 > 2 	 3. In the case
of a 1:1 mixture of butyl to octadecyl adsorbate in solution,
there was a 3–4 fold excess of 1 to 2 and a 40–100 fold
excess of 1 to 3 [18]. These excesses are dependent on the
solvent used [235]. Therefore, it is clear that the relative sol-
ubility of the two adsorbates has an influence on the surface
mole fractions. Similar results have also been observed with
thermal desorption mass spectrometry [236].

A novel exploitation of the phase separation of mixed
SAMs to control the surface loading of a recogni-
tion element has recently been developed by Satjapipat
et al. [210] (see Fig. 6). They formed a mixed SAM
of 3-mercaptopropionic acid (MPA) and mercaptohexanol
(MCH). As the two alkanethiols are reasonably different
chemically, they tended to separate into domains rich in
each of the two components. As MPA desorbs at a lower
potential than MCH, MPA was selectively removed through
reductive desorption. The result was a surface that con-
tained some bare regions. Before the remaining adsorbed
MCH could diffuse across the surface to cover the bare
regions, the substrate was placed in a solution of thiolated
DNA which assembled onto these regions. This approach
represents one method of fabricating interfaces with discrete
domains of different components; in essence, this is pattern-
ing a SAM. More controlled methods of patterning SAMs
are discussed in Section 2.3.

2.3. Patterning of SAMs

Many applications in nanotechnology require patterning of
the surface chemistry, and hence the controlled position-
ing of the different components used to modify the surface.
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Figure 6. Schematic representation of the procedure used by Satjapitat
et al. [210] to fabricate a DNA recognition interface. A mixed SAM of
MCH and MPA is formed. The electrode potential is scanned until the
MPA is reductively desorbed to leave bare gold. The electrode is then
placed in thiolated DNA which adsorbs onto the bare regions.

Applications include biosensors, microelectronics, and opti-
cal devices such as displays and waveguides. Many of these
applications require the patterns to be as small as possi-
ble. Controlled positioning of different components can be
achieved using a variety of techniques for patterning SAMs,
which have recently begun being developed where resolu-
tion can vary from centimeters down to as low as 20 nm
[237]. Approaches to patterning of SAMs can be divided
into composition methods where the SAM is patterned dur-
ing its assembly and decomposition methods, where parts
of a complete SAM are removed to allow a second com-
ponent to be added [238]. Decomposition methods, such
as photolithography, electron beam writing, and microma-
chining, have traditionally been more popular for pattern-
ing SAMs. New decomposition methods like nanoshaving
[237, 239] and a proximity printing technique using focused
ion beams developed by Golzhauser et al. [240] have also
been developed. However, in recent times with the advent of
microcontact printing [43, 81, 83, 84, 86, 107–111, 171, 172,
197, 201, 241–254] and dip-pen lithography [73, 255–261],
composition methods are moving to the fore.

2.3.1. Decomposition Methods
Photolithography The wide applicability of photolithog-
raphy in creating features and devices on the microscale has
inevitably seen it also used for patterning SAMs. The photo-
oxidation of alkanethiolate can be achieved directly upon
exposure of the SAM to UV radiation in the presence of
oxygen [262, 263]. Using a chrome mask patterned to allow
selective exposure of the surface to UV radiation, patterning
of the SAM can be achieved [264, 265]. The oxidized thiols
can easily be desorbed from the surface and then a second
alkanethiol can be assembled onto the bare surface. Alter-
natively, the remaining SAM can act as a chemical resist
that blocks the access of etchants to the underlying surface:
Therefore, exposure of the patterned surface to an etchant
will result in the bare surface being etched away, with the
SAM-covered regions remaining, to give a microstructure.

Patterns down to 100 nm have been achieved with pho-
tolithography by Behm et al. [266] using a microscope to
focus the light in projection lithography. Although pho-
tolithography is an efficient method of patterning substrates
to make microstructures, it has a number of limitations in
nanofabrication, especially with regards to developing new
nanodevices. First, it requires expensive specialist equipment
and clean room facilities. Second, the shallow depth of field
requires that only planar substrates can be patterned that
limits the range of materials upon which nanostructures can
be built. Finally, and perhaps most importantly, the ultimate
resolution is dependent on the wavelength of light. This final
limitation appears to restrict photolithographical patterning
to defining regions on a surface where nanofabrication can
occur rather than being involved in the precise positioning
of molecular components in nanofabrication.

Beam Lithography Beam lithography is a decomposition
method that uses beams such as atoms, ions, or electrons to
remove the alkanethiolates. Selectivity is again achieved with
a mask. The best resolutions appear to be achieved using
neutral beams [267, 268]. Berggren and Younkin et al. [267,
269] have patterned features smaller than 100 nm on gold
and silicon using neutral cesium beams. Berggren et al. [268]
have also shown nanometer resolution in patterning alka-
nethiols using argon beams. In common with photolithog-
raphy, different alkanethiols show different susceptibility to
the decomposition source, and therefore some tailoring of
the technique is required for individual systems.

Nanoshaving Truly nanometer-size features can be pat-
terned onto SAMs using one of several scanning probe
microscope (SPM) techniques [239, 255] collectively called
scanning probe lithography. “Nanoshaving,” developed by
Xu and Liu et al. [237, 239] (Fig. 7) involves displacing the
adsorbate on a SAM-modified surface using an AFM tip.
The tip is scanned at a load higher than the displacement
threshold. In this way, patterns of bare metal with feature
sizes down to 20 nm can be produced. If the nanoshaving is
performed in a solution containing a second alkanethiol, the
exposed metal will be modified with the second component;
this is called nanografting. An equivalent nanofabrication
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Figure 7. The principles of nanoshaving where a) AFM tip is dragged
across an alkanethiol modified surface with sufficient force to remove
the alkanethiol from the surface. If this nanoshaving is performed in
a solution containing a second alkanethiol, then a surface patterned
with two alkanethiols can be produced. Feature sizes as small as 20 nm
have been fabricate; b) shows a 50 nm wide island of octadecanethiol
patterned into a decanethiol SAM. Reprinted with permission from
[237], S. Xu and G. Y. Liu, Langmuir 13, 127 (1997). © 1997, American
Chemical Society.
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method using STM has also been developed, where the
tip potential is sufficiently high to cause thiol desorption.
Nanoshaving has also been used for fabricating semicon-
ducting nanowires [270] and to characterize the thickness of
novel alkanethiol SAMs [271].

2.3.2. Composition Methods of Patterning
Microcontact Printing Microcontact printing is one of
a suite of soft-lithography methods for patterning surfaces
developed by Xia and Whitesides [86]. The basic principles
of microcontact printing are shown in Figure 8. A stamp
with relief structure is prepared from a master. The mas-
ter can be any structure with the appropriate relief. In fact,
Deng et al. have shown how a master can simply be made
using a normal computer printer and transparencies [253].
The stamp is coated with alkanethiol ink which is evapo-
rated onto the stamp so the printing process is essentially
dry. Upon contact of the inked stamp with the surface, a
SAM formed at the points of contact. As the SAM only
forms where the stamp contacts the surface, the pattern of
the stamp is transferred to the solid substrate. In this way,
features as small as 100 nm have been fabricated [245].

Placing the patterned surface into a solution containing
a different alkanethiol allows a two-component system to
be fabricated, which could be used to give either controlled
wetting/dewetting [243] locations where the underlying elec-
trode is passivated and others where access is maintained,
provide specific sites for crystal nucleation [201] or allow
the selective deposition of other materials such as polymers
[247] and cells [107, 197]. Rather than deposit a second alka-
nethiol onto the exposed metal surface, it could be used
either as a microelectrode array [252], or the printed SAM
could be used as an ultra-thin chemical resist for selective
etching to remove the exposed metal surface [244, 250].

The essential advantages of microcontact printing are that
it is cheap and easy to set up. Existing fabricated devices
can be used as the masters for new stamps and, with some
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Figure 8. Schematic of the process of microcontact printing where:
(a) a master which contains a relief structure is coated with the elas-
tomer PDMS, (b) the PDMS is removed from the master and becomes
the stamp, (c) the stamp is inked with an alkanethiol, and (d) contacted
with a the surface to be patterned, (e) the alkanethiol is transferred
to the metal surface at the points of contact. The result is a patterned
surface with exposed metal and metal covered in alkanethiol. Either
(f) the patterned surface is placed in another alkanethiol solution to
give a surface patterned with two different alkanethiols or alternatively
in (g) the exposed metal is etched away, using the alkanethiol as a resist,
followed by (h) the removal of the remaining alkanethiol.

creativity, quite sophisticated devices can be fabricated. The
low cost is because no special clean room facilities or expen-
sive masks are required. One of the reasons that clean room
facilities are not required relates to the stamp itself. Typi-
cally, it is made of polydimethylsiloxane (PDMS) which is an
elastomer with a low surface energy. If the surface to be pat-
terned is contaminated by a speck of dust (which would be
a big problem in photolithography), the stamp will conform
around the dust particle and the mobility of the alkanethi-
ols may even allow assembly onto the part of the surface
covered by the dust particle.

Microcontact printing has been performed on nonpla-
nar substrates [242] and even inside tubes [246]. With this
emerging technique, issues that have been addressed include
how to decrease the size of the pattern [245], what dimen-
sions give a stable stamp that does not collapse upon itself
[86, 248], the order of the printed SAM relative to solution
assembled monolayers [108], methods of inking the stamp
[251], how the ink is dispersed from the stamp to the sub-
strate [249], the influence of the topography of the gold
surface [109], and the amount of alkanethiol applied to the
stamp [110] on the integrity of the printed SAM.

“Dip-Pen” Lithography “Dip-Pen” lithography is an inge-
nious approach to nanofabricating SAM-based structures
with an AFM developed by Piner and Hong et al. (Fig. 9)
[255, 272]. Dip-pen lithography exploits the water menis-
cus that travels with an AFM tip when contacting a surface
under ambient conditions. By coating the tip in an alka-
nethiol, the water meniscus solubilizes some of the alka-
nethiol and transfers it to the solution substrate upon which
it is traveling. In this way, line widths of 30 nm resolu-
tion have been achieved. Dip-pen generated templates of
DNA have been used to orthogonally assemble nanoparticle
building blocks, thus allowing nanofabrication in a third
dimension [73]. This was achieved by patterning a gold
surface with 16-MCH acid to which a sequence of DNA
was attached. Gold nanoparticles were modified with thio-
lated complementary DNA. Exposure of the patterned sur-
face to the complementary DNA allowed ordered arrays of
nanoparticles to be fabricated onto the original gold sur-
face. A similar approach has been used to pattern amine
modified polystyrene spheres, which were bound to the
MCH-patterned surface via electrostatic interactions [257].
Dip-pen lithography has now been extended beyond alka-
nethiols to sol–gel based inks [258].

AFM Tip

Molecular

transport Scan

Water

Figure 9. Dip-pen lithography where an AFM tip coated in alkanethiol
is scanning across a surface under ambient conditions. The meniscus of
water that travels with the tip solubilizes the alkanethiol, transferring it
to the metal surface to produce patterns.
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An earlier variant of dip-pen lithography, which produced
patterned features of size greater than 10 �m, is microwrit-
ing [273, 274]. In microwriting, neat alkanethiol is dispensed
from the tip of a fine capillary directly onto the gold surface.
Control over the distance between the tip and the surface
gives some control over line widths that are achieved.

2.3.3. Controlled Positions
of Alkanethiol Deposition

Controlling the location where a particular alkanethiolate
SAM is deposited has also been achieved electrochemically.
This is done using an electrode array where the elements
of the array are held at different potentials, depending on
whether they are to be modified by the SAM in solution or
not. Such an approach is important in controlling the modi-
fication of different elements of an electrode array with dif-
ferent recognition species. The first demonstration of using
electrode potential to control the deposition of alkanethiols
was by Tender et al. [275], where interdigitated electrodes
were first all coated with HO(CH2CH2O)6(CH2)11SH. Suffi-
cient potential was applied to one of the interdigitated elec-
trodes to selectively desorb the SAM. The microelectrodes
were then placed into 16-mercaptohexadecane (MHD) to
coat the now bare electrode. The MHD-coated electrode
allowed selective adsorption of proteins. The crucial aspect
of this technology is that different elements in an electrode
array can be selectively coated without requiring any align-
ment [276]. Wang et al. [125] have used the complete oppo-
site approach to selectively coating individual electrodes in
an array. By placing a negative potential on the electrode
to be coated, the adsorption of the SAM from ethanolic
solution onto that electrode is accelerated. The other elec-
trodes, held at open-circuit potential, are modified much
more slowly and therefore are only partially coated. Hsueh
et al. [277] have also used potential to control which ele-
ments in an electrode array are modified with a SAM. The
primary difference to the approach of Tender is, rather than
use alkanethiols, the electrochemical oxidation of alkylth-
iosulfates (Bunte salts) to certain electrodes is used. The
oxidation of the Bunte salts produces either a disulfide or
an alkylsulfide radical at the electrode which is then trapped
on the electrode surface to produce a gold-thiolate bond.

3. APPLICATIONS OF SELF-ASSEMBLED
MONOLAYERS

As stated above there are a host of applications to which
SAM modified surfaces have been applied including surface
coatings, sensing, molecular electronics, and nanofabrication
with nanoscale building blocks. We shall discuss each of
these applications in turn.

3.1. Surface Coatings

The affinity of alkanethiols for coinage metal surfaces and
their subsequent self-assembly onto the surface made use of
alkanethiols as surface coatings for metal surfaces an obvi-
ous application. One of the attractive features of using alka-
nethiol chemistry is that the surface coating can be achieved
with nanometer control. The alkanethiol surface coatings
have been used to give metal surfaces corrosion resistance,

changing the frictional properties of surfaces, making them
hydrophobic or hydrophilic, giving controlled environments
for crystal growth, making surfaces that resist fouling and
preparing surfaces for controlled protein and cell growth.
Many of these surface-coating technologies lead to further
applications, such as surfaces for controlled protein adsorp-
tion can then be used for the development of biosensors.

3.1.1. Corrosion Resistance
Since metal surfaces can be passivated using close-packed
alkanethiol monolayers, several workers have used these
monolayers to protect copper [7, 8, 160, 161, 164, 278–284],
iron [285–288], and gold [216, 242, 289] surfaces from
species in solution. It is the ability of alkanethiol monolay-
ers to protect an underlying metal surface, which is used in
microcontact printing to allow etching of exposed gold and
not gold coated by the SAM [86, 242, 244, 246]. Laibinis
and Whitesides [290] first attempted to prevent the oxida-
tion of copper surfaces coated with alkanethiols when in the
presence of atmospheric oxygen. XPS measurements showed
that the rate of oxidation was inversely proportional to the
alkanethiol chain length. The resistance to corrosion was
much greater with alkanethiols where the chain length was
greater than 12 carbons due to more closely packed SAMs
being formed [281]. In aqueous solutions of NaSO4, how-
ever, even octadecanethiol did not prevent corrosion [291].
As a consequence, further modification of the alkanethiol
was required to reduce the coatings permeability [160, 164,
207, 278–280, 283–285]. As example of this approach is by
Itoh et al. [160], where copper surfaces were modified with
11-mercapto-1-undecanol. The alkanethiol was then reacted
with an alkyltrichlorosilane to form an alkylsiloxane poly-
mer. The formation of a polymer on the copper surface
improved the corrosion resistance of the coating.

3.1.2. Surfaces for Controlled
Crystal Growth

The terminal moiety of a SAM, and the ease to which this
can be modified, provides a method of controlling the chem-
istry of a surface upon which crystallization occurs [201,
292–300]. The ability to easily pattern the SAM using micro-
contact printing allows the controlled position on a sur-
face where nucleation of crystals occurs. This was elegantly
demonstrated by Aizenberg et al. [201], where a SAM of
an alkanethiol that promoted crystal growth (symbolized as
HS(CH2)15X and which was mercaptohexanoic acid X is
COOH) was patterned into dots using microcontact printing
onto a metal surface (gold, silver, or palladium). The rest
of the surface was coated with MCH. Placing this patterned
surface into a CaCl2 solution exposed to carbon dioxide and
ammonia vapor resulted in calcite crystals forming predom-
inantly on the HS(CH2)15X parts of the SAM. Not only can
the position of crystal growth on a surface be dictated but
also control over whether many or only a single crystal grew
at each location was afforded by judicious choice of the fea-
ture size, as well as the density and concentration of the
crystallization solution. Even more exciting was the demon-
stration that different X groups in HS(CH2)15X resulted in
crystal growth from different crystal faces. The ability to
control the position of the growth of single crystals on a
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surface, and also to be able to control the type of crystal,
could be exceedingly useful for fabricating ordered arrays of
nanoparticles. This concept has already been realized by Qin
et al. [301] with arrays of a variety of crystals being grown
including CdCl2 and Nile red.

3.1.3. Biological Surfaces
Surfaces that interact with biological environments have
enormous numbers of applications in a large number of
fields ranging from biological implants, drug development,
to biosensors. An important aspect of these applications is
an understanding of how biological molecules and organ-
isms interact with the man-made surfaces to which they are
exposed. There is a huge amount of research in these fields
which fills many volumes. In this section, the role alkanethiol
SAMs have played in these fields will be discussed.

Proteins Adsorption The adsorption to proteins to sur-
faces is exceedingly complex, and although there has been
considerable research into the field there is yet to be a
complete molecular level understanding [302–306]. Self-
assembled monolayers are therefore important in under-
standing and using proteins adsorption, because they are
model systems where the surface properties are well defined
and can easily be altered in a known way [43, 49, 238, 307].
Furthermore, protein adsorption mediates subsequent cell
adhesion which is important in implants [308, 309] and in
controlled growth of cells on surfaces [49, 107, 307]. The
adsorption of proteins while retaining the protein’s config-
uration and activity is also important in the development
of biosensors [11, 44, 81, 310]. As direct contact between
a metal surface and proteins will cause denaturing of the
protein, and hence in the fabrication of protein surfaces,
SAMs play a role in not only allowing molecular level con-
trol over the immobilization of the protein but also insu-
late the protein from the metal. For controlled adsorption
of proteins onto surfaces, however, nonspecific adsorption
needs to be eliminated. Nonspecific adsorption of proteins
occurs on many different SAM end groups [190, 238, 309,
311–314] and appears to correlate with the hydrophobicity
of the surface [311, 314]. Some end groups, however, have
been shown to resist nonspecific adsorption of proteins onto
surfaces [190]. The most widely used [107, 197, 315–320]
and successful terminal group that resists protein adsorption
has been poly(ethylene glycol) with between two and seven
ethylene glycol units (see Fig. 10). The polyethylene glycol
head group has been shown to resist nonspecific adsorption
of a number of proteins with a range of molecular weights
and isoelectric points under a wide range of solution condi-
tions [321, 322]. Self-assembled monolayers that resist pro-
tein adsorption then allow specific adsorption of a protein
of interest, as well as patterning a surface so that the protein
adsorbs at well-defined locations.

Specific adsorption of a protein for the development of
biosensors has most commonly been performed via covalent
attachment where either the protein is first derivatized with
an alkanethiol and attached to the surface, or alternatively,
the surface is modified with a SAM and covalently linking
the protein to the SAM (see Section 3.2.1 and Figure 14
for an example of this strategy). An alternative approach
is to use biospecific recognition of the protein for a ligand.
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Figure 10. Structure of an ethylene glycol-terminated alkanethiol that
resists protein adsorption. The number of ethylene glycol repeat units
typically ranges from 2 to 7.

To achieve the biospecific recognition requires the substrate
to restrict nonspecific binding to the surface so that the lig-
and can interact with the desired protein. The classic exam-
ple of such an approach in nature is the biotin-avidin affinity
reaction. There have been, however, some elegant examples
developed in recent years. The Whitesides group prepared
a mixed SAM of ethylene glycol end groups and a benzo-
sulfonamide ligand for the specific adsorption of carbonic
anhydrase. In a similar strategy, Sigal et al. [315] prepared
a mixed SAM terminated with ethylene glycols and nitrilo-
triacetic acid (NTA). The NTA chelates with Ni(II) to form
a complex with two vacant sites on the Ni(II) center. This
surface can now selectively bind proteins prepared with a
histidine tag as confirmed via surface plasmon resonance.
Schlereth et al. [323] have also used a biospecific binding
to immobilize the enzyme lactate dehydrogenase onto elec-
trodes where the ligand is a triazine dye. One of the attrac-
tive features of the specific adsorption of proteins using
biospecific ligands is that the protein is immobilized with
control over its orientation. The specific adsorption of pro-
teins onto surfaces not only opens up the opportunity for
well-controlled immobilization for biosensors but also pro-
vides a surface upon which cell adhesion can occur.

Cell Adhesion The analysis of individual cultured cells,
and how they interact with target molecules, is important in
screening target drugs in genetic engineering and in assess-
ing the toxicological effects of compounds. To use individ-
ual cells for any of these applications requires the isolation
of large numbers of cells, controlling their distribution, and
position in space. The obvious way of achieving ordered
arrays of individual cells is to immobilize them on the sur-
face. The adhesion of cells onto surfaces is mediated by pro-
teins of the extracellular matrix (ECM) such as fibronectin,
laminin, heparin, vitronectin, and collagen. Therefore, to
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promote controlled cell adhesion, one approach is to first
adsorb one or more of these proteins to the surface [81].
Both hydrophilic [324, 325] and ionic [326] SAMs have been
used for this purpose; they afford poor control over the
adsorption process.

A more nanotechnological approach to controlled cell
adhesion is to exploit the fact that the attachment of the
cells to the extracellular matrix is controlled by specific inter-
actions between the integrin receptors on the cell mem-
branes and peptide sequences of the ECM proteins [327].
As specific peptide motifs are involved in the cell adhesion,
surfaces terminated with the appropriate motif, such as Arg-
Gly-Asp, can be used to promote adhesion. Forming a mixed
SAM with an ethylene glycol-terminated component and a
peptide-terminated component can promote cell adhesion
while limiting nonspecific adsorption [316, 328].

Achieving the desired outcome of arrays of individual cells
of defined shape, size, and distribution has been achieved
using patterned SAMs [329] (see Fig. 11). The substrates,
upon which individual cells of a defined shape were cultured,
were prepared using microcontact printing. The metal sur-
face was stamped with hexadecanethiol (HS(CH2)CH3) to
form the islands upon which the cells were grown. The rest
of the gold surface was coated with HS(CH2)11(OCH2)3OH
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Figure 11. Demonstration of the ability to grow ordered arrays of indi-
vidual cells of a defined size and shape by forming islands upon which
cells will adhere using microcontacting printing. Initially, the surface is
patterned with a CH3-terminated SAM with the rest of the surface
coated in an ethylene glycol-terminated SAM. As extracellular matrix
proteins will only adsorb to the CH3 surface, these are the only loca-
tions to which the cells will adhere. The size of the cell islands was
shown to influence whether the cells proliferated or underwent apop-
tosis. Adapted with permission from [329], C. S. Chen et al., Science
276, 1425 (1997). © 1997, American Association for the Advancement
of Science.

to prevent protein adsorption. The islands were coated with
appropriate ECM proteins. Cells cultured on the surfaces
spread to the size and shape of the island. The size of the
islands were shown to influence cell life or death with apop-
tosis increasing with decreasing island size.

3.2. Sensors

The vast majority of the applications of SAMs, which involve
nanofabrication, have been in diagnostic devices [10, 11, 44,
51, 81, 87, 310, 330], in particular electrochemical sensors,
where a number of elegant nanostructures or integrated
molecular systems have been fabricated. The focus on elec-
trochemical sensing is partly related to organosulfur SAMs
being formed on an electrode material—gold. Typically, a
sensor requires a recognition molecule integrated with a
signal transducer. Usually the recognition molecule, which
gives the sensor its selectivity, is immobilized over the signal
transducer. This arrangement is depicted in Figure 12. The
signal transducer determines the extent of the recognition
reaction and outputs the signal to an end user. Examples
of recognition species include macrocyclic or other types of
ligands, enzymes, antibodies, DNA, and even whole cells or
tissues. An array of approaches to transduction have been
employed including electrochemical [10, 47, 331], acoustic
wave [332], optical [333], calorimetric [334], changes in sur-
face force [335–338] or stress [330, 339, 340].

The immobilization of the recognition molecule is the
critical step in the fabrication of a sensor. The most com-
mon immobilization strategy is to either entrap or covalently
attach the recognition molecule within a polymer mem-
brane. Although highly versatile as an approach, the control
over the location and density of recognition molecules is
poor [331].

Furthermore, if the analyte to be detected is large, then
only recognition molecules at the surface of the polymer will
interact with the analyte. In contrast, the modification of
gold with a SAM can be achieved with molecule level control
over the interface, and hence the position of the recognition
molecules in space can also be controlled with molecular
level precision. That is, the sensing interface can be fabri-
cated using the bottom-up principle of nanotechnology.

Recognition
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TransducerSample

Other
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Figure 12. Schematic of a sensor showing the recognition layer that
gives the sensor its selectivity for the target analyte despite the presence
of other molecules in the sample. The transducer determines the extent
of the reaction between the recognition component and the analyte and
converts this to an electronic signal which can be outputted to the end
user.
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The simplest sensors based on alkanethiols are monolay-
ers that either provide selective access to the underlying
transducer surface [341, 342] or incorporate a recognition
molecule attached to the SAM-modified transducer [10–
13]. Slightly more complicated examples include control-
ling the spacing of the recognition molecule on the surface
[343, 344] or using mixed monolayers to control the micro-
environment of the recognition molecule [343]. Controlling
the micro-environment may serve the purpose of orientating
the recognition molecule [70], preventing adsorption of elec-
trode fouling species [43, 201, 345], or providing a charge
exclusion layer to prevent interferences interacting with the
electrode [52, 216, 252, 346, 347]. Using the initial mono-
layer as the base for layer-upon-layer fabrication allows this
molecular level control to be extended into a third dimen-
sion. This extension into the third dimension may be with
a single recognition element [61, 62, 348–357] or with more
than one type of recognition molecule that operate cooper-
atively [348, 358]. The number of roles that the SAM can
play in the development of a sensing interface, in many
ways represents the level of control afforded by SAMs in
nanofabrication as several molecular components are inte-
grated in a controlled way to fulfill a variety of functions.
The sophistication to which nanofabrication, using SAMs, is
perhaps best demonstrated by enzyme biosensors.

3.2.1. Catalytic (Enzyme) Biosensors
Basics of Enzyme Electrodes Enzyme biosensors emp-
loy an enzyme as the recognition element. Typically, the
enzyme is a redox enzyme, which either oxidize or reduce
its substrate. As the enzyme reaction is a catalytic reaction,
enzyme biosensors are often classed as catalytic sensors. In
an enzyme biosensor, the substrate is the analyte of interest.
The analyte reacts with the enzyme and produces a product.
Transduction is achieved by monitoring either a molecule
consumed in the enzyme reaction or one that is produced.
The classic example is a glucose biosensor which uses the
enzyme glucose oxidase (GOD) to oxidize glucose in the
presence of a mediator to produce gluconolactone and a
reduced form of the mediator (see Fig. 13).

The role of the mediating species is to complete the cat-
alytic cycle. The enzyme in its oxidized form is reduced as
the glucose is oxidized. Therefore, the mediator oxidizes the
reduced form of the enzyme and in the process is itself
reduced. In nature, the mediator is oxygen with hydrogen
peroxide being produced while many of the commercial glu-
cose biosensors use redox species such as ferrocene or fer-
ricyanide [359]. As there are changes in oxidation state in
the recognition reaction, it is common for the transduction
of enzyme reactions to be electrochemical. In a conven-
tional enzyme biosensor, the reduced form of the media-
tor is detected amperometrically at the electrode with the
current being proportional to the amount of glucose in the
sample. These principles can be extended to many other
enzymes, where all that is required is an enzyme specific for
the analyte and a product of the enzyme reaction that can be
transducer. The commercial glucose meters that arise from
these ideas usually immobilize the enzyme in a polymer layer
over the electrode [360]. Immobilization of enzymes in poly-
mers, however, gives poor control over where the enzyme
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Figure 13. Schematic of an electrochemical glucose biosensor, where
glucose is oxidized by the enzyme glucose oxidase to produce glucono-
lactone. In the process, the enzyme is reduced. The reduced enzyme is
reoxidized by a mediator. In nature, this mediator is oxygen with hydro-
gen peroxide being produced as the reduced form of the mediator. The
reduced form of the mediator is oxidized at the electrode to give a
current proportional to the amount of glucose in the sample.

is in space, which is partly responsible for reproducibility
problems associated with enzyme electrodes [361].

Fabricating the Biorecognition Interface Enzyme elec-
trodes fabricated using SAMs have been studied extensively
with a view to providing more controlled enzyme immobi-
lization [12, 13, 62, 70, 140, 155, 348–350, 354, 358, 361–
379]. The simplest enzyme electrodes fabricated using SAMs
involve the covalent attachment of a single enzyme on a
SAM as represented schematically in Figure 14. In this case,
the SAM is prepared from 3-MPA and the enzyme is GOD
[361, 376]. The reasons for using MPA are two-fold. First,
the short chain alkanethiol produces a disordered SAM,
which makes the underlying gold electrode electrochemically
accessible. Second, the carboxylic acid functionality allows
covalent attachment of the enzyme via the formation of
a peptide bond after activation. In Figure 14, the activa-
tion is achieved using 1-ethyl-3(3-dimethylaminopropyl) car-
bodiimide hydrochloride (EDC) and N -hydroxysuccinimide
(NHS), which yields a succinimide ester intermediate that
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Figure 14. Reaction scheme for the immobilization of enzymes and
other biomolecules onto a carboxylic acid-terminated SAM. In this case,
the SAM is composed of 3-mercaptopropionic acid. The carboxylic acid
terminated-SAM is activated using EDC and NHS. The succinimide
ester-terminated SAM is now susceptible to nucleophilic attack from
amines such as found on the surface of biomolecules. The result of the
nucleophilic attack is a peptide bond.
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is susceptible to nucleophilic attack from amines such as
those found on proteins. This is perhaps the most common
method of attaching enzymes, although other methods of
immobilizing enzymes onto SAMs include other methods
of covalent attachment [380, 381], electrostatic adsorption
[62], using biotinylated enzymes bound to streptavidin [350,
382–384], using antibody-antigen binding [349, 363–368] and
cross-linking [139, 351, 385–391]. Apart from the glutaralde-
hyde approach, which results in the uncontrolled formation
of multilayers of enzyme and hence loses the advantage of
controlled immobilization using SAMs, the other methods
give a monolayer of enzyme immobilized on the SAM sur-
face that exhibit good reproducibility [376, 378]. Many of the
important issues in molecular level fabrication of enzyme
electrodes have been reviewed elsewhere [12, 13, 376, 377].
Importantly, for this work on simple SAM-based enzyme
electrodes are that the SAM provides a generic base upon
which many different enzymes, and other biomolecules, can
be immobilized.

Examples of SAM-Based Enzyme Electrodes That
Employ Nanofabrication From the platform of a sin-
gle enzyme-modified SAM, quite complicated molecular
constructs have been fabricated with multiple functionality
integrated into a single layer or multilayer. Multilayers of
enzyme systems can be fabricated using a variety of strate-
gies with molecular level control [61, 62, 348, 349, 382]. Rik-
lin and Willner [348] have shown that multiple enzymes can
be incorporated into an enzyme electrode with a layer-by-
layer approach. Importantly, however, Gooding et al. [358]
have shown that in a bienzyme amplification system, using
glucose oxidase and glucose dehydrogenase, the response of
the final enzyme electrode is sensitive to the relative spatial
organization of the two enzymes (see Fig. 15). In this bien-
zyme system, the glucose is converted into gluconolactone by
the glucose oxidase, and the glucose dehydrogenase reduces
the gluconolactone back to glucose to create an amplifica-
tion cycle. In each cycle where the glucose is oxidized to
gluconolactone, the mediator a p-benzoquinone is reduced
to hydroquinone. The hydroquinone is then detected at the
electrode. When the enzyme electrode was made in two
layers, one containing glucose oxidase and the other glu-
conolactone, a different linear range and gain was observed
depending on whether GOD was in the inner layer directly
adjacent to the electrode or on the outer layer.

Improving and/or controlling the transduction of the
biorecognition reaction has been the objective of consider-
able attention with SAM-modified enzyme electrodes [140,
370, 372, 373, 388, 392, 393]. In many examples of SAM-
based enzyme electrodes, a redox mediator in used either in
the sample solution or attached to the enzyme [12]. Blon-
der and Willner et al. [372, 388] modulated the access of
the mediator to the enzyme interface using nitrospiropy-
ran. Reversible photoisomerism of nitrospiropyran to the
cationic nitromerocyanine can be achieved by irradiating
with UV light, switching back to nitrospiropyran using light
of wavelengths greater than 475 nm. By covalently attach-
ing nitrospiropyran to the enzyme, the access of the charged
mediator—ferrocene monocarboxylic acid—can be modu-
lated through charge exclusion by switching between the
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Figure 15. The bienzyme electrode fabricated by Gooding et al. [358],
which employs the two enzymes GOD and glucose dehydrogenase
(GDH) to create an enzyme amplification cycle as shown in a) where
the analyte glucose (G) is oxidized to gluconolactone (Gl) by GOD in
the presence of the mediator benzoquinone (Q). During the oxidation,
the B is reduced to hydroquinone (H2Q). The Gl is reduced back to
G by GDH, in the presence of the enzyme cofactor, reduced nicoti-
namide adenine dinucleotide (NADH), to complete the amplification
cycle; b) shows the influence of the enzyme electrode geometry on the
amplification gain where (i) is an enzyme electrode fabricated with glu-
cose alone, (ii) contains both enzymes in the same layer, (iii) the GOD
is in the inner layer and the GDH is immobilized in a second layer
over the GOD, and (iv) GDH is in the inner layer and GOD in the
outer layer. Reprinted with permission from [358], J. J. Gooding et al.,
Electrochem. Commun. 2, 217 (2000). © 2000, Elsevier Science.

two photoisomers [388]. Improved exclusion of the media-
tor, and hence improved switching, was achieved by attach-
ing the nitrospiropyran directly to the redox active center of
GOD—flavin adenine dinucleotide (FAD) [372].

As the enzyme reaction involves a change in oxidation
state, the ultimate goal of enzyme electrode research is to
obviate the need for a mediator by oxidizing and reducing the
enzyme directly at the electrode. The attractiveness of SAM
technology for achieving direct electron transfer is that the
enzymes can be immobilized close to the electrode in a highly
controlled manner. Furthermore, with judicious choices of
self-assembling molecules, the SAM-forming molecule can
be used to facilitate the electron transfer [55, 56, 394–397].

Direct electron transfer has been achieved with SAM-
based enzyme electrodes where peroxidase enzymes are
used [198, 373, 393, 398]. Lötzbeyer et al. [371, 373] have
investigated the distance dependence of long-range elec-
tron transfer by using hydrogen peroxide-reducing enzymes
of different size which are a covalent attachment to short
chain alkanethiol SAM-modified electrodes. The focus on
peroxidase enzymes is a consequence of their redox active
sites being located close to the enzyme surface [398]. With
most enzymes, however, the redox active centers are located
a sufficient distance from the surface of the glycoprotein
to prevent direct electron transfer [399]. For example, in
the case of glucose oxidase, the closest approach of the
redox active center—FAD—to the enzyme surface is 13 Å
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[400]. Willner et al. [392] have spanned this 13 Å gap with
an electrically wired enzyme electrode where a mediator—
pyrroloquinoline quinone (PQQ)—was covalently attached
to a cystamine-modified gold electrode using EDC. The
PQQ-terminated SAM was then bonded to a derivatized
version of the FAD cofactor for GOD, N 6-(2-aminoethyl)-
FAD, to form a diad. The PQQ/FAD diad was treated with
apo-glucose oxidase to provide a glucose enzyme electrode
mediated by PQQ. This enzyme electrode had an extremely
large linear range—up to 80 mM—consistent with efficient
turnover of enzyme [358, 361], and an exceedingly high sen-
sitivity of 300± 100 �A cm−2.

The elegant-wired enzyme electrode of Willner et al. still
represents a mediated enzyme electrode where the ultimate
intimate relationship between the enzyme and the media-
tor is achieved via molecule level fabrication. The transport
of electrons between the enzyme and the electrode is still
achieved via hopping from the FAD to the PQQ and then
to the electrode. Liu et al. [401] are extending this principle
to achieve electron tunneling directly to the electrode from
the FAD (see Fig. 16). This electrode construct requires the
synthesis of norbornylogous bridge-based SAMs as the con-
nector between the electrode and the FAD. Norbornylogous
bridges have been shown to allow efficient electron transfer
over long distances via the super-exchange mechanism [55,
402, 403]. N 6-(2-aminoethyl)-FAD is attached to the end
of the bridge and the apo-GOD reconstituted over FAD to
give active enzyme. In this case, despite the enzyme active
on the FAD being embedded within the protein, and being
108� from the electrode, direct electron transfer between the
FAD and the electrode is still observed.

3.2.2. Affinity Biosensors
Basics of Affinity Biosensors Affinity biosensors rely
on a binding reaction between the biorecognition molecule
and the analyte. Typical biorecognition molecules used
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Figure 16. Electrode construct designed to achieve direct electron
transfer to enzymes such as glucose oxidase. In a) an 18 Å long nor-
bornylogous bridge SAM is formed with the redox active center of glu-
cose oxidase FAD, attached to the end of the bridge, which serves as
a conduit for electron transfer between the electrode and the redox
active center of the enzyme. Subsequently, the apo-glucose oxidase
(apo-GOD) is reconstituted over the FAD to form the active enzyme;
b) shows the electrochemistry of the FAD before and after reconsti-
tution. The characteristic FAD electrochemistry shows that FAD 18 Å
from the electrode can still be interrogated before and after the active
enzyme is reconstituted. This illustrates direct electron transfer to the
redox active center of glucose oxidase.

in affinity biosensors are antibodies, sequences of DNA
(oligonucleotides) or peptides. Frequently, the analyte to be
bound is also a protein or sequence of DNA, although the
molecule to be bound can also be a small molecule. Once
the binding reaction has occurred, there is still the need to
transduce the biorecognition event. Unlike catalytic biosen-
sors, where the biorecognition event produces a molecule
that can then be detected, in affinity sensors the analyte
simply binds. To transduce such biorecognition events either
requires labels, so familiar in the myriad of immunoas-
say formats, or a transduction method that can detect the
change that occurs at the interface. The two most pop-
ular methods that allow label-free transduction of affinity
biosensors are evanescent wave techniques such as surface
plasmon resonance (SPR) [81, 220, 315, 318, 404–425] and
piezoelectric acoustic wave devices such as the quartz crystal
microbalance (QCM) [31, 320, 332, 422, 425–451], although
a variety of other transduction methods that may involve
labels have been employed including electrochemical [433,
452–468], and microcantilever [330, 340, 469, 470].

Surface plasmon resonance is an optical method where a
thin film of gold or silver (∼50 nm thick) is deposited over
one face of a prism. It is this metal film that forms the sens-
ing surface and will be modified with a SAM. When light is
launched into the film, such that it is reflected off the prism
face coated with the metal layer, the light is coupled into the
surface plasmon-polaritons. The surface plasmon-polaritons
occur at the outer surface of the metal. The adsorption of
molecules onto this surface causes a change in the refractive
index of the interface, which affects the amount of light cou-
pled into the surface plasmon mode, and hence a change in
the intensity of light reflected into the detector. To use this
phenomenon for affinity sensing, the metal surface is mod-
ified with the biorecognition molecule. The binding of the
analyte causes a change in the surface plasmons and hence
transduction is achieved without any labels [359, 471]. Exam-
ples of simple SPR transduction for monitoring bioaffinity
reactions include peptides for recognizing antibodies [407–
409] or lipoproteins [318, 410, 411], DNA to detect specific
sequences of DNA [220, 412, 413, 415, 416, 419–421], and
proteins to detect other proteins and small molecules as in
immunosensors [315, 320, 406, 408, 409, 414, 422, 424, 425,
450, 451, 472].

Transduction using a QCM is achieved using an oscillat-
ing piezoelectric AT cut quartz crystal. The deposition of
electrodes, gold in most cases, onto both faces of the quartz
slice allows an alternating current to be applied to the crys-
tal. The alternating current causes the crystal to oscillate
at a frequency characteristic of the thickness of the crystal
slice. Adsorption or desorption of molecules from the crystal
surface cause a change in the frequency of oscillation with
picogram sensitivity. Thus, by immobilizing the biorecogni-
tion molecule onto the surface of one of the gold electrodes,
the bioaffinity reaction is transduced by a decrease in the
frequency of the QCM [11, 332]. In a similar manner to
SPR, affinity biosensors employing QCM transduction have
been developed for DNA recognition [426–428, 430, 431,
435–439, 442] and for monitoring antibody-antigen binding
[422, 425, 429, 432, 433, 440, 441, 443–449].
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Fabricating the Biorecognition Interface In a bioaffin-
ity sensor, the recognition molecule must be free to bind
with the analyte. Therefore, immobilizing the biorecognition
molecule such that it is accessible for binding is exceedingly
important. The molecular level control afforded over, not
only the immobilization of biomolecules but also the envi-
ronment in which they are immobilized, makes SAMs very
attractive for fabricating bioaffinity interfaces. An example
of the control afforded over biomolecule immobilization is
the SAM interface used for the immobilization of DNA by
Levicky and Steel et al. [70, 473–475] (see Fig. 17).

In a DNA sensor, typically a single strand of DNA (ss-
DNA) is immobilized onto the transducer surface. This
immobilized ss-DNA is referred to as the probe strand and
is the biorecognition molecule. Hybridization of the immobi-
lized probe DNA with the complementary sequence in solu-
tion (the target strand) is the binding reaction that is to be
transduced. Levicky et al. [70] synthesized probe DNA with
a mercaptohexyl linker at the 5′ end of the DNA. With the
thiol linker only located at one end, end point immobiliza-
tion of the probe DNA is achieved via self-assembly onto
a gold surface. The idea of the end-point immobilization
was to minimize the decrease in configurational freedom
caused by the hybridization. Such minimization is particu-
larly important in DNA biosensors, as the probe and target
must be free to rotate around each other for hybridization to

= HS-(CH2)n-X

ss-DNA, thiolated

Au

Figure 17. Steps involved in the fabrication of the DNA recogni-
tion interface prepared by Levicky et al. [70], which allows efficient
hybridization of DNA where one of the strands is immobilized onto
a gold surface using alkanethiol chemistry. Efficient hybridization is
achieved by having endpoint immobilization of the DNA and prevent-
ing nonspecific binding of the DNA to the gold electrode by using a
diluent layer of 6-MCH.

occur. Neutron reflectivity studies, however, indicated that
the ss-DNA was lying flat on the gold surface with mul-
tiple adsorption points due to the DNA bases complexing
with the gold [70, 210, 476, 477]. The resultant hybridization
efficiency was low—10% or less. Hybridization efficiency
was improved to almost 100% by preventing the nonspecific
adsorption of the DNA bases. This was achieved by exposing
the DNA-modified surface to 6-mercoptohexanol (MCH).
The MCH not only lifted the nonspecifically adsorbed DNA
off the surface but the net negative dipole of the alcohol ter-
minus repelled the negatively charged DNA backbone, thus
helping to project the probe strand out into solution.

Synthesizing a biorecognition molecule with a thiol linker
is not always the simplest strategy for immobilizing biorecog-
nition molecules. However, there are a number of reason-
ably generic methods of fabricating recognition interfaces
for affinity sensors which provide favorable conditions for
the recognition reaction to occur. One is to use a simi-
lar strategy to that used for enzyme biosensors (Fig. 14),
where the gold surface is modified with a carboxylic acid-
terminated SAM and carbodiimide coupling is used to
attach the biorecognition molecule. Such an approach has
been used for oligonucleotides [379, 478, 479], antibodies
[405, 440], and peptides [480–482].

An alternative generic interfacial structure first developed
by Häussling, Schmitt, and Spinke et al. [483–485] involves
using a biotin-terminated SAM. Biotin has an exceedingly
high affinity for avidins, such as strepavidin (Kaff = 1015 M),
making the binding virtually irreversible. As each avidin has
four binding sites, the ‘plug-and-socket’ aspect of the avidin-
biotin system makes it a very important molecular building
block for nanofabrication. The usefulness of the avidin-
biotin system is enhanced further by the ease of modifying
other molecules with biotin. In the case of SAM-based affin-
ity sensors the avidin is bound to the biotinylated monolayer
and subsequently biotinylated biorecognition molecules are
bound. Such a strategy has been used for the immobiliza-
tion of antibodies [319, 485], DNA [319, 413, 430], peptides
[319, 486] and even enzymes [382–384]. The accessibility of
the biorecognition molecule can be controlled by forming
mixed SAMs, where a long-chain alkanethiol acts as a spacer
to keep the biotin group away from the monolayer surface,
and the shorter alkanethiol spaces the biotin coupling points
apart [485].

Examples of Affinity Biosensors Relevant to Nano-
technology There have been many examples where SAMs
have been employed to make affinity biosensors, primarily
because of the ability to control the accessibility for bind-
ing of the biorecognition molecule and the compatibility
with the SPR and QCM transduction systems. Among these
examples are some of the most exquisite examples of nano-
fabrication that have thus far been realized. We shall discuss
a few of these examples in turn.

The first example is the fabrication of a simple immu-
nosensor for Salmonella paratyphi, where transduction is
achieved using a quartz crystal microbalance [447]. The
biorecognition interface is fabricated as in Figure 14 by mod-
ifying the gold electrodes on the 10 MHz quartz crystal
with 3-MPA followed by activation with EDC and NHS to
allow by covalent attachment of antibodies specific for the
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S. paratyphi bacteria. After immobilization of the antibody,
the rest of the crystal was coated in bovine serum albu-
min to prevent nonspecific binding to the crystal surface.
The resultant sensor could differentiate between S. paratyphi
and other bacteria, including E. coli and other serogroups
of Salmonella with a detection limit of 17× 102 cells/mL.

A sensor for low-density lipoproteins (LDLs) by Gaus
and Hall et al. [318, 410, 411] provides an example where
multiple molecule components are incorporated in the one
interface to allow differentiation between LDLs and oxi-
dized LDLs. Initial work used a heparin-modified surface
to detect LDL adsorption to the interface via surface plas-
mon resonance, but this lacked the specificity to differen-
tiate between LDLs and the more harmful oxidized LDLs.
To improve the ability to differentiate between LDLs and
oxidized LDLs, the fifth ligand repeat unit (LR5) of the
LDL receptor was genetically engineered and attached to a
mercaptoundecanoic acid SAM using EDC/NHS chemistry
[410]. Unfolded LR5 was ineffective as an affinity ligand,
but refolded LR5 showed a high affinity for native LDLs
but little affinity for oxidized LDLs (see Fig. 18). This study
showed the potential for using small peptide sequences—
40 amino acids in this case—as highly selective affinity lig-
ands. The one drawback was the instability of the refolded
LR5 ligand. To overcome the instability of the affinity lig-
and, Gaus and Hall investigated a library of short peptide
ligands (three to five amino acids long) related to conserved
peptide sequences of the LR5 receptor [318, 411]. A more
sophisticated recognition interface was used comprised of a
mixed SAM of mercaptoundecanoic acid for coupling the
amino acids and 1-mercapto-octyl-hexa(ethylene glycol) to
resist nonspecific adsorption. Amino acids were coupled
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Figure 18. The surface plasmon resonance response to low-density
lipoproteins and oxidized low-density lipoproteins to a SAM-modified
interface with the LR5 ligand attached. The SPR response shows the
good selectivity of the LR5 ligand for LDLs over oxidized LDLs.
Adapted with permission from [410], K. Gaus et al., Analyst 126, 329
(2001). © 2001, The Royal Society of Chemistry.

to the SAM on the SPR chip one amino acid at a time to
enable in-situ synthesis of peptide sequences by step-wise
elongation. Using this combinatorial approach, a library of
peptides was assessed for their affinity to LDLs and oxidized
LDLs. The short peptide sequences GlyCystineSerAspGlu
and GlyLysLys-OH were found to be the most effective for
the selective binding of LDLs and oxidized LDLs, respec-
tively, although detection limits were not quite as low as
the LR5 ligand. The variation in LDL binding with oxi-
dation levels of the peptide sequences provides a power-
ful approach to detecting the LDL oxidation levels in an
unknown sample which could provide a sensing system to
assess a patient’s atheriosclerosis risk [411].

The above example illustrates a recognition interface
involving combinatorial synthesis of the recognition element
and multiple functionalities incorporated within the recog-
nition interface. The DNA sensor developed by clinical
microsensors (CMS) [345], which is illustrated in Figure 19,
shows a recognition interface where nanofabrication using
SAMs enables the recognition interface to also fulfill sev-
eral functions. The SAM recognition interface contains two
other components apart from thiolated DNA. The majority
of the SAM is composed of polyethylene glycol terminated
alkanethiol, designed not only to resist nonspecific binding
of DNA and proteins, but also to insulate the electrode [107,
190, 316]. Oligophenylethynyl thiols are also present in the
SAM. The function of the oligophenylethynyl thiols is to
allow communication with the electrode, as these molecules
are efficient molecular wires. Upon hybridization between
a target nucleic acid and the capture probe, transduction is
achieved by also hybridizing a reporter sequence of DNA
with the target. The reporter sequence is modified with fer-
rocene labels. The molecular wires allow oxidation of the

Figure 19. Schematic of the DNA biosensor of Umek et al. [345].
The SAM is composed of polyethylene glycol-terminated alkanethiol,
which resist nonspecific binding of DNA and insulates the electrode,
oligophenylethynyl thiols, which act as molecular wires to allow commu-
nication with the electrode and thiolated probe DNA molecules. Upon
hybridization between a target nucleic acid and the capture probe,
transduction is achieved by also hybridizing a reporter sequence of
DNA with the target. The reporter sequence is modified with ferrocene
labels. The molecular wires allow oxidation of the ferrocene labels.
Therefore, recognition of the target strand is transduced by the occur-
rence of a current signal.
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ferrocene labels. Therefore, recognition of the target strand
is transduced by the occurrence of a current signal.

The final example is the ion-channel biosensor cur-
rently being commercialized by AMBRI [45, 317, 487–493].
The ion-channel biosensor can arguably be claimed to be
the first real nanomachine with moving components. The
recognition interface is comprised of a lipid bilayer which is
anchored to an underlying gold electrode using alkanethiol
chemistry (see Fig. 20). The lipid bilayer contains 10 or
more components including gramicidin ion channels. The
ion channels in the lower layer of the bilayer are fixed to
the electrode while those in the upper layer float free. The
ion channels in the upper layer are derivatized to allow
transduction of a biorecognition event. In one variant of
the biosensor, the upper ion channel is modified with anti-
body Fab’ fragments. The other half of the antibody-binding
site is locked into its position in the bilayer using a thiol-
terminated membrane-spanning lipid. When there is no ana-
lyte present, the floating gramicidin channel moves through
the top layer of the bilayer allowing a complete ion chan-
nel to form. Opening of the ion channel results in a flow
of ions through the bilayer and there is a large increase in
conductivity. When analyte is present, the two halves of the
Fab-binding site bind to the analyte. This binding event locks
the ion channel in a closed position; thus the conductivity
decreases. The particularly elegant aspects of this design we
first, utilize not only biological molecules for detecting but
mimic cellular approaches to transduction and second, the
transduction method can be applied to a wide variety of dif-
ferent types of analytes. The system has been used to detect
small molecules such as digoxin, hormones, bacteria, and
even sequences of DNA [45, 494].

3.2.3. Chemical Sensors
The differentiation between a biosensor and a chemical sen-
sor can be made according to the recognition element. In a
chemical sensor, the recognition element is of nonbiological
origin and therefore refers to a ligand of some sort. There
have been many SAM-based chemical sensors and in this
section only a few that are interesting examples of nano-
fabrication will be discussed.

Hickman et al. [137] developed the first electrochemi-
cal SAM-based pH sensor that contained two terminals:
a quinone was used as the pH indicator (having pH sen-
sitive electrochemistry) and pH insensitive ferrocene as a
reference electrode. The two redox species were coimmo-
bilized onto a SAM. The oxidation and reduction peaks of
the quinone shifted linearly with pH, which allowed accu-
rate measurement of pH between pH 1–11. Beulen et al.
[495] elegantly extended this principle to where the differ-
ent components of a SAM act cooperatively. Rather than
form a mixed SAM, a carboxylic acid-ferrocene sulfide was
synthesized to give a bifunctional monolayer adsorbate. The
normally pH independent electrochemistry of the ferrocene
unit became pH dependent due to through space interac-
tions with the adjacent carboxylic acid. Deprotonation of the
adjacent carboxylic acid stabilized the oxidized state of the
ferrocene resulting in a pH sensitive cathodic shift.

Electrochemical sensors for metal ions have been the sub-
ject of considerable interest. A sophisticated example involv-
ing SAMs is reported by Rubinstein et al. [186], where SAMs
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Figure 20. The ion-channel biosensor based on a suspended lipid
bilayer developed by AMBRI. The self-assembled monolayer consists
of spacer thiols (ST), which define an ionic reservoir under the bilayer
composed of phospholipids (PL). The bilayer is anchored to the gold
electrode using tethered lipids (TL), which span into the lower half of
the bilayer. Incorporated within the lower part of the bilayer are immo-
bilized gramicidins (IG), which are immobilized to the electrode with a
thiol. In the open state, the IG are associated with mobile gramicidins
with pendant biotin groups (MG) in the top part of the bilayer. Mem-
brane spanning lipids (MSL), also with pendant biotin, span across both
halves of the bilayer. Biotinylated antibody fragments are attached to
both the MG and the MSL using streptavidin (S) as a molecular build-
ing block. When there is no analyte (A) present, the MG can move
across the bilayer. a) When the MG and IG coincide, there is a large
increase in conductivity as ions can pass across the bilayer. b) When
the analyte binds to the two Fab antibody fragments, the gramicidins
can no longer diffuse freely through the bilayer and the ion channels
are closed. The result is a low conductivity.

were used to selectively detect Cu2+ in the presence of
Fe3+. This was achieved using the ligand 2,2′-thiobisethyl
acetoacetate (TBEA). The thiol group allows the assembly
onto a gold electrode while the tetradentate ligand satis-
fied the four coordinate complexation preference of Cu(II).
The metal ion sensors were prepared with a mixed SAM of
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octadecylmercaptan (OM) and TBEA. The OM passivated
the electrode, while the TBEA provided defect sites where
the Cu2+ was bound and amperometrically detected. As the
Fe3+ did not effectively bind to the TBEA and the OM pre-
vented direct access to the electrode, Cu2+ could effectively
be detected despite the presence of the other metal species.

Many other metal ion sensors have been developed where
ligands such as crown ethers [496–499], oligoethylene gly-
cols [500–502], and calixarenes [503] are attached to an elec-
trode using SAMs. Calixarenes have also been reported as
selective recognition elements for organic molecules such as
steroids [404, 456, 504]. The key drawback of using selective
ligands is the need to design and synthesize a new ligand for
each analyte. Therefore, a simple generic synthetic strategy
is required if arrays of sensors are to be developed. Yang and
Gooding et al. [481, 482, 505, 506] have addressed this issue
using amino acids [505], oligopeptides [482], and polypep-
tides [481] as the selective ligands for metal ions. A high
degree of selectivity for Cu2+ with very low detection limits
has been achieved. An attractive feature of this approach
is that similar, simple synthetic protocols can be used for
most peptide sequences desired. Thus, the amino acids act
as the alphabet from which a library of receptor ligands with
varying selectivity can be synthesized.

An interesting approach to the fabrication of chemi-
cal sensors for organic molecules using SAMs has recently
been developed, which is analogous to molecular imprint-
ing [507–510]. In molecular imprinting, an artificial receptor
is prepared by forming a polymer or sol–gel in the pres-
ence of the analyte of interest. The analyte is then removed
to produce a three-dimensional porous structure where the
cavities match the molecular structure of the analyte. With
SAMs of alkanethiols, the same principle can be applied to
give two-dimensional receptor sites (Fig. 21) [51, 511–516].
Typically, the binding of the analyte into the receptor site
was transduced by a change in capacitance of the interface
[513] or the restricted access of an electroactive species to
the underlying electrode [512]. One of the difficulties that
must be overcome with imprinting receptor sites in SAMs is
the mobility of the alkanethiols [216, 217]. Initial attempts
to imprint receptor sites resulted in the loss of the recep-
tor property after a single adsorption/desorption cycle [513].
To overcome this problem, a templating molecule with the
same shape as the analyte was adsorbed to the surface with a
long-chain alkanethiol. The templating molecule was main-
tained on the surface with pores defined by the long-chain
alkanethiols available for binding the analyte. The binding
of the analyte is transduced by a decrease in the interfa-
cial capacitance of the electrode. The molecular imprint-
ing approach has been demonstrated for cholesterol [511,
512, 515], barbiturates [513], quinines [516], phenothiazines
[511], and adenine triphosphate (ATP) [51].

3.3. Electron Transfer and
Molecular Electronics

Electron transfer through alkanethiol SAMs, or even indi-
vidual molecules, has potential applications in improving
our fundamental understanding of electron transfer pro-
cesses [46], molecular electronics [517], and in sensing [458].
Alkanethiol SAMs have a number of advantages that make
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Figure 21. The alkanethiol SAM-based artificial chemoreceptor. The
binding sites are formed by adsorbing the template thiobarbituric acid
1 onto a gold surface in the presence of the matrix molecule 2 which
was dodecanethiol. The template must be a similar shape to the analyte
and must be able to bind strongly to the gold surface so that it is not
displaced by the matrix molecule. When the analyte barbituric acid 3
is exposed to the surface, it can bind in the clefts in the SAM formed
by the templating molecule. Reproduced, with permission from [513],
V. M. Mirsky et al., Angew. Chem.-Int. Edit. 38, 1108 (1999). © 1999,
Wiley-VCH.

them suitable for studying and exploiting long-range elec-
tron transfer. These advantages include those that have
already been discussed, such as densely packed SAMs giving
well-defined distance relationships, the formation of mixed
SAMs allowing the spacing of redox centers, the low num-
ber of defects or pinholes in well-prepared SAMs ensur-
ing that tunneling processes are probed, and the ease of
altering their chemical structure allowing simple exploration
of structure-function relationships. A further advantage is
that the thiol functionality is ideal for connecting “molecu-
lar wires” to bulk materials and hence allowing a connec-
tion to the surroundings. Thus, the organosulfur molecules
act as the “glue” between electronic materials in molec-
ular devices. Such electronic materials could be bulk sur-
faces or quantum particles. The alkyl chain or unsaturated
conjugated system acts as the conduit for electron transfer.
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Thus, the electron movement can be through �-bonding sys-
tems, which are the most frequently investigated systems so
far. In the case of �-bonding systems, the electron transfer
occurs through a superexchange mechanism [403]. Alterna-
tively, electron movement can be through a �-bonding sys-
tem via a typical electron transport mechanism. The actual
nature of the chemical connection is exceedingly important
and a subject of considerable interest. If the influence of the
actual contact can be understood, then the potential to tailor
the connection in organic-conductor/semiconductor hybrid
systems is greatly expanded and the behavior of the devices
will be better controlled.

Our understanding of the influence of the contact is poor
at this stage but improving rapidly through a number of ele-
gant experiments involving alkanethiol molecules. Cui et al.
[518] demonstrated the importance of an alkanethiol having
a bond to both electronic materials. A gold surface was mod-
ified with either an octadecanedithiol or an octadecanethiol
SAM. To the other end of the SAM was bound gold nano-
particles. So in the case of the dithiol, a gold-thiol bond
formed with the nanoparticle while in the monothiol case
the nanoparticle simply adsorbed onto the methyl termi-
nal of the SAM. The current-voltage (I -V ) properties of
these molecular constructs were measured using a conduc-
tion probe AFM. There was increase in current of up to four
orders of magnitude for a given tip bias when the dithiol was
used relative to the monothiol. A similar increase in con-
ductivity was also observed by Selzer et al. [519] with the
addition of a bond, in this case between a mercury and a
semiconductor surface. The influence of different types of
bonds on the conductivity was investigated by Holmlin et al.
[520]. A gold surface modified with one alkanethiol SAM
and a mercury electrode modified with a second SAM are
brought into contact and the I-V behavior measured. With
judicious choice of the monolayers, they compare electron
transfer across bilayers that form either covalent, hydrogen,
or van der Waals bonds. The conclusion was that tunnel-
ing rates increased in the order van der Waals < hydrogen
bonds < covalent bonds. It is clear from these studies using
alkanethiols how important the junction between the organic
molecule and the electronic material is. The actual contact
resistance of a gold-thiol bond has been estimated at 104 �
by Wold et al. [521] using a similar conducting AFM-type
experiment to Cui et al. [518] but without the gold colloid.

The research into tunneling through alkanethiol SAMs
has been dominated, not by measuring the influence of
the link between the organic molecule and the electronic
material, but by the distance dependence of the rate of
electron transfer through the organic molecules. Distance
dependence has typically been measured using redox mono-
layers, where a redox active group attached to the termi-
nus of a SAM is probed electrochemically. This approach
is well covered in a review by Finklea [46] and in a num-
ber of excellent papers since (see, for example, [56, 142,
522, 523]). A wide variety of electroactive groups and redox
proteins have been investigated [46]. A number of electro-
chemical methods allow the measurement of rates in the
range of 10−2–105 s−1 including cyclic voltammetry [524], AC
impedance spectroscopy [525] or voltammetry [526], square
wave voltammetry [527], and chronoamperometry [528].

The distance dependence of the rate of electron transfer
can be described using Marcus theory [529], which relies on
the overlap of donor and acceptor energy levels in the redox
molecule and the electrode. The important parameters in
the theory include the reorganization energy (�), the energy
needed to change the redox center’s structure and solvation
sphere during the change in oxidation state, and tunneling
parameter �. The tunneling parameter is a structure depen-
dent constant, which describes how the electronic coupling
decays, as seen in the equation describing the electron trans-
fer rate constant, kET ,

kET = k0 exp�−�d�

where k0 is the rate constant at zero overpotential and d
is the distance between the donor and acceptor in this case
(the redox species and the electrode). A remarkable consis-
tency in the dependence of the electron transfer with rate
is beginning to emerge for aliphatic hydrocarbons. Despite
the different redox active species that have been investi-
gated, the value of � is found to be between 0.8–1.1 Å−1.
Similar values for � are also found when the I-V charac-
teristic of alkanethiol SAMs are measured using conduct-
ing AFM [521, 530] or the bilayer approach of Holmlin
et al. [520, 531]. Although the presence of different cou-
pling chemistry to a redox active species does not appear
to significantly alter the value of � [523], large structural
rearrangements in the molecule during the electron transfer,
such as found with azobenzenes, do cause increases [532].
Conjugation on the other hand definitely causes a decrease
in the value of �, indicating less decay in the electron trans-
fer rate with distance. Values for � that have been quoted
for conjugated systems include for oligo(phenylethynyl)
“molecular wire” bridges � of 0.36 Å−1, around 0.4 Å−1

for oligophenylenevinylene bridges [394], 0.41 Å−1 [521]
or 0.61 Å−1 [520] for oligophenylenes, and 0.67 Å−1 [520] for
benzyl derivatives of oligophenylene. These lower decay con-
stants indicate useful molecular wires could be developed
with conjugated systems.

3.4. Nanofabrication with Other
Nanobuilding Blocks

In recent times, SAMs have been used as the founda-
tion upon which nanofabrication into the third dimension
is achieved using nanoscale building (nanobuilding) blocks
such as nanoparticles, nanotubes, and dendrimers.

3.4.1. Nanoparticles
Monolayer-protected gold nanoparticles have received con-
siderable attention since a simple synthetic strategy for their
production was described by Brust et al. [63]. The gold nano-
particles are typically of the order of 1 to 3 nm (which rep-
resents 50 to a few hundred gold atoms) with an alkanethiol
coating that serves to stabilize the colloidal solution. The
quality of the SAM on the nanoclusters appears to be very
similar to SAMs formed on planar surfaces with a similar
number of gauche defects [533, 534]. Self-assembled mono-
layers on nanoclusters are important from a nanoscience
perspective as they can be regarded as three-dimensional
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SAMs. As these three-dimensional SAMs can be investi-
gated in bulk solution, the SAMs can now be investigated
using a range of analytical techniques not available to the
two-dimensional variety.

The alkanethiol coating, however, also provides the
opportunity to add specific chemical functionality to the
clusters. The first example of functionalized monolayer-
protected clusters (MPCs) used a place exchange reaction
to substitute �-ferrocenyl groups for simple aliphatic alka-
nethiols [535, 536]. Each cluster contains multiple redox sites
which were not strongly electronically coupled with each
other. If the clusters are probed electrochemically, under
hydrodynamic control with a rotating disk electrode, the
voltammograms indicate that nanoclusters are electronically
charged in solution so as to equilibrate the potential of the
metal-like Au cores of the clusters with the electrode. This
double layer charging of the clusters means they are, in fact,
nanoelectrodes. As the size of the nanoelectrodes decreases,
their double layer charging behavior undergoes a transition
from metal-electrolyte interfaces to exhibiting redox chem-
ical behavior [537], which means the cluster capacitance
changes from being dominated by electrostatic processes to
one dominated by binding interactions.

Nanoparticles certainly have the potential to be used
as structural components in the fabrication of three-
dimensional nanostructures. Gold and silver nanoclusters
have been used to produce surfaces with well-defined nano-
structure and roughness [536], as well as to produce
electrodes using an entirely wet process [64]. Connecting
nanoclusters together in a well-defined way has been demon-
strated by Mirkin et al. [69], where two batches of gold
colloidal particles were modified with noncomplementary
DNA. Upon addition of an oligonucleotide duplex, with
ends complementary to the two sequences attached to the
nanoparticles, the nanoparticles self-assemble into aggre-
gates. An attractive feature of this assembly technique is
that denaturing of the duplexes allows the aggregates to
be redispersed. Oligonucleotide modified gold colloids have
also been used by Alivisatos and Loweth et al. [538, 539]
where with judicious choices of oligonucleotide sequence,
DNA-based assembly of the colloids can be used to pro-
duce highly ordered linear assemblies of colloids (Fig. 22).
Alternative approaches to nanoparticle assembly have used
biotin-modified colloids connected using avidin [540] while
Murray’s group have also assembled clusters using Cu2+ to
connect gold colloids, which are modified with �-carboxylate
alkanethiols [65, 541]. These aggregates are surface bound
using a carboxylate or thiol-terminated surface. Thermal
decomposition of the surface bound MPCs produces films
of the core metal.

Nanoparticles are beginning to find utility in a variety of
applications in sensing, either as the sensors or as labels.
An example where the nanoparticle is used as the label
is in the detection of DNA hybridization by the Mirkin
group, using nanoparticle modified oligonucleotides in the
transduction of hybridization [535, 536], and by the Willner
group [71]. A recent development by the Mirkin group [74]
employed oligonucleotide-modified gold nanoparticles and
nanofabrication to transduce DNA hybridization by forming
a connection between two gold electrodes. This is achieved
using two types of capture probes.

(a)

(b)

(c)

(d)

Figure 22. Schematic illustrations and representative transmission elec-
tron microscopy images of DNA/gold nanoparticle structures [539].
Image (a) shows a 10-nm homodimer; (b) shows a 10-nm/5 nm het-
erodimer; (c) shows a 10-nm homotrimer; and (d) shows a 5-nm
homotrimer. Reproduced with permission from [539], C. J. Loweth
et al., Angew. Chem. Int. Ed. 38, 1808 (1999). © 1999, Wiley-VCH.

One set of capture probes is immobilized in a line in the
gap between two microelectrodes. The second set of capture
probes is attached to the surface of the gold nanoparticles
in solution. A longer target strand is introduced in solution
which is complementary to both capture probes. Therefore,
hybridization of the target to the surface immobilized probes
allows the oligonucleotide-tethered gold colloids to align in
the gap between the two microelectrodes, thus increasing
the conductivity between the two electrodes. The increase
in conductivity can be amplified markedly by the addition
of Ag(I) and hydroquinone to give a sensor that can detect
concentrations of as low as 0.5 pM.

The application of nanoparticles as the platform upon
which nanosensors are developed has been demonstrated
for fluorescence-based nanosensors, which are capable of
detecting metal ions and molecular oxygen within mam-
malian cells [542–545]. Such sensors use polymer nano-
particles rather than exploit alkanethiol SAMs but they
do highlight an application in which three-dimensional
monolayers could be employed. A recent example of
nanoparticle-based sensors that rely on alkanethiol chem-
istry is by Maxwell et al. [546]. In this biosensor, single
strands of DNA are attached to gold nanoparticles using
an alkanethiol linker. To the other end of the DNA is
attached a fluorophore, which is attracted to the gold sur-
face. The adsorption of the fluorophore onto the gold
quenches the fluorescence. Hybridization with the comple-
mentary sequence forces the fluorophore away from the gold
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nanoparticle with a concomitant increase in fluorescence.
Alkanethiol-modified gold nanoparticles are also used by
Storhoff et al. [547] in a DNA assay where hybridiza-
tion causes the aggregation of oligonucleotide-modified gold
nanoparticles. With the aggregation, there is a color change
from the ruby red of individual nanoparticles to the blue to
purple of the aggregated particles.

3.4.2. Carbon Nanotubes
The discovery of buckminsterfullerene in 1985 [548] was
the first example of the third form of carbon. The equally
serendipitous discovery of carbon nanotubes by Ijima [549]
followed in 1991. The two discoveries have lead to whole
research fields focused on nanocarbon [550]. Nanocarbon
structure, and in particular carbon nanotubes, serve as
important building blocks in nanofabrication and possibly
the fabrication of nanocircuits. Carbon nanotubes can be
thought of as graphene sheets rolled up into cylinders. They
can be classified into multi-walled nanotubes (MWNT) or
single-walled nanotubes (SWNT) depending on the number
of graphene sheets that make up the cylinder. Diameters
range from 1 nm to tens of nanometers. The MWNT are
generally perceived as concentric SWNT of different diame-
ters arranged inside each other [550], although there is elec-
tron microscopy evidence that some tubes have a scroll-like
structure [551]. The interest in carbon nanotubes from many
diverse fields is stimulated by their unique properties, those
being that they are relatively defect-free, highly conductive,
and the strongest materials known. Because of their rela-
tively structural simplicity, SWNT have been the subject of
most attention with regards to an understanding and predic-
tion of nanotube properties, although MWNT are simpler to
manufacture [550]. With regards to the electrical properties,
which are the source of much interest in molecule electron-
ics, SWNT can be metallic or semiconducting depending on
the helices index. The helices index refers to the way the
graphene sheet is rolled up [552].

So what of the integration of carbon nanotubes with
SAMs? Liu et al. [553] have controlled the deposition of
individual nanotubes which is important in the fabrication
of molecule circuit components such as the nanotube field
effect transistor developed by Huang et al. [554, 555]. To
achieve this, silicon surfaces were modified with a tetram-
ethylsilane (TMS) SAM. The TMS is selectively removed
using e-beam or AFM lithography and replaced with an
amine-terminated SAM. Nanotubes are shown to selectively
adsorb onto the amino-functionalized surface. This tech-
nique has been used to demonstrate a single nanotube con-
necting two gold electrodes.

The integration of carbon nanotubes with alkanethiol
SAMs is at its very beginning. Liu et al. [66–68, 556] have
developed a number of methods for organizing SWNT
normal to a surface. All these methods involve the short-
ening of the tubes in a combination of nitric and sulfu-
ric acids. These oxidizing acids attack defects in the walls
of SWNT causing a breakage. The now open end of the
tube contains carboxylic acid moieties. These ends have
then been modified with an alkanethiol, and self-assembled
onto a gold surface [66], or aligned directly onto silver sur-
faces using the affinity of carboxylic acids for Ag+ [67].

More recently, aligned nanotubes have been covalently
attached to a cysteamine-modified gold surface using car-
bodiimide coupling to form a peptide bond between the
amine-terminated SAM and the carboxylic acid terminated
tubes [68, 556]. Yang et al. [557] have formed the same
molecular construct, but to the free ends of the nanotubes
they have attached microperoxidase MP-11 and shown that
direct electron transfer to the enzyme can be achieved.
These represent initial experiments into using carbon nano-
tubes as molecular wires for sensing applications.

3.4.3. Dendrimers
Dendrimers are regularly branched, monodispersed macro-
molecules that have attracted extensive scientific interest
of late because of their unusual architecture and prop-
erties [558–561]. An example of a dendrimer is the
poly(amidoamine) (PAMAM) dendrimer shown in Figure 23.
The globular structures have three distinct regions. There is
a central core, then a repetitive branching region and finally
the terminal moieties [562]. The structure can be precisely
controlled at the molecule level and the dendrimer prop-
erties can easily be altered by changing the type of core,
the amount of branching, and the functionality at the ter-
mini. Furthermore, the dendrimers have a low mass density
in the interior and are highly permeable to small molecules
[562]. It is therefore clear that dendrimers have enor-
mous promise as nanoscale building blocks in supramolec-
ular devices. Applications proposed for dendrimers include
catalysis [563], encapsulation and controlled release of drugs
[564], chemical sensors [565, 566], and biomimetic materials
[567].

Integrating dendrimers with SAMs to give three-
dimensional structures projecting from a surface has recently
attracted some interest. An early example by Tokuhisa and
Zhao et al. involved using the molecular gating capabilities
of PAMAM dendrimers [562, 568]. The dendrimers were
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adsorbed directly onto a gold surface where they tended
to spread out. If a SAM of hexadecanethiol was adsorbed
onto the dendrimer-modified surface, the dendrimers were
confined into a more compact structure. Apart from con-
fining the dendrimers, the hexadecanethiol SAM had a sec-
ond function of passivating the electrode not covered by the
dendrimers. The dendrimers were used to prevent access of
positively charged ruthenium (III) hexamine complex to the
electrode at neutral pH, at which the dendrimer is positively
charged. At the same pH, the access of negatively charged
ferricyanide was barely impeded by the dendrimer. Altering
the pH to 11.0 made the dendrimers neutral and allowed the
Ru(NH3)

3+
6 to pass through the dendrimer and react at the

underlying electrode. To confirm that the gating was through
the dendrimer rather than defects in the SAM, the termi-
nal amine functionality of the PAMAM dendrimer was con-
verted to 4-(trifluoromethyl)benzamido groups. With these
modified dendrimers, the ferricyanide was now prevented
from accessing to electrode but the ruthenium hexamine
could pass through the dendrimers. Dendrimers have also
been coated onto gold nanoparticles by converting some of
the amine terminals of the PAMAM into thiols [569]. Den-
drimers have been used to assemble nanoparticles onto a
planar surfaces in a controlled way [570] and have been pat-
terned onto SAM surfaces using microcontact printing [254].
Dendritic SAMs have also been synthesized and assembled
on gold electrodes where the organothiol is the focal point
of the dendrimer [571–573].

Early examples of the application of dendrimer-modified
surfaces are again beginning to emerge in the field of sens-
ing. Yoon et al. [457] have developed an affinity sensor for
the detection of avidin using PAMAM dendrimers, which
are modified with biotin as the recognition element for
avidin and ferrocene for transduction of the affinity reaction.
The amine-terminated dendrimers were covalently attached
to a gold electrode modified with 3,3-dithiopropionic acid
bis-N -hydroxysuccinimide ester. Glucose oxidase in solution
is used as a diffusional tracer. The ferrocene-labeled den-
drimer mediates the glucose oxidase reaction with glucose,
thus providing a current. Binding of the avidin onto the elec-
trode surface reduces the ability of the glucose oxidase to
access the dendrimer, and therefore a reduction in current
is observed. The purpose of using dendrimers to fabricate
sensors is that they provide a spatially ordered and com-
pact sensing surface. In the example by Yoon et al. [457],
the enzyme layer had a surface coverage of 2.5 pmol cm−2.
This enzyme loading is 2.5 times higher than that achieved
with enzyme attached directly to a SAM [375], which sug-
gests that attaching enzymes to a dendrimer may allow more
sensitive monolayer enzyme electrodes to be developed.

4. CONCLUDING REMARKS
The application of SAMs of alkanethiols on surfaces has
seen some exquisite and complicated examples of integrated
molecule systems developed in pursuit of novel surface coat-
ings, sensors, and molecular electronics. Many of these ele-
gant examples represent the very edge of what has been
achieved thus far in nanotechnology with bottom-up fab-
rication. What has been achieved so far clearly demon-
strates that alkanethiol SAMs have the potential to enable

the fabrication of many useful nanodevices by self-assembly
in sufficiently large volume and with sufficient control to
be commercially viable. In fact, two of the most compli-
cated affinity sensors discussed in this review, which are
perhaps some of the best examples of molecular level fabri-
cation of useful devices, namely, the AMBRI biosensor and
the CMS DNA sensor, are close to or have already been
commercialized.

Regardless of the success of the AMBRI and CMS sen-
sors, SAMs have enabled a considerable amount of fun-
damental nanoscience to be conducted which drives much
of the current nanotechnological developments and enables
many other nanotechnological dreams to be realized. Fur-
thermore, what we learn about self-assembly and how to
control molecular level fabrication from alkanethiol mono-
layers will be exceedingly valuable in developing other
self-assembly systems. This brings us to the future. The
author believes the research into SAMs will follow two key
directions. First, more advanced integration of nanoscale
building blocks such as the nanoparticles, nanotubes, and
dendrimers, with SAMs will certainly be developed. Second,
alternative self-assembly systems will be developed that have
the many attractive features of alkanethiol chemistry out-
lined throughout this article but which solve the long-term
stability problems that alkanethiol chemistry have. Certainly,
some researchers are already directing their attention to the
problem of stability through new alkanethiols which increase
the forces of attraction between the alkyl chains [205–207]
or through self-assembly systems which form more robust
bonds with the underlying substrate using more attachment
points [499] or different chemistry [574]. So the application
of SAMs is expected to grow in the future.

GLOSSARY
Alkanethiol The family of compounds of the general
formula HS (CH2)n X where the thiol headgroup self-
assembles onto coinage metal surfaces to form self-
assembled monolayers, the aliphatic chain contributes to the
order of the monolayer, and the X terminal group defines
the surface properties of the monolayer.
Biosensor A portable analytical device that integrates a
biorecognition molecule, such as an enzyme, an antibody, or
DNA, with a signal transducer. The biorecognition molecule
gives the biosensor the selectivity for the analyte while the
transducer determines the extent of the biorecognition reac-
tion and converts this to an electronic signal which is out-
putted to the user.
Microcontact printing A method of patterning self-
assembled monolayers where a stamp that is patterned with
the desired relief is inked with self-assembling molecules and
contacted with a substrate to give a patterned self-assembled
monolayer on the substrate surface.
Scanning probe lithography The suite of techniques for
patterning self-assembled monolayers using atomic force
microscopy, scanning tunneling microscopy or associated
techniques.
Self-assembled monolayer (SAM) Ordered monomolecu-
lar film that is spontaneously formed upon immersion of a
solid into a solution of an amphifunctional molecule.
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1. INTRODUCTION
During the last few years, interest in the study of single wall
carbon nanotubes (SWCNTs or SWNTs) has grown expo-
nentially because of their extraordinary properties [1, 2].
Some of the possible applications include flat panel dis-
plays, superstrong fibers and panels, multifunctional mate-
rials, nanoelectronics and sensors, supercapacitors, and fuel
cells [3–5]. The large aspect ratio (nanometer diameter and
several micrometer length) adds tremendous appeal to the
SWCNTs as reinforcing materials for composites. Also, the
large surface areas available from individual tubes provide
possible means for energy storage. The anisotropic nature
allows enhanced properties along the length of the tube such
as directed thermal energy transfer. The applications depend
heavily on the diameter, length, chirality, and bundle size as
well as on the amount and extent of impurities existing in
the nanotube material. These impurities are inherent to the
production process and change in character with the pro-
cessing and purification steps used.

The carbon nanotubes can be produced by a variety of
techniques including carbon arc, laser ablation, chemical
vapor deposition, and carbon monoxide disproportionation
[6–9] using metal catalysts. In addition to SWCNTs, the
produced product may contain multiwall tubes with infe-
rior properties. The as-produced material is known to be
inhomogeneous and contain a variety of impurities including
graphite coated metal clusters, amorphous carbon, and other
carbon compounds including fullerenes. The type and extent
of these impurities change with the production method used.
The production process also influences the length, diameter,

chirality, and surface moiety of the nanotubes (and nano-
tube bundles). It is indeed a challenge to determine all these
impurity levels and characterize this material to a reason-
able extent using the available analytical techniques. Also,
the purification processes used to improve the percentage
of SWCNTs in the material tend to alter the nanotubes by
adding functional groups, damaging and cutting the tubes
[10–13]. For some applications, it is indeed necessary to add
functional groups at specific locations and therefore requires
additional sophisticated analytical tools for characterization.

The SWCNT material seems to behave similar to carbon
soot and may require additional precautions while handling
because of its submicrometer size dimensions. It is therefore
necessary to assess all possible hazards involved in handling
and address the toxicological effects of the nanotubes [14].

This chapter addresses the analytical tools and techniques
used to characterize the SWCNT material. Most of the
aforementioned aspects are covered in general and the
reader may like to follow the cited references for further
detailed information. Some of these techniques which are
qualitative in nature can be used for quantitative estimates
by using calibrated standards and procedures. Each tech-
nique is described briefly and its application to SWCNTs is
shown by providing one or two measurements as examples.

2. ANALYTICAL TECHNIQUES
The analytical techniques are divided into subgroups based
on general operating principles. The first group is based on
electron microscopy and encompasses techniques such as
scanning electron microscopy (SEM), transmission electron
microscopy (TEM), scanning tunneling microscopy (STM),
and atomic force microscopy (AFM). The second group
is related to spectrophotometry (absorption and emission)
in the ultraviolet-visible-infrared (UV-VIS-IR) regions and
includes Raman methods. The third group is focused on
mass spectrometry [gas chromatography (GC) and time-of-
flight (TOF) mass spectrometry (MS)] and chromatography
[high pressure liquid chromatography (HPLC)] that use size-
selection processes to characterize the material. The fourth
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group is based on X-ray excitations such as X-ray diffrac-
tion (XRD), X-ray photoelectron spectroscoy (XPS), and
extended X-ray absorption fine structure (EPXAFS). Mag-
netic resonance methods such as electron paramagnetic res-
onance (EPR) and nuclear magnetic resonance (NMR) con-
stitute the fifth group. The sixth group covers the thermal
methods such as thermogravimetric analysis (TGA), temper-
ature programmed oxidation (TPO), and differential scan-
ning calorimetry (DSC).

2.1. Electron Microscopy

2.1.1. TEM
Transmission electron microscopy remains one of the best
tools to characterize nanotubes and related nanostructures.
Historically, both multiwall [15] and single-wall [16] car-
bon nanotubes were discovered on the TEM micrographs
of the cathode deposit and soot formed in the arc-discharge
fullerene generator. Figures 1 and 2 show high resolution
TEM images of single wall carbon nanotubes produced by
two different processes. A number of other nanostructured
carbons, like bucky peapods [17] and carbon nanohorns [18],
were also discovered and studied in TEM.

TEM works on the same principle as optical micro-
scope, except photons (typical wavelength 200–800 nm) are
replaced with electrons (typical wavelength 0.0025 nm at
200 kV accelerating voltage). Numerical aperture of TEM
is much smaller than that in the optical microscope (35′

compared to ∼70��. Electron beam optics is essentially free
of chromatic aberrations, while spherical aberrations are
severe. Theoretical resolution is determined by electron
wavelength and numerical aperture and is very high, while
in practice it does not exceed ∼0.3 nm and is limited by
spherical and diffraction aberrations.

Imaging in TEM is strongly dependent on the type of the
electron source. There are three common types: tungsten
filament, lanthanum hexaboride (LaB6� crystal, and field-
emission gun (FEG). Tungsten filament creates a source of
relatively large size, low brightness, and low coherence and
is hardly used anymore. A LaB6 source is the most common

10 nm

Figure 1. High-resolution TEM image of a SWCNT produced by the
HiPco process.

10 nm
ORIG MAG 250000 NO DATA

Figure 2. High-resolution TEM image of single wall carbon nanotubes
produced from carbon monoxide feedstock using Fe–Mo catalyst sup-
ported on silica particles.

these days and provides much better coherence, brightness,
and size while still being a relatively inexpensive option.
There are few field-emission-type TEMs available, which are
significantly more expensive than other options. Source size
and beam coherence in FEG systems are excellent, which
significantly improves resolution. But brightness of the FEG
source exceeds that of LaB6 by 1–2 orders of magnitude,
which creates much higher fluence of the electron beam
illuminating the sample. Therefore a TEM equipped with
a FEG source quickly produces significant e-beam damage
of the nanotube samples. The authors have observed nano-
tubes literally falling apart in a matter of minutes. FEG
TEM has to be used with the understanding that nanotubes
can be damaged very quickly.

Another important factor in TEM imaging is the acceler-
ating voltage. The common range is 100–200 kV, but modern
TEMs can achieve up to 800 kV–1 MV. In theory higher
accelerating voltage allows one to achieve higher resolu-
tion, since electron wavelength is smaller. In practice, how-
ever, TEM imaging is always a trade-off between resolution
and contrast. Carbon atoms are relatively light and do not
scatter high-energy electrons well. Scattering cross-section
decreases quickly at higher accelerating voltages, and image
contrast becomes very small. Defocusing can be used to
increase contrast, but then resolution suffers. It is believed
that accelerating voltage in the range of 100–160 kV is opti-
mal for imaging nanotube samples.

The most common way to prepare TEM specimens is to
disperse nanotubes in organic solvent (alcohol, acetone, etc.)
and then place a droplet of suspension on the TEM grid
lying on tissue paper. The solvent is adsorbed by the tissue,
and the nanotubes lay flat on the grid and coat it more or
less uniformly. The thickness of the carbon film on the com-
mercially available grids is around 50–100 nm. This means
that individual nanotubes and small bundles (1–10 nm in
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thickness) cannot be imaged effectively sitting directly on
the support film. It is necessary to use “holey” or “lacey”
grids, with plenty of holes in the support film, in order to
image nanotubes bridging the holes.

There are more exotic ways to prepare TEM specimens.
For example, TEM can be used to measure nanotube diam-
eters. But nanotubes exist almost exclusively as bundles,
which makes it nearly impossible to distinguish walls of each
nanotube in the bundle lying flat on the support film in order
to measure the diameter of each nanotube. Moreover, if a
triangular lattice of a well-ordered nanorope is positioned a
certain way with respect to the electron beam, line spacing
observed on the TEM image represent either

√
3
2 �d + a� or

1
2 �d + a�, where d is nanotube diameter and a is van der
Waals interwall spacing in the nanorope [19]. Figure 3 shows
the same nanorope rotated 0 and 60 degrees around its axis,
and interline spacing follows this expression. However, if the
bundle loops through the focal plane of the TEM so that
nanotubes are parallel to the electron beam, one can image
the cross-section of the bundle with nanotubes represented
as circles (Fig. 4). It is easy to determine the diameters of
a large number of nanotubes on such an image. There is a
simple technique to prepare a specimen with a large number
of cross-sectional views of SWNT bundles, which works well
on dry and fluffy as-made nanotubes. One can place a small
chunk of dry nanotube material on a TEM grid and wet
it with a droplet of alcohol. The nanotube chunk becomes
compressed by capillary forces and sticks to the support film.
In the process SWNT bundles at the chunk extremities fold
onto themselves and create loops, most of which are in-plane
or at some angle to the e-beam. A small fraction of the
loops, however, is parallel to the e-beam, which creates the
aforementioned cross-sectional images. To make measure-
ments of the diameters of a large number of circles easier,
Nikoalev has written a simple program [20] which allows one
to superimpose a circle over a nanotube image, adjust its
size and position to achieve the best fit, and then record its
diameter. About 200–300 circles can be accurately measured
in an hour (Fig. 5).

5 nm

Figure 3. TEM images of crystalline SWCNT nanorope rotated around
its axis by 0� and 60�. Interline spacing changes according to the par-
ticular view of the triangular lattice of the nanorope. Reprinted with
permission from [7] A. Thess et al., Science 273, 483 (1996). © 1996,
American Association for Advancement of Science.

1 nm

ORIC MAC 400000 NO DATA

Figure 4. Cross-sectional view of SWCNT nanorope. Reprinted with
permission from [63], A. G. Rinzler et al., Appl. Phys. A 67, 29 (1998).
© 1998, Springer-Verlag.

Amorphous carbon is a major impurity in the SWNT. It is
not well understood, and there is no single analytical tech-
nique which can reliably discriminate between nanotubes
and other forms of carbon. TEM observations are often used
to estimate the purity of SWNT materials, although such
estimates are very subjective. TEM is also frequently used
to determine dimensions of various nanostructures.

2.1.2. SEM
Scanning electron microscopy is another common tool used
to study nanotubes and related nanostructures (Fig. 6).
Modern SEMs utilize the same electron sources as TEMs,
tungsten, LaB6, and field emission guns, FEG providing the
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Figure 5. Diameter distribution of SWCNT shown in Figure 4, mea-
sured from TEM micrographs. Reprinted with permission from [63],
A. G. Rinzler et al., Appl. Phys. A 67, 29 (1998). © 1998, Springer-
Verlag.
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5 KV
1 m
10 mm

Figure 6. SEM image of unpurified dry SWCNT.

best brightness and coherence. SEMs detect either backscat-
tered or secondary electrons. There are no reports on
using backscattered electron detectors in nanotube imag-
ing, so all discussion will concentrate on secondary electrons
(although backscattered electrons can be used to image
nanocomposites, i.e., nanotubes embedded in polymers).
Resolution of SEM depends on the beam diameter, which
is usually 3–5 nm, but is not determined by it. This happens
because electrons penetrate into the surface of the speci-
men, and observed secondary electrons are emitted from the
pear-shaped volume within the sample which can extend up
to a micrometer below the surface. This means that gener-
ally SEM cannot detect individual nanotubes, but only bun-
dles of at least 3–5 nm in diameter. Sample preparation for
SEM is fairly simple—a small piece of nanotube material is
mounted on the double-sided carbon tape or glued to the
substrate with silver paint, in order to assure good electrical
contact. Nanotube samples are generally conductive enough
to prevent charge buildup, but in rare cases it is necessary
to coat samples with a thin layer of platinum to improve
conductivity. The most common use of SEM is to estimate
the purity of nanotube samples, although, just like in TEM,
such estimates are very subjective.

2.1.3. Energy-Dispersive Spectroscopy
EDS stands for energy-dispersive spectroscopy. TEMs and
SEMs are frequently equipped with EDS detectors, which
are able to detect characteristic X-rays generated by var-
ious elements when irradiated with high-energy electrons.
The EDS spectra indicate the relative amounts of metals
and other noncarbon elements in SWCNT material (Figs. 7
and 8). While EDS is good in determining relative amounts
of heavy elements, it is notoriously unreliable in determin-
ing carbon concentration because of hydrocarbon contami-
nation present in all SEMs and TEMs, and poor sensitivity
of EDS detectors in the low-energy end of spectrum, where
the carbon peak is found. In addition, EDS spectra taken in
TEM usually show large copper peaks coming from copper
TEM grids and apertures in the column, and TEM grids are
frequently contaminated with silicone grease during manu-
facturing, producing a weak silicon signal. While the former
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Figure 7. EDS spectrum of purified HiPco SWCNT obtained in TEM.
Iron particles have been removed. The large Cu signal comes from the
TEM grid and apertures. A small Si peak can appear due to impurities
in SWCNTs as well as silicone grease contaminating the TEM grid.

is largely irrelevant since nanotubes do not normally have
any copper in them, the latter is a problem, since silicon
is frequently present in nanotube samples. EDS utilizes the
same samples as TEM and SEM; therefore we refer reader
to Sections 2.1.1 and 2.1.2 for sample preparation.

2.1.4. Microprobe
An electron beam microprobe operates on the same prin-
ciple as EDS, except the beam current is much higher and
X-ray detectors are different. Microprobe instruments are
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Figure 8. EDS spectrum of the same purified HipCO SWCNT as in
Figure 7, obtained in SEM.
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better equipped to produce elemental maps with larger lat-
eral span and better resolution. Sample preparation for
microprobe measurements is similar to SEM sample prepa-
ration, described in the relevant section. The microprobe is
usually calibrated before each use using standard samples.
Accuracy of the microprobe measurements is sensitive to the
precise focusing of the electron beam. Therefore, the sample
surface has to be very smooth and level in order to pro-
duce meaningful elemental maps, which is rarely achieved
with buckypaper-type samples. Concentration measurements
performed with a stationary beam are therefore more accu-
rate, but sample composition in one spot may not be rep-
resentative of the whole specimen due to inhomogeneity of
nanotube material. Figure 9 shows the elemental maps of
a target material (graphite with 1% Co and Ni) used for
production of nanotubes by laser ablation. The microprobe
suffers from the same hydrocarbon contamination problems
as EDS, and measured carbon concentration is prone to
overestimation. The microprobe has been used in the past
to measure the amount of fluorine in fluorinated nanotubes
[21], but for the reasons mentioned and in the absence of
independent verification, the accuracy of such measurements
remains questionable.

2.1.5. AFM
Atomic force microscopy is used to determine the topogra-
phy of flat samples. A sharp tip is scanned over the sample
surface, and either tip deflection or change in the amplitude
of the tip oscillation serves as feedback in the vertical direc-
tion. Accuracy of the height measurement is tremendous,
approaching 0.01 nm. Lateral resolution, on the other hand,
is determined by the tip diameter and is typically 15–30 nm.
Nanotubes have to be deposited onto a suitable smooth
substrate for AFM imaging (Fig. 10). The easiest way is
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Figure 9. E-beam microprobe elemental maps and secondary electron
image of a polished surface of carbon/Co/Ni target used for SWCNT
production in a laser oven.
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Figure 10. Tapping mode AFM image of a SWCNT wrapped in PVP
(polyvinyl pyrrolidone) and deposited on amine-functionalized silicon
oxide surface.

to disperse nanotubes in organic solvent or in water with
surfactant, and spin-coat or dry on silicon, mica, graphite
(HOPG, or highly oriented pyrolitic graphite), or even glass
coverslip. AFM is often used to assess how well nanotubes
are dispersed in the solvent, so it could be important to pre-
serve the state of dispersion as nanotubes are transferred
to the substrate and dried. For example, nanotubes can be
electrodeposited onto a HOPG surface in the DMF sus-
pension [22]. Another approach is to coat silicon surface
with a positively charged amine-terminated self-assembled
monolayer and dip such substrate in nanotubes dispersed in
water in the presence of sodium dodecyl sulphate (SDS), an
anionic surfactant giving nanotubes a net negative charge
[23]. Other surfactants or polymers [24] can also be used.
Arepalli et al. have reported nanotubes being deposited onto
polished fused silica substrates directly in the laser oven, as
they are produced, bypassing the solvents altogether [25].
Figure 11 shows tapping mode AFM image of nanotubes
deposited onto quartz substrate this way. AFM is often used
to measure diameters and lengths of nanotubes and nano-
ropes (nanotube bundles). It is important to mention that
because of the poor lateral resolution AFM can only mea-
sure height, rather than diameter, of a nanostructure. There-
fore it is impossible to distinguish one individual nanotube
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d

2 µm

c

Figure 11. Tapping mode AFM image of a SWCNT deposited on a
fused silica substrate directly in the laser oven. Reprinted with per-
mission from [25], S. Arepalli et al., Appl. Phys. Lett. 78, 1610 (2001).
© 2001, American Institute of Physics.
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and a small bundle of nanotubes lying flat on the substrate,
having the same height. Nanotube length measurement is
straightforward for short tubes not exceeding a few micro-
meter in length. But if nanotubes are longer and exist in
bundles, it becomes impossible to find both ends of a partic-
ular nanotube, and one can only estimate nanotube lengths.

2.1.6. STM
Scanning tunneling microscopy is similar to AFM, except
that tunneling current between the sample and the sharp
metal tip is utilized as a feedback signal. Therefore STM
samples have to conduct electric current, which limits sub-
strates to HOPG, heavily doped silicon, and metals. Oth-
erwise the sample preparation is similar to that of AFM
samples. The tunneling current is limited to a few atoms
on the tip closest to the sample, since its intensity drops
exponentially with the distance from the sample. Because of
that, lateral resolution of STM is much higher than in AFM
and allows one to achieve atomic resolution, which usually
calls for measurements in high vacuum and at low temper-
atures. While AFM probes actual topography of the spec-
imen, STM probes local density of electronic states in the
sample, which varies with the distance from the Fermi level.
Therefore SEM images taken with different bias between
sample and tip are different. STM also allows scanning tun-
neling spectroscopy measurements, in which the tip is kept
stationary above the sample, and bias is varied in order to
probe the density of states above and below the Fermi level.
Such measurements, combined with helicity measurements
from the atomically resolved images [26], have provided the
first proof of the relationship between nanotube geometry
(helicity and diameter) and electronic structure (Fig. 12).

2.2. Spectroscopy

2.2.1. UV-VIS-NIR Absorption and Emission
The age-old spectrophotometry is used to measure absorp-
tion and transmission of SWCNT samples in the solution
phase as well as thin films. The measurements are done a
double beam apparatus by comparing the transmission with
a reference solvent [27–29] in the wavelength range of 200 to
2000 nm. Figure 13 shows changes of the optical spectra with
oxidation and annealing of single wall carbon nanotubes.
Recently, excitation spectra and fluorescence of individual
SWCNTs (Fig. 14) were also recorded [30]. This measure-
ment is used to identify the chirality and the “n�m” designa-
tion of the semiconducting tubes in the raw HiPco material
(Fig. 15). The procedure involves extensive sonication of the
material in a surfactant (SDS) followed by very high level
centrifuging (200,000 g) which yields very short (couple of
hundred nm long) individual tubes wrapped with surfactant.
The energy levels responsible for the sharp absorption and
fluorescence features arise from “van Hove” singularities in
the electronic density of states [31]. Metallic tubes can be
monitored in the absorption spectrum only and no fluores-
cence can be observed because the conduction band pro-
vides a way for rapid nonradiative relaxation. The features
from the semiconducting tubes can be used to determine
the primary (S11), secondary (S22), as well as tertiary (S33)
transitions. Fluorescence is only observed from individual
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Figure 12. (A) Typical atomically resolved STM image of a (15, 0)
SWCNT. The image was recorded in the constant-current mode with
bias voltage of 0.65 V and current 0.15 nA. Scale bar, 1 nm. (B) Tun-
neling conductance data, dI/dV, for different zigzag SWCNTs, with cor-
responding calculated densities of state shown below each experimental
curve. Reprinted with permission from [81], M. Ouyang et al., Science
292, 702 (2001). © 2001, American Association for Advancement of
Science.

tubes and disappears when bundling takes place [30]. How-
ever, absorption can still be noticed and it may be possible
to determine the bundle size from the width of the spectral
features.

The absorption spectra of the SWCNTs can also be used
to determine the stability of nanotube suspensions. If the
nanotubes tend to bundle up, floculate, and fall out of
the solution, the absorption decreases and this change in the
absorptivity as function of time is used to assess the disper-
sion stability [32].

Atomic Absorption and Inductively Coupled Plasma
These two techniques are used for qualitative as well
as quantitative estimation of metals in materials. Atomic
absorption (AA) uses selective absorption of “fingerprint”
spectral lines either from a broadband source or from sharp
hollow-cathode lamp sources that provide very sharp atomic
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Figure 13. UV-visible-near IR absorption spectra of SWCNT: (a) raw
HiPco tubes, (b) after 225 �C oxidation step, (c) after 325 �C oxidation
step, (d) after 425 �C oxidation step. Each oxidation step is completed
by HCl sonication, vacuum-drying, and annealing at 800 �C in Ar for
1 hour. Spectra have been normalized at 925 nm and scale bar shows
adjusted tube diameter. Reprinted with permission from [11], I. W.
Chiang et al., J. Phys. Chem. B 105, 8297 (2001). © 2001, American
Chemical Society.

line radiation emission. Hollow cathode lamps and multi-
detector arrays are used with spectrometers operating in
“echelle” modes to provide simultaneous detection of sev-
eral elements with high sensitivity [33]. High temperature
furnaces are used to vaporize the material with a short heat
pulse and thereby provide gas phase atoms for AA study.
Current AA methods extend from VUV to IR wavelength
regions and use laser sources to provide atomic radiations.
This is especially true in the IR where solid state diode lasers
are used with very high resolution and increased sensitivity.
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Figure 14. Emission spectrum (red) of individual fullerene nanotubes
suspended in SDS micelles in D2O excited by 8 ns, 532 nm laser
pulses, overlaid with the absorption spectrum (blue) of the sample in
this region of first van Hove bandgap transitions. The detailed cor-
respondence of absorption and emission features indicates that the
emission is band gap photoluminescence from a variety of semiconduct-
ing nanotube structures. Reprinted with permission from [30a], M. J.
O’Connell et al., Science 297, 593 (2002). © 2002, American Association
for Advancement of Science.
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Figure 15. Results from the deduced spectral assignment. Observed
nanotube structures marked as green hexagons with white (n�m) labels
on a graphene lattice. Other structures have blue or red labels for
(n−m) mod 3 = 1 or 2, respectively. Reprinted with permission from
[30b], S. M. Bachilo et al., Science 298, 2361 (2002). © 2002, American
Association for Advancement of Science.

The inductively coupled plasma (ICP) technique involves
injecting the material as a spray into a plasma torch which
vaporizes the material. This process pumps the atoms to
excited states which emit “fingerprint” spectral lines and can
be used for quantitative elemental analysis of the material.
This technique coupled with a mass spectrometer is useful
for a complete elemental analysis for even organic com-
pounds including polymers.

Both of these techniques have been used to monitor the
metal contents in SWCNT material [34]. It is to be under-
stood that metals encapsulated in graphite may be difficult
to detect by ICP and the quantification of the metal content
determined by this method may be underestimated.

2.2.2. IR Absorption and Emission
The absorption and emission in the infrared region (2 to 20
micrometer) arise from vibrational modes of the molecules
constituting the material. The spectra arising from vibra-
tional energy of the molecular bonds such as C C, C C,
C H, C H2, CH3, C F, C N, O H, N H, etc. are
commonly used as “fingerprints” of the material. In princi-
ple, the Kramer–Kronig relationship can be used to deduce
the dielectric function of the material from the IR spec-
trum [35]. Data collection in the IR region normally done
in double beam spectrometers can be done faster with
fourier transform spectrometers and the capabilities are eas-
ily extended to very small solid samples using accessories.
The IR region of the SWCNT is very very weak because
of the low absorption cross-section of the carbon nanotubes
(Fig. 16). In the recent work on SWCNT films and suspen-
sions IR is used to monitor the functional groups attached
to the SWCNTs (Fig. 17) as well as the effect of surfactants
[35–38]. The IR spectrum is also used to analyze the con-
densable gases that are released when the material is heated
(for example in conjunction with TGA [39]).

2.2.3. Raman
Raman spectroscopy is a powerful spectroscopic tool in
providing “fingerprint” spectra of the molecular vibrational
modes of the material [40]. The Raman spectra can be
obtained in any wavelength region using different laser
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Figure 16. ATR-IR spectra of the SWCNT. (A) SWCNT fluorinated
to ∼C5F stoichiometry. (B) Cut SWCNT. Reprinted with permission
from [39b], Z. Gu et al., Nano Lett. 2, 1009 (2002). © 2002, American
Chemical Society.

wavelengths. The recent advances that include FT Raman
and confocal micro-Raman provide rapid data acquisition
of even micrometer size materials in addition to the nor-
mal solid, liquid, and gas phase studies. The Raman spectra
of SWCNTs can be separated as three distinctive regions
(Fig. 18), one in the small wavenumber region called radial
breathing mode (RBM), the second in the intermediate
wavenumber region called transverse mode (TM), and the
third at higher wavenumber regions emanating from har-
monics and combinations of these two fundamental modes
[41, 42]. The RBM modes are resonantly enhanced because
of van Hove singularities and can be used to monitor the
changes in the diameter distribution of SWCNTs [43]. The
TM (G-Mode) region also shows spectral features that can
be attributed to amorphous carbon (D-mode). The inten-
sity ratio of the D-band and G-band (“D/G” ratio) is used
by many researchers to determine the relative purity of the
SWCNT material [44, 45]. However, it is noted that the
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broad “D-band” becomes sharper with increasing “purifica-
tion” and may therefore contain a SWCNT signature. This
also occurs when the nanotubes are functionalized. Recent
Raman work is focused on monitoring isolated SWCNTs
(Fig. 19) and their chiralities [46]. Polarized Raman stud-
ies are used to assess the alignment of SWCNT fibers by
changing the polarization of the laser with respect to the
fiber axis [47, 48]. There is a preferential enhancement when
the polarization axis is parallel to the nanotube axis and
this “parallel to perpendicular” ratio is used to estimate the
extent of alignment. Raman is also used to monitor strain
(Fig. 20) in the SWCNT fibers and their load transfer to
the composite matrices [49]. Temperature variation studies
of Raman spectra are also used to assess the intrinsic nature
and their dependence of the vibrational modes [50].
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in cm−1. The shoulder observed to the right side of the RBM spectral
feature comes from the Si substrate. Reprinted with permission from
[83], A. Jorio et al., Phys. Rev. B 65, 155412 (2002). © 2001, American
Physical Society.

2.2.4. Surface Characterization Tools
A variety of techniques are available [XPS, electron energy
loss spectroscopy (EELS), etc.] to monitor the surface char-
acterization of thin films consisting of SWCNTs. The tech-
niques are all based on monitoring electrons or photons
emitted from the material when excited with high energy
electrons or X-rays. Photoelectron spectroscopy utilizes pho-
toionization and energy-dispersive analysis of the emitted
photoelectrons [51]. This is useful for the study of the com-
position as well as the electronic state of the surfaces. In
X-ray photoelectron spectroscopy, the photon is absorbed
by an atom in a molecule or solid, leading to ionization and
the emission of a core (inner shell) electron. By contrast,
ultraviolet photons can be used to probe valence levels.

The kinetic energy (KE) distribution of the emitted pho-
toelectrons is measured using an electron energy analyzer
and allows one to deduce the binding energy (BE) of the
electron:

A+ h� −→ A+ + e−

KE = h� − BE

The exact binding energy of an electron varies with the oxi-
dation state as well as chemical environments giving rise to
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“chemical shifts.” An XPS spectrum of a nanotube film is
shown in Figure 21.

Another technique that can be used to determine the
atomic neighbors is extended X-ray absorption fine struc-
ture. The modulations noticed in the X-ray absorption spec-
trum arise from interference of the outgoing photon with
the reflections from the neighboring atoms. This spectrum
can then be used to determine the size and distances of the
neighboring atoms from the atom of interest. Herrera et al.
used EXAFS and X-ray absorption near edge structures
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(XANES) to monitor the production of SWCNTs under
varying catalyst concentrations [52]. The XANES spectra are
shown in Figure 22. The EELS technique has also been used
to assess the valence state of carbon atoms [53].

2.3. Chromatography

Chromatographic based techniques are used for solubi-
lized SWCNTs to separate different components and con-
stituents of SWCNT material. Different mass fractions can
be identified with mass spectrometry in conjunction with
gas chromatography and matrix desorption. This informa-
tion in turn can be utilized to establish the nature and extent
of the derivatization of the SWCNT materials and matri-
ces with SWCNTs. Early successes are achieved in “purifi-
cation” of the SWCNT material by using HPLC columns
[54]. Recently, HPLC has been used to separate the SWCNT
tubes and ropes by their lengths [55].

2.3.1. GC MS and TOF MS
The identification and quantification of trace organic con-
stituents of the SWCNT material extractable by water or
any organic solvent are done by gas chromatographic meth-
ods. In gas chromatography, a mobile phase (a carrier gas
such as nitrogen or helium) and a stationary phase (capillary
column coating) are used to separate individual compounds.
When the sample solution is introduced into the column,
the organic compounds are vaporized and moved through
the column by the carrier gas. They travel through the col-
umn at different rates, depending on differences in partition
coefficients between the mobile and stationary phases. The
electrolytic conductivity detector is used to monitor halo-
carbons and nitrogen containing compounds. The electron
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Figure 22. Near edge spectra XANES obtained at the K edge of Co
(E0 = 7�709 eV) on a fresh Co � Mo/SiO catalyst (Co � Mo = 1 � 2),
pretreated in H2 (500 �C) /He(700 �C), and after the growth of carbon
nanotubes by decomposition of 50% CO/He at 700 �C for reaction
periods of 10 and 30 min. The XANES of a Co foil is included for
comparison. Reprinted with permission from [66], W. E. Alvarez et al.,
Carbon 39, 547 (2001). © 2001, Elsevier.

capture detector usually is used for the analysis of com-
pounds that have high electron affinities such as halogens,
peroxides, quinines, and nitro groups. The flame ionization
detector is also widely used because of its high sensitivity
to organic carbon-containing compounds. Mass analysis of
the large fullerenes found in the SWCNT material is car-
ried out using a time-of-flight mass spectrometric detector
connected to a matrix assisted laser desorption/ionization
(MALDI) system as shown in Figure 23 [56].

2.3.2. HPLC
This method is used for identification and quantification of
trace organic constituents and soluble fullerenes extractable
by organic solvents like toluene, dichlorobenzene, carbon
disulfide, and others. High performance liquid chromatog-
raphy is an analytical technique in which a liquid mobile
phase transports a sample through a column containing a
stationary phase. Selection of a suitable column is very cru-
cial and the researchers used columns including Styragel
HMW7, C18, and Plgel Mixed-A columns. The interaction
of the sample with the stationary phase selectively retains
individual compounds and permits separation of sample
components. Of special concern for HPLC is the mask-
ing of the absorbance region of the HPLC mobile phase
and its additives. This may reduce the range and sensitiv-
ity of the detector to sample components. This test method
is applied for the determination of monoaromatic, diaro-
matic, and polyaromatic hydrocarbon contents in toluene
extracted solutions from raw nanotube material produced by
arc, laser, or HiPco methods [57]. The total aromatic con-
tent in % m/m is calculated from the sum of the individual
aromatic hydrocarbon types (Fig. 24). This test method is
calibrated for distillates containing from 4 to 40% (m/m)
monoaromatic hydrocarbons, 0 to 20% (m/m) diaromatic
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Figure 23. LDI-TOF mass spectral patterns recorded under identical
conditions on HiPco raw samples soft baked for varying times. The
raw sample showed a mass spectral span of 1800–4500 amu with the
maximal intensity at 2600 amu. The masses were evenly separated at a
spacing of 24 amu. Note that the mass number for maximal intensity
has shifted to higher mass numbers in the oxidized samples indicat-
ing a lower threshold for low-molecular weight carbonaceous species.
Reprinted with permission from [56], S. Ramesh et al., J. Phys. Chem.
B 107, 1360 (2003). © 2003, American Chemical Society.
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Figure 24. HPLC chromatogram of toluene extract of SWCNTs pro-
duced in a laser oven. The Y -axis is absorption at 316 nm wavelength.
This sample has ∼4% by weight of C60 and C70, plus a small amount of
higher soluble fullerenes (C76, C78, and C84�.

hydrocarbons, 0 to 6% (m/m) polycyclic aromatic hydro-
carbons, and 4 to 65% (m/m) total aromatic hydrocarbons.
The precision of this test method has been established for
an extract of soluble fullerenes and their blending com-
ponents, containing from 4 to 40% (m/m) monoaromatic
hydrocarbons, 0 to 20% (m/m) diaromatic hydrocarbons, 0
to 6% (m/m) polycyclic aromatic hydrocarbons, and 4 to
65% (m/m) total aromatic hydrocarbons.

2.4. Magnetic Resonance

Two of the prominent magnetic resonance techniques are
electron spin resonance (ESR) and nuclear magnetic reso-
nance. In the case of ESR, one monitors the precession of
the valence electron in a strong magnetic filed. The ESR
spectrum can be used to study the effect of ligands and
chemical environments by monitoring the shape, symme-
try, width, and splitting of the ESR lines. Figure 25 shows
that ESR spectral features change during purification. Petit
et al. [58] reported microwave resistivity and ESR of laser
grown SWCNTs and observed that the system remained
metallic even at low temperatures. Theoretical work by
DeMartino et al. [59] successfully explained the double-peak
nature of the ESR spectrum to spin-charge separation.

The nuclear magnetic resonance methods are used to
measure the hydrogen content (from 1H NMR) and carbon
content (by the 13C NMR). Kleinhammes et al. [60] studied
the hydrogen adsorption in carbon nanotubes by following
the kinetics of adsorption and desorption as a function of
temperature and pressure. The electronic structures of the
SWCNTs are also determined by relaxation times of 13C
NMR signals [61]. The fast relaxing component is attributed
to metallic tubes. Figure 26 shows the effect of spinning
(MAS stands for magic angle spinning) on the NMR spectra
of SWCNT samples. It was found to account for one-third of
the sample which is consistent with random chirality of the
SWCNTs. It is also noted that exposure to small amounts of
oxygen can drastically change the relaxation behavior of the
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Figure 25. Electron spin resonance signal of unpurified and purified
SWCNTs recorded at 9 GHz and at 300 K as a function of the static
magnetic field. The former shows the huge ferromagnetic resonance
line coming from the catalytic particles, while this signal is almost absent
on the latter. Reprinted with permission from [86], Le T.-N et al., Nano
Lett. 2, 1349 (2002). © 2002, American Chemical Society.

NMR signals. The proximity of paramagnetic or ferromag-
netic impurities (catalysts used in SWCNT production) may
cause broadening of the NMR linewidths [62].

2.5. Thermal Methods

The following thermal methods rely on monitoring the
weight, heat content, and reactivity of the SWCNTs as a
function of elevated temperatures. These constitute one
set of analytical techniques where the sampled material is
destroyed or altered permanently. However, these can be
used for quantitative estimation of purity of SWCNT sam-
ples and also yield very crucial information on thermal
stability of these materials. The change in heat content is
monitored by DSC where the phase transformations from
crystalline to amorphous and/or glassy states are recorded.

2.5.1. TGA and TPO
Thermogravimetric analysis is used to monitor the changes
in weight of the sample with increasing temperature [63].
Normally, this is done in air and at a ramp rate of 5 to 10
degrees per minute. The effects of compacting, ramp rate
of the furnace, and type of gas used for TGA are discussed
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Figure 26. The static and MAS (spun at 11.7 kHz) 13C spectra of
SWCNT. The isotropic shift is 124 ppm based on the MAS spectrum.
The fit is the powder pattern of a chemical shift tensor with �11 =
195 ppm, �22 = 160 ppm, and �33 = 17 ppm. Reprinted with permission
from [61], X.-P. Tang et al., Science 288, 492 (2000). © 2000, American
Association for Advancement of Science.

in a recent presentation [64]. A faster ramp rate is observed
to result in premature combustion and excessive compacting
reduces the extent of oxidation (Figs. 27, 28). The peak of
the derivative (dm/dT ) plotted in Figure 27 is now regarded
as indicative of the temperature of oxidation. For SWCNTs,
this will shift to lower temperatures for small diameter tubes
and derivatized tubes (which can burn easily). At tempera-
tures beyond 1073 K, the ash content can be attributed to
metal oxides and therefore can be used to estimate the metal
content of the SWCNT material. This technique is one of
the few quantitative techniques that can be used to com-
pare different purification methods (by comparing the metal
contents of the samples).
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Figure 27. TGA traces of unpurified HipCO nanotubes (100 sccm air,
2.5 �C/min ramp rate; the same sample was measured three times).
Small differences in the TGA traces are attributed to the inhomogeneity
of the sample.
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Figure 28. Burning temperature (T0, defined as a maximum in the
weight loss rate) and its standard deviation dependence on the ramp
rate in TGA. Run parameters and samples are similar to those in
Figure 28. T0 increases by ∼70 �C as heating rate goes from 1 to
30 �C/min. Standard deviation of T0 also increases, due to uncontrolled
combustion above 5 �C/min.

Also, the shape and size of the derivative signals used
are indicative of the “temperature of oxidation.” The oxida-
tion temperature is noted to decrease with smaller diameter
tubes and also when the nanotubes have extensive derivati-
zation and/or defects [65].

In the temperature programmed oxidation technique, the
material is submitted to a programmed temperature increase
in an oxidizing mixture of gas (small percentage of oxygen in
inert gas) and the reduction or oxidation rates are continu-
ously measured by monitoring the change in composition by
chemical means or by weight. In general, TPO studies are
carried out under low partial pressure of the reactive gas. In
this way it is possible to observe the intermediate reactions,
depending on analytical conditions such as temperature rate,
flow rate, and concentration of reactive gas. Alvarez et al.
used this to separate out the peaks in the TGA data (Fig. 29)
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Figure 29. TPO traces of SWCNTs produced by decomposition of CO
on Co:Mo catalyst of varying composition. A continuous flow of 5%
O2 in He is passed over the material while the temperature is lin-
early increased at 11 �C/min ramp rate. The evolution of CO2 produced
by the oxidation of the carbon species is monitored by a mass spec-
trometer. The arrow indicates the center of the peak corresponding
to the oxidation of the SWCNT. Reprinted with permission from [87],
B. Kitiyanan et al., Chem. Phys. Lett. 317, 497 (2000). © 2000, Elsevier
Science.
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and could identify and estimate the different types of carbon
in the SWCNT sample [66].

2.5.2. DSC
Differential scanning calorimetry uses an indirect method
of estimating the heat content of the sample as a function
of temperature. The DSC spectrum can be used to monitor
exothermic and endothermic reactions, and transition tem-
peratures between different phases. This becomes especially
useful when nanotubes are used to make composite materi-
als for strength or conductivity enhancements. Also, peaks
in the derivative signals of DSC can be used to determine
curing temperatures, glass transition temperatures, and crys-
tallization temperatures [67].

2.6. Miscellaneous Methods

2.6.1. XRD
One of the early methods used to monitor the extent of crys-
tallinity was X-ray diffraction of SWCNT material [68]. The
sharpness of the peaks at low angles increases with increased
purity and crystallinity (Fig. 30). The broad background in
the XRD spectrum at larger angles is attributed to the extent
of amorphous content. This technique has also been used
for estimating the diameter distribution [69] and the phonon
density of states of SWCNTs [70].

2.6.2. Optical Microscopy
Resolution of the optical microscope is limited by numer-
ical aperture and wavelength of light and does not exceed
400–500 nm. So it is not useful for imaging nanotubes and
even large bundles. But optical microscopy has been utilized
to assess nanotube dispersion in polymer films [71]. Nano-
tubes were dispersed in polyimide, and optical transmission
micrographs of the resulting films were used to compare
the degree of nanotube dispersion (Fig. 31). Dispersion of
purified nanotube material in DMF is studied by drying a
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Figure 30. X-ray diffraction pattern of laser oven SWCNTs annealed in
vacuum at 1000 �C. Reprinted with permission from [7], A. Thess et al.,
Science 273, 483 (1996). © 1996, American Association for Advance-
ment of Science.
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Figure 31. Optical transmission images of a SWCNT (0.05%) dispersed
relatively well (A) and worse (B) in polyimide film.

drop of nanotubes suspended in DMF on a glass slide. For
a quantitative comparison, one can resort to algorithms that
can count the size and number of aggregates in the image.
It is to be noted that the drying process may alter the state
of aggregation of nanotube material. Optical microscopy is
more useful for dispersability study when higher concentra-
tions of nanotubes (>0.1 mg/mL) are used. For low concen-
trations (0.01 mg/mL), normal transmission study may be
sufficient for this evaluation (see Section 2.2.1).

2.6.3. Surface Area and Surface Energy
Measurements

A variety of applications including supercapacitors and
rechargeable batteries depend on the availability of the large
surface area of the SWCNTs. It is to be noted that the avail-
able surface area varies with the functional groups attached
to the nanotubes as well as the number of dangling bonds.
This in turn determines the surface energy of the nanotube
material that affects the extent of adhesion of the SWCNTs
to the surrounding matrix material. The BET surface area
analyzer estimates the specific external surface of a solid by
determining the volume of a specific gas that is absorbed
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Figure 32. N2 adsorption isotherms (77.6 K) for the raw SWCNTs and
a sample purified using the complete two-step process. Isotherm for a
sample which skipped Step 1 (DMF/EDA treatment) and was subjected
only to the HCl treatment/wet oxidation (Step 2) is also shown for com-
parison. Reprinted with permission from [77], M. Cinke et al., Chem.
Phys. Lett. 365, 69 (2002). © 2002, Elsevier Science.

under controlled conditions [72]. Surface area and pore vol-
ume can be determined using a commercial instrument such
as a BET COULTER SA 3100. The method consists of one-
hour gas evacuation at 393 K and of determination of the
pore volume introducing helium gas, followed by adsorption
of nitrogen at the temperature of liquid nitrogen (77 K).
The system performs automatic single-point and multipoint
BET surface area, full adsorption and desorption isotherms,
and pore volume distributions. One can use other gases such
as krypton, hydrogen, carbon dioxide, and saturated hydro-
carbons. A typical single-point surface area analysis takes a
few hours, while a full adsorption/desorption isotherm can
take up to 3 days to complete (Fig. 32).

The surface areas of SWCNTs are reported to be in the
range of 300 to 3000 m2/g. Early work on the surface area
determination of SWCNTs was prompted by the possibil-
ity of high hydrogen adsorption [73–75]. Other applications
such as supercapacitors and catalysts required precise sur-
face area and pore size measurements [76, 77]. Improved
performance of supercapacitors using single walled CNT
electrodes was reported by Young Hee Lee of Sung Kyun
Kwan University, Korea. The heat treatment at high temper-
ature was necessary to increase the capacitance and reduce
the CNT-electrode resistance. The increased capacitance
was well explained by the enhancement of the specific sur-
face area and the abundant pore distributions at lower pore
sizes of 30 to 50 angstroms estimated from the BET (N2�
measurements [78].

Direct measurement of surface energy can use inverse gas
chromatography (Hans Darmstadt, Univ. Laval [79]). Sur-
face energy of the SWCNTs can also be estimated by mea-
suring the contact angle with different solvents and surfaces.
Initial experiments seem to indicate low contact angle with
water and other common solvents [80].

GLOSSARY
Bucky peapods Nanoscale material consisting of string of
buckyballs (cage-like carbon clusters) enclosed inside carbon
nanotube.

Chemical vapor deposition Chemical process based on
catalytically assisted decomposition of gas-phase precursor
molecules.
Chirality Property of an object that is not superimposable
on its mirror image.
Chromatic aberrations Wavelength-dependent artifacts in
imaging that occur because the refractive index of the lens
material varies with wavelength.
Field emission electron gun (FEG) Electron source based
on extremely sharp tip. Electric field in the tip vicinity is high
enough to allow electron emission without thermal assis-
tance (or with very low thermal assistance).
Nanohorns Nanoscale material made of graphene sheets
rolled into capped cones.
Nanorope Term used to describe a bundle of nanotubes
held together by Van der Waals forces. Nanoropes are not
twisted, unlike real ropes.
Numerical aperture The sine of the vertex angle of the
largest cone of meridional rays that can enter or leave an
optical system or element, multiplied by the refractive index
of the medium in which the vertex of the cone is located.
Spherical aberrations Imaging artifact caused because a
spherical lens does not focus parallel rays to a point, but
along a line.
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1. INTRODUCTION
Analytical ultracentrifugation (AUC) is a powerful fraction-
ating technique for polymer and particle characterization
and has played a significant part in the understanding
of colloidal but especially macromolecular systems start-
ing with the pioneering work of Svedberg and co-workers
[1, 2] who initially invented this technique for the char-
acterization of particle sizes [1, 3]. However, it soon
turned out that the technique was also well suited to the
study of macromolecules, especially biopolymers, so that
interest shifted almost exclusively to the study of macro-
molecules. One important result of the early work was
the proof that macromolecules truly exist and that they
are not aggregates of small molecules as was heavily
debated at the time. Since that time, analytical ultracen-
trifugation has gained importance and become one of the
most important characterization techniques for polymers
mainly in biophysics/biochemistry. By 1970, there were about
1500 analytical ultracentrifuges in operation throughout
the world. However, evaluation of the experimental results
was tedious and time consuming in many cases because
the results had to be derived from photographic records.
With the advent of faster, cheaper, and more convenient
techniques such as light scattering (LS), the importance

of the analytical ultracentrifuge decreased so that, by the
end of the 1980s, only a few old instruments were still
in use. The use of this technique for nanoparticle charac-
terization appeared forgotten and only a few specialized,
mainly industrial laboratories, still applied AUC for particle
characterization.

However, in the beginning of the 1990s, Beckman Instru-
ments released a new analytical ultracentrifuge—the Optima
XL-A—equipped with a scanning absorption optical sys-
tem [4]. This modern and fully computer controlled instru-
ment led to a resurrection of analytical ultracentrifugation as
the data acquisition was much simplified so that, nowadays,
modern computer technology and powerful software can be
applied for fast and rigorous evaluation (e.g., fitting experi-
mental data to a model, handling of multiple data sets, etc.).

Analytical ultracentrifugation is an absolute method
requiring no standards and covering a broad application
range of molar masses between 200 and 1014 g/mol and parti-
cle sizes between less than 1 and 5000 nm. The power of the
technique lies in the fractionation of the sample into its com-
ponents either according to their molar masses/particle sizes
or to their structure/density without the need for any station-
ary phase as required in many chromatographic methods.
The fractionation enables the measurement of distributions
of molar masses, particle sizes, and densities, and differ-
ent types of basic experiments with the same instrument
can yield complementary physicochemical information. Also,
sedimentation equilibrium analysis is based on solid ther-
modynamics. Often, analytical ultracentrifugation is the only
applicable technique if complex mixtures are to be inves-
tigated. For example, a unique feature of the technique is
that interactions between molecules and/or particles can be
investigated over a wide range of concentrations without
perturbing the chemical equilibrium [5]. This is important
for the study of biologically relevant relatively weak interac-
tions (K ≈ 10–100 M−1) but can, in analogy, be adapted to
any kind of interaction such as macromolecule–particle.

The range of samples that can be investigated by ana-
lytical ultracentrifugation is extremely wide and includes all
systems that consist of a solvent and a dispersed or dissolved
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68 Analytical Ultracentrifugation of Nanoparticles

substance spanning from gels to microgels and dispersions
and emulsions to solutions. Also, there are no limitations
on the choice of solvent even at extreme pH. This results in
a whole variety of applications, and although the technique
has already existed for about 80 years, there are still new
methods and applications coming up. This review will give
the basics of the technique but will also discuss the modern
applications and recent trends of the last few years. Here,
the methods that have been developed for polymer analysis
but are, in principle, adaptable to nanoparticle analysis are
also mentioned to give the reader the full array of available
experimental or evaluation methods.

2. INSTRUMENTATION
An analytical ultracentrifuge is an ultracentrifuge with one
or several optical detection systems that allow for the obser-
vation of a sedimenting sample in a centrifugal field of up
to 290,000-fold the gravitational force (see Fig. 1). The sam-
ple is placed in a single- or double-sector cell (see Fig. 1)
where the sector shape prevents convection during sedi-
mentation due to the radially sedimenting sample. In addi-
tion to the two optical systems that modern machines are
equipped with (see Fig. 1) and that detect the radially
changing concentration in the cell, the Schlieren optical sys-
tem, which detects the refractive index/concentration gradi-
ent, can also be applied. It delivers the first derivative of
the radial concentration gradient and is thus well suited to
watch sedimenting boundaries during sedimentation velocity
experiments. The typical Schlieren peak is probably the most
well known experimental output of an analytical ultracen-
trifuge. All three optical systems have their special advan-
tages. The UV-absorption optics combines sensitivity with
selectivity due to the variable detection wavelength, whereas
the Rayleigh interference optics yields accurate experimen-
tal data due to the acquisition of a number of interference
fringes, which are then evaluated via a fast Fourier transfor-
mation. However, the interference optics can only determine
relative concentration changes with respect to a fixed point,
which is usually the meniscus air/solution. The Schlieren
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Figure 1. Optical detection systems of the Optima XL-I analytical
ultracentrifuge. Left: UV/vis absorption optics. Right: Rayleigh inter-
ference optics based on the construction of Laue [6]. Reprinted with
permission from G. Ralston, Introduction to Analytical Ultracentrifu-
gation, Beckman Instruments, Fullerton, CA. (1993). © 1993, Beckman
Coulter.

optics is well suited for high concentration or density gra-
dient work and all kinds of experiments where a derivative
of the concentration gradient is needed for the evaluation
(e.g., the determination of the z-average molar mass from
sedimentation equilibrium). The Schlieren optics is similar
to the setup of the Rayleigh interferometer in Figure 1 but
has a phase plate or knife edge in the focus of the condenser
lens as an additional element.

The Schlieren optics was widely considered to be the least
sensitive of the three detection systems, but it was shown
that the sensitivity equals that of the Rayleigh interferom-
eter [7]. An ultrasensitive Schlieren optical system has also
been described [8]. However, despite the equipment of many
ultracentrifuges with video cameras to save the photographic
evaluation of the experimental traces, fully automated eval-
uation of the images was very difficult and only reported
in one case [9] until the recent introduction of an on-line
Schlieren optical system [10].

The typical optical patterns derived by the three detec-
tion systems are shown in Figure 2. For an extensive
description of these optical systems, see [11]. For modern
ultracentrifuges, only the Rayleigh interferometer (as an
on-line detector) and the absorption optics are still avail-
able although the Schlieren optics was recently adapted for
use in the Beckman Optima XL/XL-I [12]. Other detection
systems include a fluorescence detector [13] and a turbidity
detector specially designed for particle size analysis mainly
of latexes [14–17].

The fluorescence optical system is extremely sensitive and
allows for the selective investigation of components with
concentrations as low as 10 ng/mL even in mixtures with
a much larger amount of other components. A prototype

1)

2)

3)

Upper Plateau

Lower Plateau
Baseline

Sample meniscus

Solvent meniscus

Boundary region

Radius

A
b
s
o

rb
a

n
c
e

0

Figure 2. Photographically recorded optical data obtained from the dif-
ferent detection optics of an analytical ultracentrifuge for the same
sample. (1) Schlieren optics, (2) Rayleigh interference optics, and
(3) absorption optics. The lower diagram presents the output for scan-
ning absorption optics. Reprinted with permission from [19], H. K.
Schachman, Ultracentrifugation in Biochemistry, 1959, Academic Press,
© 1959, Academic Press and with permission from G. Ralston, Intro-
duction to Analytical Ultracentrifugation 1993, Beckman Instruments,
© 1993, Beckman Coulter.
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fluorescence detector for the Optima XL-I ultracentrifuge
has recently been constructed [18] so that now a third detec-
tor is commercially available, which can be simultaneously
used in a modern analytical ultracentrifuge. The turbidity
optics, on the other hand, proves its virtues for the analy-
sis of particle size distributions, even if they span the entire
colloidal range; as with the appropriate correction of the
particle concentration for MIE scattering, even weakly scat-
tering small particles can be precisely characterized in the
presence of strongly scattering large particles.

It is generally advantageous to combine several optical
systems. In particular, the combination of the Rayleigh inter-
ference optics and the ultraviolet/visible (UV/vis) absorp-
tion optics can yield important information about complex
systems where, for example, an absorbing component is
selectively detected with the absorption optics, whereas the
Rayleigh interferometer detects all components. For exam-
ples, see [20] or Figure 18.

3. BASIC EXPERIMENTS
There are four basic types of experiments that can be per-
formed with an analytical ultracentrifuge. Each of them can
deliver its own range of physicochemical information on
the sample. The different experimental approaches will be
treated in the following section. Table 1 outlines the char-
acteristics of each experiment type and the most important
accessible parameters.

3.1. Sedimentation Velocity Experiment

A sedimentation velocity experiment is carried out at high
centrifugal fields and is the most important AUC technique
for nanoparticle characterization. Here, the molecules/
particles sediment according to their mass/size, density, and
shape without significant back diffusion according to the
generated concentration gradient. Under such conditions,
a separation of mixture components takes place and one
can detect a steplike concentration profile in the ultra-
centrifuge cell usually exhibiting an upper and a lower
plateau (see Fig. 2, lower trace). Each step corresponds to
one species. If one detects the radial concentration gra-
dient in certain time intervals, the sedimentation of the

Table 1. Basic experiment types in analytical ultracentrifugation and their characteristics and basic accessible parameters.

Operative term in the Main accessible
Experiment Lamm equation (8) Characteristics of experiment physicochemical parameter

Sedimentation Sedimentation term prevails High rotational speed Sedimentation coefficient
velocity (3.1) over diffusion term

Synthetic boundary Only diffusion term operative Low rotational speed, Diffusion coefficient
experiment (3.4) synthetic boundary cell

Sedimentation equilibrium Both terms operative, equilibrium Low to moderate rotational speed Molar mass, equilibrium constants,
(3.2) between sedimentation and and stoichiometries of interacting

diffusion systems

Density gradient (3.3) Both terms operative, equilibrium Moderate to high rotational speed, Density
between sedimentation and establishment of a radial solvent
diffusion density gradient

molecules/particles can be monitored. This is demonstrated
in Figure 3a.

From the velocity of the sedimenting boundary, one can
determine the sedimentation coefficient s according to

s = ln�r/rm�
�2t

(1)

where r is the position of the midpoint or second-moment
point of the moving boundary, rm the radial distance of
the meniscus, t the time, and � the angular velocity of the
rotor. The sedimentation coefficient is a concentration- and
pressure-dependent quantity that can be taken into account
by appropriate correction or by extrapolation of a concen-
tration series to zero concentration. A plot of ln(r /rm� vs.
�2t is a line in which the slope s is equal to the sedimenta-
tion coefficient (see Fig. 3b). The sedimentation coefficient
is measured in svedbergs (S) where 1 S = 10−13 s. If the
diffusion coefficient D is known from other experiments
(light scattering, ultracentrifugation, etc.), one can calculate
the molar mass of the sample according to the Svedberg
equation:

M = sRT

D�1− v̄�� (2)

where M is the molar mass of the sample, R the gas con-
stant, T the thermodynamic temperature, v̄ the partial spe-
cific volume, and � the solvent density. The partial specific
volume is a critical value, but it can be determined with
good precision in a density oscillation tube if enough sample
material is available. For hybrid particles in mixtures with
different compositions, v̄ cannot be measured as only the
average over all particles in the mixture is obtained. Here,
the workaround of reasonable assumptions must be applied
or quantitative density gradient experiments can yield the
average density from the density distribution.

In general, sedimentation velocity experiments offer a
good possibility for the rapid determination of particle
size distributions and molar mass but also of equilib-
rium constants of interacting systems, which is especially
advantageous for unstable systems that cannot be subjected
to sedimentation equilibrium experiments due to possible
sample degradation during the experiment [22].
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Figure 3. Sedimentation velocity experiment on bovine serum albu-
min in 0.5 N NaCl at 50,000 rpm and 20 �C. (a) Experimental raw
data acquired with scanning absorption optics at 280 nm. Scan inter-
val 10 min. Radius means the radial distance to the center of rotation.
(b) Sedimentation coefficient calculated from (1). (c) sedimentation
coefficient distribution from the time derivative method (3) and [21].

3.1.1. Moving-Boundary Method
Many procedures for the determination of s from sedimen-
tation velocity data are available which cannot all be named
here. Some of them like the moving-boundary method [23]
allow an evaluation of the diffusion coefficient from the
spreading of the boundary during the proceeding experiment
[24] and thus a calculation of M . However, the calculation
of D from the boundary spreading suffers from the require-
ment of reasonably monodisperse or at least reasonably
separated samples because polydispersity leads to a bound-
ary spreading proportional to time whereas diffusion goes
only with the square root of time. If the whole boundary

spreading is only attributed to the diffusion spreading for
polydisperse samples, the determined diffusion coefficient
can be found to be significantly too high. Whereas poly-
dispersity is often not an issue for biopolymers, it can be
serious in nanoparticle analysis in that it can lead to erro-
neous results if the diffusion coefficient is determined by this
method. Therefore, in nanoparticle analysis, the diffusion
coefficient should be determined by other methods such as
dynamic light scattering or flow–field–flow fractionation.

3.1.2. van Holde–Weischet Method
A problem arising from the diffusion broadening of bound-
aries is that the boundaries of several components can be
smeared so that the overall boundary appears to be that of
a single component. An approach to removing the effects of
boundary spreading by diffusion and thus enabling calcula-
tion of the integral diffusion-corrected s distribution G�s�
was introduced by van Holde and Weischet [25]. This is done
by selecting a fixed number of data points from one exper-
imental scan that are evenly spaced between the baseline
and the plateau. Then, an apparent sedimentation coeffi-
cient s∗ is calculated for each of the data points and plotted
versus the inverse root of the run time, yielding the typical
van Holde–Weischet plot (see Fig. 4).

If a linear fit of the corresponding s∗ (one slice) is per-
formed, the integral diffusion-corrected sedimentation coef-
ficient distribution G�s� can be obtained from the y values
at infinite time in the van Holde–Weischet plot. In the case
of a single monodisperse component, the lines intersect in
one point (see Fig. 4). For multiple components, the corre-
sponding number of intersects is obtained whereas the inter-
section point is shifted to times less than infinity in the case
of nonideality. Therefore, the van Holde–Weischet analy-
sis is a rigorous test for sample homogeneity or nonideality
[25–31].

3.1.3. Time Derivative Method
In many cases, particles are polydisperse or one detects a
multimodal distribution. In such cases, it is of interest to
determine the sedimentation coefficient distribution G�s�
or the differential form thereof g�s�. Although this is, in
principle, possible by the van Holde–Weischet method, a
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Figure 4. Typical van Holde–Weischet plot of a sedimentation veloc-
ity experiment with a monodisperse system. Reprinted with permission
from [26], K. Schilling, Ph.D. thesis, Potsdam (1999).
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better suited method for the determination of g�s� is the
time derivative method [21, 32, 33], which determines the
time derivative of the radial scans acquired at different times
according to

g�s∗�t =
(
��c�r� t�/c0�

�t

)(
�2t2

ln�rm/r�

)(
r

rm

)2

(3)

where g�s∗� equals the true distribution g�s� in cases where
diffusion can be ignored. An example for bovine serum albu-
min is given in Figure 3c. An important advantage of this
procedure is significant improvement in the signal-to-noise
ratio of the experimental data because two scans are sub-
tracted from each other so that systematic errors in the
optical patterns cancel out and the random noise decreases.
This approach takes advantage of the rapid data acqui-
sition of modern analytical ultracentrifuges (Rayleigh inter-
ference optics) where 100 or more scans per velocity
experiment are no longer an experimental problem. Hence,
even scans for very diluted solutions where the sedimenting
boundary can hardly be seen in the raw scans can be eval-
uated with the time derivative method. By that means, con-
centrations as low as 10 �g/mL can be investigated so that
interacting macromolecules and particles can be addressed
in a concentration range previously not accessible with the
analytical ultracentrifuge. However, a drawback of the time
derivative method is that only scans from a relatively nar-
row time interval can be used for a single evaluation so
that, in fact, no full advantage is taken of the possibility to
scan several hundreds of experimental scans throughout an
experiment.

If diffusion is significant, extrapolation of the g�s∗� curves
calculated for different times to infinite time yields the true
distribution. The diffusion coefficient can also be derived
from the g�s∗� distribution using the maximum of the g�s∗�
curve [21]:

g�s∗�max =
(

s

2�D

)1/2

��3rm�

(
t√

1− e−2�2st

)
(4)

and thus a plot of g�s∗�max vs. t/
√
1− e−2�2st yields a line

with a slope proportional to the square root of s/D so
that the Svedberg equation can be applied to derive the
molar mass

M = 2�RT
�1− v̄���6r2m

(slope)2 (5)

However, for heterogeneous systems, the molar mass can be
underestimated by 10–20%.

Another way of determining D from g�s∗� is to look at
the standard deviation � of a Gaussian distribution fitted to
g�s∗�:

D = ���2trm�
2

2t
(6)

If a solution is analyzed where just different conforma-
tions of the same molecule or different particle shapes with
the same molar mass or small amounts of aggregates are
present, M and thus s/D can be fixed in the Svedberg equa-
tion for each component [Eq. (2)] to give the basis for a

very sensitive analysis—the so-called conformational spectra
(CON-SPEC) [34]. Combining (2) and (6) with the equation
for the Gaussian distribution function yields

g�s∗� = A√
2 g�s∗�max�J

exp
(−�s∗ − g�s∗�max�

2

2�g�s∗�maxJ �
2

)
(7)

where A is the amount of the considered species and

J = 2RTt
��2trm�

2�1− v̄��M
is the collection of all known terms in the analysis. AsM has
to be known, J can be calculated so that only A and s can
vary in (7). When � in the Gaussian distribution function is
replaced with the value of the standard error of the determi-
nation of g�s∗�max, a sort of mass spectrum is obtained where
broad sedimentation coefficient distributions are replaced by
sharp error-related distributions. This gives a very sensitive
analysis for marginal differences in s even in the second digit
for different components (see Fig. 5).

The determination of g�s∗� can yield a lot of important
information besides the sample homogeneity and number of
components. In the case of interacting systems, for exam-
ple, interaction constants can be derived [35–37]. If mul-
tiple Gauss curves with a maximum at fixed s are fitted
to g�s�, then each of them corresponds to one component
[38]. By that means, the aggregation state as well as the
corresponding concentration of the different aggregates can
be determined for aggregating systems so that the equilib-
rium constant and thus the free enthalpy of the association
steps is accessible. An example of the advantageous applica-
tion of this technique was reported for the precrystallization
aggregation of lysozyme, which yielded the smallest oligomer
capable of forming a crystal [39].

3.1.4. Fitting to Approximate or Finite-Element
Solutions of the Lamm Equation

One new and recently much investigated approach has
proved useful for the determination of s and D and thus M
as well as the concentrations of individual components from
sedimentation velocity data as in Figure 3a. This is the fit
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Figure 5. CON-SPEC (s20�w� for �-actinin showing a modest conforma-
tional change upon an increase in salt concentration from 50 to 150 mM
KCl. That the change is only marginally significant can be seen from
the slight overlap of the two functions. Reprinted with permission from
[34], N. Errington, et al., Biophys. Chem. 80, 189 (1999). © 1999,
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of a series of radial concentration profiles to approximate
solutions of the Lamm [40] differential equation of the ultra-
centrifuge [41–46] or finite-element solutions of the Lamm
equation [47–50]:

�c

�t
= D

(
�2c

�r2
+ 1
r

�c

�r

)
︸ ︷︷ ︸
Diffusion term

− �2s

(
r
�c

�r
+ 2c

)
︸ ︷︷ ︸

Sedimentation term

(8)

As the Lamm equation (8) is the fundamental equation in
analytical ultracentrifugation capable of describing all types
of ultracentrifuge experiments, fitting of experimental data
to this equation is a potentially very powerful approach.
However, a drawback is that this method is clearly model
dependent. Nevertheless, it is widely applicable and can
quite accurately determine the sedimentation and diffusion
coefficients even in mixtures of up to three components as
long as the proper fitting function is used, the individual
components are reasonably monodisperse (see the discus-
sion about boundary broadening), and the individual com-
ponents have differences in s of a factor of 1.5 or more.
For smaller s differences, the van Holde–Weischet method
is better suited. In the case of unknown samples, the van
Holde–Weischet method can be used first to determine the
type of system under investigation so that the correct model
can be used for fitting the Lamm equation.

If mixtures of more than three components have to be
analyzed, the s and D values of some components have to
be known in order to get reliable fitting results. The fitting
of experimental data to solutions of the Lamm equation has
its special merits for small macromolecules or nanoparticles
that sediment so slowly (s < 1 S) that they do not clear the
meniscus. Furthermore, such approaches permit the rapid
determination of molar masses with an accuracy of 10%
within 15–30 min after the start of a sedimentation equilib-
rium experiment using a modified Archibald approach [50].
This is especially important for unstable samples that have
to be characterized rapidly.

Very recently, the requirement of monodisperse samples
for fitting of the Lamm equation was overcome so that now
even the sedimentation coefficients and molar mass distri-
butions of polydisperse samples can be investigated [51].
However, this approach suffers from the necessary prior
knowledge of v̄ (no serious problem) and the frictional ratio
f /f0 of the sample (f is the frictional coefficient and f0 is
the frictional coefficient of the spherical particle having the
same mass and v̄ as the sample under consideration). If the
frictional ratio is not known, it can also be fitted, which, in
turn, allows conclusions about the particle shape.

The most significant advantage of this approach for
nanoparticle analysis is the possibility to correct for the
effects of diffusion on the broadening of the sedimenting
boundary so that diffusion-corrected sedimentation coeffi-
cient distributions can be obtained reflecting the true sample
polydispersity. The method was recently shown to yield reli-
able results for different model systems [52].

3.2. Sedimentation Equilibrium Experiment

In contrast to the sedimentation velocity run, a sedimen-
tation equilibrium experiment is carried out at moderate
centrifugal fields. Here, the sedimentation of the sample

is balanced by a back diffusion according to Fick’s law
caused by the established concentration gradient. After
the equilibrium between these two transport processes is
achieved, an exponential concentration gradient has formed
in the ultracentrifuge cell (see Fig. 6a, which represents
a true thermodynamic equilibrium). Therefore, the sedi-
mentation equilibrium analysis is based on solid thermo-
dynamics. The time of equilibrium attainment considerably
depends on the column height of the solution [53] so that
short column techniques with solution columns of about
1 mm are common practice nowadays where even a rapid
equilibrium within 1–2 h or less is desired [54].

The concentration gradient contains information about
the molar mass of the sample, the second osmotic virial coef-
ficient, or the interaction constants in the case of interacting
systems independently of the particle shape. An advantage
is that the detection of the concentration gradient is possible
without disturbing the chemical equilibrium even of weak
interactions. Sedimentation equilibrium is of more value for
polymeric systems, because the molar mass of particles can
already be too high to allow a significant diffusion counter-
acting the particle sedimentation. Nevertheless, for smaller
down to the smallest nanoparticles, or even subcritical clus-
ters and complexes, it can also be applied successfully as
shown for the example of complexes of Zr(IV) and Hf(IV)
formed by hydrolytic polymerization in an acidic medium
[55, 56]. Various procedures exist for the evaluation of
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Figure 6. Sedimentation equilibrium experiment on bovine serum albu-
min in 0.5 N NaCl at 20 �C and 10,000 rpm. (a) Experimental raw data
acquired with scanning absorption optics. (b) Plot of ln(absorbance A)
vs. r2 to evaluate Mw� app from the slope.



Analytical Ultracentrifugation of Nanoparticles 73

sedimentation equilibrium experiments which are discussed
in the following.

3.2.1. Classical Approaches
The classical approach to the evaluation of sedimentation
equilibrium concentration gradients is to plot ln c vs. r2 to
obtain the weighted-average molar mass Mw from the slope
according to the following equation (see Fig. 6b):

Mw� app =
2RT

�1− v̄���2

d�ln c�
dr2

(9)

It must be noted that these Mw values have apparent char-
acter because they are calculated for finite sample concen-
trations. Consequently, they are denoted Mw� app. The true
Mw can be obtained by an extrapolation of a concentration
series to infinite dilution. The evaluation according to (9)
works well for monodisperse ideal samples because, in such
cases, the ln(c) vs. r2 plot is linear. However, in many cases,
this plot is curved, which yields erroneous Mw� app values
from linear regression. Nevertheless, the curvature indicates
whether the sample is nonideal (downward curvature) or
heterogeneous or self-associating (upward curvature). One
advantage of (9) is that it allows for the computation of local
Mw� app�r� values for every acquired data point. 1/Mw� app�r�
can be plotted against the corresponding concentrations to
yield Mw and the second osmotic virial coefficient A2 due to

1
Mw� app�r�

= 1
Mw

+ 2A2c�r� (10)

From the radial concentration gradient (Fig. 6a) and the
local Mw� app�r� values, the apparent z-average molar mass
Mz� app�r� can also be obtained according to (11) if the data
set is of good quality (double differentiation of the experi-
mental raw data) [57]:

Mz� app�r� =Mw� app�r�+
2RT

�1− v̄���2

[
d lnMw� app�r�

d�r2�

]

= 2RT
�1− v̄���2

d

d�r2�
ln
(
1
r

dc�r�

dr

)
(11)

An alternative evaluation procedure was described by
Lansing and Kraemer [58]:

Mw� app =
2RT

�1− v̄���2

cb − cm
c0�r

2
b − r2m�

(12)

where the indices b and m denote bottom and meniscus,
respectively. This procedure also allows for the calculation
of Mz� app [59, 60]:

Mz� app =
RT

�1− v̄���2

1
�cb − cm�

×
[
1
rb

(
dc�r�

dr

)
b
− 1
rm

(
dc�r�

dr

)
m

]
(13)

Equations (12) and (13) yield average molar masses for the
whole cell and no local values. A significant disadvantage
of this evaluation is that it completely relies on the correct
determination of the concentration at the meniscus and the

cell bottom where there might be considerable uncertainty.
Furthermore, the obtained molar masses can be strongly
influenced by impurities being much smaller (cm influenced)
or larger (cb influenced) than the sample due to the evalua-
tion of a whole-cell average molar mass.

3.2.2. Fitting Concentration Gradients
to a Model

An approach for the analysis of sedimentation equilibrium
data greatly facilitated by cheap and commonly available
computers is the fit of the radial equilibrium concentra-
tion gradient to a theoretical model using nonlinear least
squares analysis [61, 62]. This approach is highly popu-
lar today, and a whole variety of programs is available for
this purpose, commercial as well as public-domain software
[61, 63]. Furthermore, such fitting routines can easily be set
up on commercial software platforms, offering freely defin-
able functions for the curve-fitting process. In general, the
radial equilibrium concentration gradient in the ultracen-
trifuge is described as the exponential form of (9) for a
single-ideal component, as a modified exponential equation
in the case of nonideality [see Eq. (14)], or as a sum of
exponentials for different components in a mixture or in
an interacting system [see Eq. (15)]. For a nonideal one-
component system, the radial concentration gradient c�r�
can be described by

c�r� = c�rref� exp
(
�2

2RT
M�1− v̄��(r2 − r2ref)

−A2M�c�r�− c�rref��
)

(14)

where rref is the chosen reference radius.

c�r�=cmon�rref�exp
(
�2

2RT
Mmon�1− v̄��

(
r2−r2ref

))

+cmon�rref�
n2K2exp

(
�2

2RT
n2Mmon�1− v̄��

(
r2−r2ref

))
+ ···+cmon�rref�

ni

×Kiexp
(
�2

2RT
niMmon�1− v̄��

(
r2−r2ref

))
(15)

For an ideal self-associating system of the type n
monomer → n-mer with K = c�n-mer)/c(monomer)n, the
first two exponentials in (15) can be used as a fitting func-
tion, whereas for a more complicated self-associating system
with several n-mers, the sum of the exponentials in the form
of (15) can be applied. By such an approach, the quantitative
determination of the association constant(s), stoichiome-
tries, and second virial coefficients for self-associating sys-
tems is possible [64–69].

One can think of many more models for a system that
can be used to fit the experimentally detected radial con-
centration gradient. However, the case of a polydisperse
and often highly nonideal system—colloid chemists are very
often confronted with—is not yet covered by a model in the
commonly available programs. Therefore, in this case, the
models for a monodisperse system must be applied knowing
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that the obtained values for the polydisperse system are only
averages.

Very often, a baseline absorbance that originates from
nonsedimenting but light-absorbing material is used as a fit-
ting parameter for data derived from absorption optics just
by adding a variable to the right-hand side of (14) and (15).
This can have an enormous influence on the results and
extreme care has to be taken when allowing the baseline
absorbance to be a fitting variable. Wherever possible, one
should determine the baseline absorbance using the so-called
overspeeding technique where the sample is sedimented
to the cell base, leaving only the nonsedimenting material
behind. If the Rayleigh interference optics is applied, which
yields interference fringe shifts relative to the meniscus, it
is recommended to apply synthetic boundary experiments
in order to determine the fringe shifts at the meniscus for
low-speed equilibrium experiments [70]. Another possibil-
ity is to use the so-called high-speed equilibrium technique,
which applies such high speeds that the meniscus is cleared
of the sample, leaving an exponential radial concentration
gradient. Whereas this technique works well for relatively
monodisperse samples, in highly polydisperse systems the
high-molecular-weight material has sedimented to the cell
bottom already and is thus lost for detection, resulting in a
molar mass that is found to be too low.

The advantage of fitting the radial equilibrium concentra-
tion gradient to a model is that the experimental data can
directly be analyzed without differentiation, an operation
that amplifies experimental noise. Furthermore, multiple
data sets can be fitted to one model, allowing for an analysis
with better statistical significance. On the other hand, a pos-
sible danger of every fitting process that the least squares
fit just corresponds to a side minimum can become serious
even if the fitted curve well describes the experimental data.
The fact that sums of exponentials have to be used for the
analysis of the equilibrium concentration gradient limits the
analysis of multicomponent systems considerably to three or
four components [71] because the fitting parameters of the
exponentials are badly determined by the data. A further
serious disadvantage is that a model has to be known prior
to the fitting process; that is, one must already have infor-
mation about the system from other sources. However, one
does not often know anything about the sample under inves-
tigation. In such cases, several models can lead to answers of
similar accuracy from the statistical viewpoint. This requires
either other independent techniques to seek more informa-
tion or applying model-independent approaches such as the
M∗ function (see below) or an evaluation using a classical
approach to learn something about the system of interest
prior to fitting.

3.2.3. Model-Independent Approaches
There are two main model-independent approaches to eval-
uate sedimentation equilibrium data. The first one is the so
called M∗ function [72] defined as

M∗�r� = c�r�− cm
%cm�r

2 − r2m�+ 2%
∫ r
rm
r&c�r�− cm' dr

with

% = �1− v̄���2

2RT
(16)

The most useful property of theM∗ function is that it equals
Mw� app at the cell bottom. This means that one can get a
cell average molar mass by extrapolating M∗�r� to rb. The
M∗ function has been combined with the classical evaluation
according to (9) in evaluation algorithms [73, 74] to yield
the whole-cell average Mw� app via M∗�r� as well as the local
Mw� app�r� via (9) to allow detailed insight into the kind of
system under investigation besides the evaluation of Mw� app.
Afterwards, the selection of a model for fitting the radial
concentration gradient should lead to realistic results in
coincidence with those already derived for Mw� app, allowing
more detailed insight into the system under consideration
(e.g., concentration of different components in a mixture,
equilibrium constants of interacting systems, etc.).

The second model-independent approach—the ( func-
tion [75, 76] or (in a recently derived form) ) function
[77]—is particularly well suited for interacting systems. The
( function is a transformed type of the concentration dis-
tribution at sedimentation equilibrium:

(i�r� =
c�r�

c�rref�
exp

[
�1− v̄i���2

2RT
Mi

(
r2ref − r2

)]

= ai�rref�c�r�

ai�r�c�rref�
(17)

where Mi is the molar mass of the smallest sedimenting
species i (1 in the beginning of the evaluation). Mi usu-
ally has to be determined in a separate experiment using
routines like MSTAR [74]. ai is the thermodynamic activity
of the smallest sedimenting species i equal to the concen-
tration in the ideal case. If (i�r� is plotted vs. c�r�, the
intercept (or, realistically, the extrapolated intercept) equals
the ratio of ai�rref�/c�rref�, where c�rref� is known from the
experimental data. The activity/concentration at the refer-
ence radius then allows for the calculation of the concen-
tration gradient using the integrated form of (9) [see also
(14) or (15) in the form for an ideal noninteracting one-
component species]. Then, a revised radial concentration
gradient &c�r�− ci�r�' can be calculated, and the analysis is
repeated for the next smaller sedimenting component. This
unraveling of the total concentration gradient into those of
the individual components is illustrated in Figure 7.

From the concentration gradients of the individual
species, one can calculate the equilibrium constants. The
elegance of this model-independent approach is that it
avoids any differentiation/integration, the former being
especially sensitive to the amplification of experimental
noise. Furthermore, it allows for the calculation of activity
distributions, giving a rigorous thermodynamic treatment of
nonideal systems. However, one difficulty is still the cur-
vature in the (�r� vs. c�r� plots, especially for low c�r�,
which are important for the extrapolation to infinite dilution
to give the correct intercept (see Fig. 7a). Therefore, the
( function was modified giving the ) function [77], which
shows a much better linearity when plotted as c�r�/)i�r�
(y axis) versus )i+1/)i on the x axis and thus allows a safer
determination of the intercept and ci�rref�, where )i�r� is
defined as

)i�r� = exp
[
�1− v̄i���2

2RT
Mi

(
r2 − r2ref

)]
(18)
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Figure 7. Interacting system between trimethylamine dehydrogenase
(TMADH) and the corresponding electron transfer flavoprotein (ETF):
(a) shows the ( function for ETF in relation to the concentration in
absorbance units to demonstrate a typical example; (b) shows the indi-
vidual concentration gradients of all components in the mixture which
allow the calculation of interaction constants for each set of correspond-
ing data points.

Then, the calculation of the concentration distribution of i
can be performed using ci�r� = ci�rref�)i�r� and the analysis
is repeated for the next smaller sedimenting species. This
evaluation was recently implemented in a computer program
[78]. Such analysis is especially useful if nothing is known
about the kind of interaction taking place in a complicated
mixture (homogeneous or heterogeneous interaction) and in
which several components are involved [79]. If the interac-
tion is found to be homogeneous, the total concentration
gradient c�r� can be fitted to simple polynomials of c1�r� of
the form

c�r� = c1�r�+K2&c1�r�'
2 +K3&c1�r�'

3 + · · · or

c�r� = c1�r�+Kn&c1�r�'n for monomer → n-mer (19)

This allows for the analysis of complicated self-associations
with a general polynomial fit or of monomer → n-mer inter-
actions using the second part of (19).

The ( resp. ) function has several other useful fea-
tures. One is a sensitive diagnostic test for the discrimination
between polydispersity and self-association. If (�r� is plot-
ted for different cell-loading concentrations but a common
c�rref�, the plots will be superimposed in the case of self-
associating systems, whereas they will not be superimposed
in the case of a polydisperse or impure system. This test is
more sensitive than the commonly applied plot of Mw� app�r�
vs. c�r� for different cell-loading concentrations [80].

3.3. Density Gradient Experiment

The second principal possibility of separation in an analyt-
ical ultracentrifuge is the separation due to the chemical
structure expressed in different solute densities in a density
gradient. To generate a continuous density gradient in the
ultracentrifuge cell, either a high-density salt (CsCl, etc.) or
a substance like sucrose is dissolved in water or a mixture of
two organic solvents with very different densities is applied.
Under the action of the centrifugal field, the salt or the
more dense solvent sediments toward the cell bottom and
thus changes the density of the solution continuously toward
the cell bottom. If a sample is placed into the density gra-
dient, it will sediment/float to a position where its density
matches that of the gradient. In the case of a mixture, this
leads to a banding of the components due to their chemical
structure/density. The range of densities that can be cov-
ered using density gradients is limited (0.8–2.0 g/mL) [14]
but sufficient for the separation of purely polymeric sub-
stances. However, inorganic or organic–inorganic hybrid col-
loids have a density that is, in most cases, too high for the
successful application of a density gradient. Also, the high
salt concentrations in aqueous density gradients may be a
problem for the analysis of electrostatically stabilized col-
loids. Furthermore, these so-called static density gradient
experiments take a long time, usually on the order of several
days (see Fig. 8), due to the slow banding of the sample.
Also, potential solvent binding of the sample in a density
gradient may be a problem. Nevertheless, density gradients
are an excellent tool for the investigation of structural dif-
ferences in mixtures and have especially proven to be an
invaluable tool for the analysis of polymer latexes [14].

The separation capabilities of a static density gradient are
demonstrated in Figure 8 for the separation of a mixture
of an acrylonitrile–vinylacetate copolymer in a DMF/CHBr3
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Figure 8. Static analytical density gradient. (a) Banding of a sam-
ple in a density gradient observed with Schlieren optics (upper)
or absorption/Rayleigh interference optics (lower) at different times.
(b) Acrylonitrile-vinylacetate copolymer in a DMF/CHBr3 (136 g/L)
density gradient after 35 h at 33,450 rpm. Fractions 1 and 2 are sep-
arated already. (c) After 108 h at 33,450 rpm (equilibrium). Figure
adapted with permission from [81], R. Buchdahl et al., J. Polym. Sci.,
Part C 1, 143 (1963). © 1963, John Wiley.
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density gradient. The sample consists of three fractions
that could be successfully separated: (1) linear polymer
(0.5× 106 g/mol, � = 1,0347 g/mL), (2) highly branched
polymer (25× 106 g/mol, � = 1,0365 g/mL), and (3) weakly
cross-linked polymer (75 × 106 g/moL, � = 1,0371 g/mL).
If one looks at the densities of the separated components,
one sees that the resolution of the separation is in the fourth
digit of the density.

Much of the theory for the analysis of analytical den-
sity gradient experiments was established in the classical
papers of Meselson, Hermans and Ende [82–85]. However,
the Hermans–Ende equation was restricted to ideal systems,
which can result in serious errors in the calculation of the
radial density profile. Therefore, it was recently improved
for real systems [86–88]. The basic equations that allow for
the calculation of the density of the gradient at every point
in the ultracentrifuge cell can be found in these references.
From the width � of the Gaussian concentration profile of
the sample, the molar mass can be calculated [82]. The accu-
racy is much smaller, however, than that of the molar mass
derived by sedimentation equilibrium experiments so that it
can realistically only serve as an estimate.

The disadvantage of the prolonged experimental times
for static density gradient experiments can be overcome
by using the so-called dynamic density gradients [89, 90].
Here, a layer of H2O is usually layered upon D2O in a syn-
thetic boundary experiment (see the corresponding section
for details of this technique) establishing the fast forma-
tion of a dynamic H2O/D2O density gradient within a few
minutes. Although the density range of this type of gradi-
ent is rather limited (1.0–1.1 g/mL), it is well suited for the
fast characterization of latexes—especially polystyrene—and
can be extended to 0.85–1.25 g/mL under certain circum-
stances [89]. An example is given in Figure 9 where an 11-
component latex mixture with different densities is subjected
to an H2O/D2O density gradient. As five latexes have a den-
sity in the density range between H2O and D2O, the gra-
dient selectively separates these components, whereas the
other six components are not detected although their density
is partly quite close to the solvent. This example illustrates
how fast information on the structural composition of a mix-
ture can be derived. After only 2 min of centrifugation, four
of the five latexes are already separated; after 4 min, all
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Figure 9. Formation of a dynamic H2O/D2O density gradient with a
mixture of 11 different ethyl hexylacrylate/methylacrylate (EHA/MA)
copolymer lattices that have been polymerized separately (w[MA] =
0/10/20/30/40/50/60/70/80/90/100 wt%). All particles had approximately
the same diameter of 200 nm and exhibit the following densities:
0.980/1.000/1.021/1.043/1.066/1.089/1.114/1.167/1.196/1.225/1.140 g/mL.
Just five of these are in the density range between 0.997 (pure H2O) and
1.095 g/mL (pure D2O). Run conditions: 40,000 rpm, 25 �C. (a) 2 min,
(b) 4 min, and (c) 16 min. Reprinted with permission from [12],
W. Mächtle, Prog. Colloid Polym. Sci. 113, 1 (1999) © 1999, Springer-
Verlag.

five components are separated; and the separation is further
improved within the next 12 min. Therefore, dynamic den-
sity gradients are the fastest technique to learn about the
structural heterogeneity of mixtures as long as the particles
have densities in the limited range for this type of density
gradient.

3.4. Synthetic Boundary Experiment

In a synthetic boundary experiment, changes of a bound-
ary between solution and solvent with time are observed at
low centrifugal fields where no sedimentation of the sam-
ple occurs. Such experiments require special cells where
the solvent is layered upon the solution column under the
action of a certain centrifugal field. This is achieved by
capillaries that connect the solvent compartment with the
solution compartment and that allow a flow at a certain
hydrostatic pressure. At t = 0, a sharp boundary comparable
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Figure 10. Synthetic boundary experiment. (a) Optical patterns from
Rayleigh interference optics (upper) and Schlieren optics (lower)
derived at time t. (b) Schematical radial concentration profiles at dif-
ferent times where t4 > t3 > t2 > t1. (c) Plot of �cP/�dc/dr��2 vs. time
to derive the diffusion coefficient from the slope of the regression line.
Reprinted with permission from G. Ralston, Introduction to Analyti-
cal Ultracentrifugation 1993, Beckman Instruments. © 1993, Beckman
Coulter.
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to the meniscus is obtained (see Fig. 10b). Within seconds,
this boundary spreads by diffusion according to Fick’s law
due to the high concentration gradient at the boundary.
The spreading of the boundary with time is monitored
(see Fig. 10b and c). Now the plateau concentration of the
upper plateau cP as well as (dc/dr) at the boundary posi-
tion can be determined. A plot of (cP/(dc/dr))2 vs. time
yields a line with a slope equal to 4�D. It is also possi-
ble to derive the dependence of D on the polymer con-
centration in a single synthetic boundary experiment [92].
A pseudo synthetic boundary experiment can be constructed
from a normal sedimentation velocity experiment if G�s�
is obtained by the van Holde–Weischet method and sub-
tracted from the experimental scans at various times [93].
This has the advantage that any layering imperfections that
can occur in a conventional synthetic boundary experiment
are avoided and, furthermore, samples that sediment at even
the low speeds of a conventional synthetic boundary exper-
iment can be investigated. However, compared to dynamic
light scattering, a synthetic boundary experiment is more
tedious and time consuming for the determination of the
particle diffusion coefficient, so that, here, dynamic light
scattering is the method of choice. Nevertheless, if aggre-
gates are present in a sample, the light-scattering results
can be seriously obstructed, whereas the synthetic boundary
experiment will be unaffected as the aggregates will sedi-
ment even at the low applied speeds.

4. ANALYSIS OF NANOPARTICLES
There are numerous examples of information derived by
one of the four basic experiments or combinations thereof
using an ultracentrifuge. They cannot be treated completely
here, but the selected applications will show that analytical
ultracentrifugation is a universal absolute technique for the
characterization of polymers or colloids, especially in mix-
tures. The examples given here have been chosen in such a
way that the range of information obtained by AUC is as
broad as possible and the emphasis of the selected examples
is more on the methods of how to derive information on a
nanoparticle system by AUC rather than on how precisely
this information can be obtained for a specific nanoparticle
system. At the end of this section, a table is presented which
will give the reader an overview of the primary literature for
specific systems.

4.1. Particle Size Distributions

The application of analytical ultracentrifugation for the
determination of particle sizes and their distributions to
address problems of colloid analysis was already realized by
the pioneers of this technique because sedimentation veloc-
ity experiments provide a sensitive fractionation due to par-
ticle sizes/molar masses [3, 94–96]. Nevertheless, it appears
that the potential of this application is still not yet commonly
recognized. It is relatively straightforward to convert a sed-
imentation coefficient distribution, which can be calculated
using (1) for every data point (a) ri (if a radial scan has been
acquired at a specified time) or (b) ti (if a concentration
detection at a specified radius has been performed in depen-
dence of time), to a particle size distribution. Assuming the

validity of Stokes’ law (e.g., the sample is spherical), the fol-
lowing derivative of the Svedberg equation (2) is obtained

di =
√

18.si
�2 − �

(20)

where di is the particle diameter corresponding to si, �2
is the density of the sedimenting particle (including solvent/
polymer, etc., adhering to the sample), and . is the solvent
viscosity. If the particles are not spherical, only the hydrody-
namically equivalent diameter is obtained unless form fac-
tors are applied if the axial ratio of the particles is known
from other sources such as transmission electron microscopy
(TEM).

The conversion of a sedimentation coefficient distribution
to a particle size distribution highly relies on the knowledge
of the density of the sedimenting particle. For hybrid par-
ticles or very small nanoparticles less than 5 nm, this issue
can be a severe problem, especially in the case of mixtures,
as the density of the particles is usually not known. Mea-
surements of the average particle density in the mixture can
lead to erroneous results so that in such cases the corre-
lation of the sedimentation coefficient distribution with a
distribution obtained from a density-insensitive method such
as flow–field–flow fractionation or dynamic light scattering
is meaningful. This can, in turn, yield the particle density,
which can give information about the relative amount of
materials building up the hybrid particle [97]. But even an
apparent particle size distribution that is calculated within
the limits of reasonable particle densities can already yield
very valuable information [98].

However, in the case of industrially important latexes,
the particle density is usually exactly known from the chem-
istry of particle formation/polymerization. Thus, the deter-
mination of particle size distributions with the analytical
ultracentrifuge is a rapid technique providing a high statisti-
cal accuracy (e.g., every sedimenting particle is detected) in
contrast to transmission electron microscopy (TEM), which
delivers information about the particle shape but often
suffers from drying artifacts. Determination of a particle
size distribution from TEM images requires counting hun-
dreds/thousands of particles. This problem has only partly
been diminished by the advent of commercially available
picture evaluation algorithms. A recent test dedicated to
particle size analysis by the Bayer group in 17 laboratories,
confirmed the view that TEM and/or analytical ultracentri-
fugation are the best techniques for the determination of
particle size distributions [99] as discussed above. A combi-
nation of TEM, AUC, and X-ray diffraction techniques can
provide a complete insight into a colloidal system [100].
Analytical ultracentrifugation in combination with electron
microscopy in its various forms can be considered the most
powerful characterization approach for particle size dis-
tributions and particle morphologies known to date. The
following examples illustrate the fractionation power of the
analytical ultracentrifuge for latexes [14, 101, 102] (see
Fig. 11a) and especially for inorganic colloids [103].

In the case of latexes, the accessible size range is between
10 and 5000 nm with a baseline resolution for monodis-
perse components differing just by 10% in diameter [105],
whereas for inorganic colloids, analytical ultracentrifugation
separates dispersions with an almost atomar resolution. The
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Figure 11. Examples of particle size distributions determined with the
analytical ultracentrifuge. (a) 10-component mixture of polystyrene
standard latexes corrected for MIE scattering. Reprinted with permis-
sion from [17], W. Mächtle, “Analytical Ultracentrifugation in Bio-
chemistry and Polymer Science,” p. 147, Royal Society of Chemistry,
Cambridge, UK, 1992. © 1992, Royal Society of Chemistry. (b) Pt
colloid during particle growth. Reprinted with permission from [103],
H. Cölfen and T. Pauck, Colloid Polym. Sci. 275, 175 (1997). © 1997,
Springer-Verlag. (c) Particle growth of ZnO. Reprinted with permission
from [104], H. Cölfen et al., Prog. Colloid Polym. Sci. 107, 136 (1997).
© 1997, Springer-Verlag.

smallest reported species that could be detected was a ZrO2
precursor just 0.4 nm in diameter [98], which shows the
potential of the analytical ultracentrifuge for the analysis
of the smallest nanoparticles or subcritical complexes. This
means that particle size distributions derived by ultracen-
trifugation can well be used to investigate particle growth
mechanisms [98, 103] from its initial stages/the critical crys-
tal nucleus, especially if the growth is slow enough to detect
time-dependent particle growth as in the example of ZnO
(see Fig. 11c) [103, 104].

For very small particles, diffusion becomes significant so
that it must be corrected. This is possible by extrapolation
to infinite time, but, recently, another method was suggested
which is based on the calculation of the diffusion coeffi-
cient from the particle size [106]. From this, the diffusion
broadening of the sedimenting boundary can be calculated
and subtracted from the measured concentration distribu-
tion, giving the diffusion-corrected particle size distribution.
This procedure works best for monomodal and relatively
narrow distributions, whereas it becomes less accurate for
broad and/or multimodal distributions. An alternative is the
diffusion correction of the sedimentation coefficient distri-
bution by fitting the experimental concentration profiles to
approximate solutions of the Lamm equation [51].

Another substance class rapidly gaining importance is
the hybrid colloids between polymers and inorganic matter.
Here, analytical ultracentrifugation shows all its merits for
the investigation of transformations, aggregation processes,
and so on. For example, the encapsulation of a molybde-
num cluster with a surfactant could be characterized as well
as the aggregation of the primary clusters in different sol-
vents with high resolution [107]. An example of monitoring a
restructuring process of a complex hybrid colloid in solution
is given in Figure 12. Here, calcium phosphate was synthe-
sized within functional polymeric aggregates so that a very
unusual neuron-like crystal morphology was obtained within
the polymeric aggregates. This neuron-like morphology is
slowly transformed into a more compact spherical structure
(see photos from left to right), which could be monitored
by analytical ultracentrifugation so that the relative propor-
tions of each species could be determined [108]. Since the
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Figure 12. Transformation of “neuron-like” calcium phosphate into a
more compact spherical form and the time-resolved observation of
this process by analytical ultracentrifugation. The ultracentrifuge data
reproduced with permission from [108], M. Antotietti et al., Chem. Eur.
J. 4, 2493 (1998). © 1998, Wiley-VCH.
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particle density is not known, only the consideration of the
sedimentation coefficient distributions makes sense.

From the sedimentation coefficient distributions, the
whisker structure is evident in the species with the lower
sedimentation coefficient, whereas the dense spherical struc-
ture can be identified by its high sedimentation coefficients.
The formation of the dense species has a clear maximum
before its amount decreases again due to macroscopic pre-
cipitation. The observation of such transformation in solu-
tion enhances the visual information from TEM and shows
the potential of ultracentrifuge experiments combined with
a TEM investigation.

A combined particle size and density gradient analysis is
a powerful tool for the analysis of very complex mixtures
where the particle sizes as well as the densities of the com-
ponents are different. This is illustrated in Figure 13. Here,
a mixture of four different polybutylacrylate (PBA) latexes
was grafted with a styrene/acrylonitrile (SAN) copolymer
which has a higher density than PBA [14].

In the density gradient, the four grafted particles are
clearly resolved, indicating that the degree of grafting is
different for every particle size. From the particle size dis-
tributions of the ungrafted and grafted PBA particles, it
becomes obvious that the mass fraction of the smaller parti-
cles increases after grafting. This allows the conclusion that
the amount of grafting is proportional to the particle surface.

Another possibility for obtaining the density of unknown
particles is to run two velocity experiments in chemically
similar solvents with different densities (e.g., H2O/D2O)
[101, 109]. This allows us to simultaneously determine par-
ticle sizes and density distributions. The method works best
for particles with densities less than 1.5 g/mL but requires
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Figure 13. Particle size distribution and density gradient of a four-
modal ungrafted and a SAN-grafted PBA dispersion (40 : 30 : 20 :
10 wt% mixture). D refers to the particle diameter; the index 0i to
ungrafted and i to the grafted latex. Reprinted with permission from
[17], W. Mächtle, “Analytical Ultracentrifugation in Biochemistry and
Polymer Science,” p. 147, Royal Society of Chemistry, Cambridge, UK,
1992. © 1992, Royal Society of Chemistry.

rather good data quality. Recently, a diffusion correction
has been implemented into this method, which is especially
important for small particles/molecules so that even complex
mixtures become accessible by this method [110].

4.2. Characterization of Emulsions

In analogy to dispersions, emulsions, respectively mini- or
microemulsions, can be characterized by the particle size dis-
tribution of the dispersed phase if flat centerpieces are used
which permit the passage of light to the detector through
the turbid emulsion as the emulsion cannot be diluted in
contrast to a dispersion. One such example was reported
for water/AOT/heptane water in oil microemulsions [111].
Furthermore, it is possible to force the coalescence of the
emulsion by the ultracentrifugal field which can easily be
detected as the formation of a new phase by any optical
detection system of the ultracentrifuge. This is a fast and
effective measure to look at the stability of emulsions in a
qualitative way by determining either the centrifugal field
necessary for spontaneous coalescence or the time until coa-
lescence occurs at a given centrifugal field [112–114]. From
experimental parameters such as the rotational speed and
density, a coalescence pressure can be calculated as a more
quantitative measure [112].

4.3. Characterization of Microgels

The analytical ultracentrifuge has proved to be very useful
for characterization of the thermodynamic and elastic prop-
erties of gels and microgels as reviewed in [115, 116]. In the
case of microgels in a thermodynamically good solvent, the
degree of swelling Q can be determined from sedimentation
velocity experiments [117]. If the microgel contains un-cross-
linked polymer, two components are resolved in the sedi-
mentation coefficient distribution calculated via (1). From
G�s� (see Fig. 14), the amount of each component can be
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derived. The swelling degree Q can then be calculated using

Q = bd2

s
− �2 − �

18.
(21)

where d is the diameter of the compact, unswollen particle,
�2 is the density of the compact, unswollen particle, � is the
density of the dispersion medium, and . is the viscosity of
the diluted dispersion. b is a factor according to mr = b ·m
where the mass of the particle mr reduced by the soluble
part is related to the mass m of the particle consisting of
soluble and insoluble components. It can be derived from
interference optical traces.

The particle diameter of the unswollen sample has to be
determined in a nonsolvent in a separate experiment. The
swelling degree can be related to the molar mass of the
elastically effective network chains and thus to the elastic
properties of the microgel applying the Flory–Rehner the-
ory. Such experiments not only allow the characterization
of microgels but can furthermore be used to investigate the
efficiency of cross-linking reactions by specifying the amount
and physicochemical properties of the un-cross-linked poly-
mer [118]. Figure 14 shows the sedimentation coefficient dis-
tributions that are derived for different cross-linking degrees
of latexes. One can now easily compare samples from dif-
ferent cross-linking reactions.

4.4. Observation of Chemical Reactions

It is possible to perform chemical reactions in the analytical
ultracentrifuge with a synthetic boundary experiment using
a special cell (see Fig. 15a). In biochemistry, this kind of
centrifugation is called “active enzyme centrifugation” [119],
but the principle can be applied to every chemical reaction.
In the synthetic boundary cell (Fig. 15a), a small amount
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Figure 15. (a) Synthetic boundary cell with small sample compartments.
(b) Sedimentation velocity profile of a glutamate dehydrogenase mutant
enzyme which reacts with its substrate. (c) Sedimentation velocity pro-
file of the same enzyme at a different pH. The enzyme is now inactive
and no chemical reaction takes place.

of a reactant (usually 10–15 �L) is layered onto a column
of the second reactant while the centrifuge is speeded up
to about 3000 rpm. Thus, a reaction boundary is estab-
lished. The detection wavelength of the absorption optics is
set to a wavelength where the reaction product (here the
enzyme–substrate complex) absorbs. One can then observe
the product formation and sedimentation as visualized in
Figure 15b. The absorbance increases with the time of sedi-
mentation, indicating that the sedimenting enzyme is react-
ing continuously. Such experiments can yield sedimentation
and diffusion coefficients of the enzyme in its catalytically
active state which enables detection of differences in poly-
merization state, hydration, or conformation with the non-
reacting enzyme. If the extinction coefficient of the reaction
product is known, the product concentration in relation to
time can be calculated. Figure 15c shows that a slight change
in pH can turn the enzyme to its inactive state. An advan-
tage of the application of synthetic boundary cells of the
type shown in Figure 15a is that only a few microliters cor-
responding to a few micrograms/nanograms of reactant are
required.

This type of synthetic boundary experiment was recently
adapted to carry out crystallization reactions inside the
spinning cell of the ultracentrifuge and was named “syn-
thetic boundary crystallization ultracentrifugation” [120,
121]. Here, a small amount of Na2S was layered upon a
solution of CdCl2 containing a stabilizer. A fast reaction to
CdS with subsequent stabilization of the small nanoparticles
takes place according to the scheme shown in Figure 16.
[121].

The advantages of this technique lie in the fast chem-
ical reaction within the very small reaction zone and the
quenching of additional particle growth in lack of the second
reaction partner as soon as the particles move out of the
reaction zone by sedimentation or diffusion processes. These
particles are then fractionated according to their size and
density and a particle size distribution can be determined as
discussed above. However, as the formed nanoparticles are
very small, they show significant diffusion so that they can
diffuse back into the reaction boundary and grow further,
thus forming the second growth generation of particles. This
process is repeated until the reaction partner in the reaction
zone is used up (which usually occurs within a few minutes),
so that the particles only sediment due to their size/density
with the usual diffusion broadening of the boundary. By this
technique, different growth stages of nanoparticles can be
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Figure 16. Schematic representation of synthetic boundary crystalliza-
tion ultracentrifugation.
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investigated. However, due to the extensive diffusion of the
particles, the individual particle size distributions become
extensively smeared so that they are only detected as a con-
tinuous distribution. Nevertheless, even such data can show
the different stabilizer capabilities with a resolution in the
Angström range as shown for CdS in Figure 17 [120, 121].

Another elegant way to observe reactions with a syn-
thetic boundary technique was introduced by Wandrey and
Bartkowiak [122]. They were able to observe the forma-
tion of polyelectrolyte complex membranes between two
oppositely charged polyelectrolytes and the influence of
parameters such as pH, ionic strength, component ratio,
and temperature. Also, the membrane formation kinetics
could be detected as overlaying of the two polymer solutions
resulted in the formation of a thin membrane at the solution
interface which could be precisely detected and its thickness
measured.

4.5. Determination of Sample Homogeneity,
Efficiency of Chemical Reactions, and
Determination of Extinction Coefficients

In many fields of polymer or colloid chemistry, complicated
complexes or hybrid colloids are synthesized. It is often
desirable to have a quick and convenient check for the effi-
ciency of the reaction as well as a check of sample homo-
geneity. Sedimentation velocity experiments can be used
very advantageously here due to the fractionation without
any stationary phase as is demonstrated for the case of iron
oxyhydroxide particles partly stabilized in a self-assembling
microgel of 2-carrageenan (Fig. 18) [123]. If one component
selectively absorbs light (FeOOH) and the second does not
(2-carrageenan), one can selectively detect the absorption of
the iron oxide in the polymeric superstructures with absorp-
tion optics, whereas all components together are detected by
the simultaneously used Rayleigh interference optics. Here
it must be stated that most colored inorganic compounds
have a high extinction coefficient and are thus almost exclu-
sively detected in the UV/vis absorption optics, whereas
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the simultaneously applied interference optics almost exclu-
sively represents the local polymer concentrations which can
be converted to the real concentrations via the refractive
index increment and the known refractive index of the sol-
vent. From Figure 18, three species are clearly quantitatively
detected: free unbound 2-carrageenan, 2-carrageenan+ iron
oxyhydroxide microgels, and larger cross-linked aggregates.
The control of efficiencies of chemical reactions was also
reported for complicated complexes between oppositely
charged polyelectrolytes [124].

If the change in the refractive index of a sample (Rayleigh
interference optics) is simultaneously detected with its
absorption at a specified wavelength, extinction coefficients
can be determined [125]. This is not particularly interesting
if a single component is considered, but for mixtures the
analytical ultracentrifuge is often the only method capable of
determining the extinction coefficient of a specified compo-
nent in a complicated mixture. The extinction coefficient can
be calculated from a concentration reading in the Rayleigh
interference scan which must be converted to the concen-
tration unit of desire using the refractive index increment
and the corresponding absorption. Figure 19 demonstrates
this for ZnO prepared in polystyrene–polymethacrylic acid
(PS–PMAA) micelles.

An extinction coefficient based on an absorption reading
taken in a spectrophotometer under the assumption that all
Zn2+ have reacted to ZnO delivers a low extinction coeffi-
cient of less than 1000 L mol−1 cm−1 due to the majority of
UV/vis inactive species. Therefore, it is of interest to detect
which amount of the sample is the spectroscopically active
ZnO. Figure 19a shows the results and confirms that only a
minor amount of the mixture is responsible for the detected
light absorption. From the interference scans in Figure 19a,
it can be seen that the component with a similar sedimenta-
tion velocity as the ZnO-filled micelles detected by the cor-
responding UV-absorption scans has only a concentration of
0.18 fringes. The major part is a considerably slower sedi-
menting component (micelles with unreacted Zn2+). A third
component (polymer or empty micelles) is also detected.
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(b) Wavelength dependence of the extinction coefficient for ZnO
prepared in PS–PMAA micelles. The particle diameter of the ZnO
(from TEM) is 3.2–6.7 nm. The diameter of the micelles (from light
scattering) is 64.4 ± 33.9 nm. Reprinted with permission from [104],
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Springer-Verlag.

The interference fringe shift of the ZnO-filled micelles can
be converted to a concentration and this can be related to
a spectrum of the ZnO in the ultracentrifuge cell, giving
the wavelength dependence of the ZnO extinction coeffi-
cient (Fig. 19b). The extinction coefficient is found to reach
about 9000 L mol−1 cm−1. This illustrates how important
the separation is to determine the spectral properties of the
optically active component in a complicated mixture. Many
more variations of such experiments are possible, showing
that the separation capability of the AUC can be used not
only to determine the concentrations of the individual com-
pounds but also to elicit their spectral properties if they
absorb light.

4.6. Analytical Ultracentrifugation of
Nanoparticles Sorted by Systems

Table 2 gives some examples of nanoparticle systems that
have been investigated by AUC with references to the origi-
nal literature. The table is by no means exhaustive or repre-
sentative and is just meant to guide the reader to the original
literature if solutions for a particular nanoparticulate system
are sought.

5. CURRENT TRENDS IN ANALYTICAL
ULTRACENTRIFUGATION

The current trends in analytical ultracentrifugation can be
divided into three subcategories: (a) improvement of data
evaluation methodologies, (b) new detection systems, and
(c) application of analytical ultracentrifugation to novel sys-
tems apart from the classical biomolecules.

5.1. Improvement of Data
Evaluation Methodologies

Progress in computer and electronic technology has greatly
facilitated the analysis capabilities of analytical ultracen-
trifugation and catalyzed the rebirth of this technique.
Nowadays, it is relatively simple to apply fitting functions
for all kinds of experimental output and, furthermore, it is
possible to acquire data fast and conveniently even when
simultaneously using several different methods of detec-
tion. Therefore, a major current trend in analytical
ultracentrifugation is the development of better evalua-
tion methodologies and algorithms. One example is the
simultaneous radial and wavelength analysis of sedimen-
tation equilibrium experiments possible with the Optima
XL-I ultracentrifuge [153]. A complicated interacting sys-
tem exhibiting three different chromophores and consisting
of the Band3 membrane protein, a small ligand, oxyhe-
moglobin, and the complexes between these components—
an 11-component system overall—could be successfully
analyzed. These investigations are also applicable to
complicated colloid mixtures. This amounts to seven more
components than possible before when analyzing a concen-
tration profile acquired at a single wavelength. The increase
in components that can be resolved is achieved by the acqui-
sition of as much experimental information as possible—
in this case wavelength scans at different radii as well as
radial scans at different wavelengths. From this information,
it is possible to create a two-dimensional data surface in a
radius–wavelength–absorption space which allows a proper
analysis by fitting procedures. Therefore, it is not surpris-
ing that more and more scientists are using the capability
of scanning at multiple wavelengths [154, 155]. A further
enhancement of the data space is achieved by the appli-
cation of several rotational speeds in the experiments. As
this increases the experimental time, so-called short-column
techniques [156, 157], which considerably decrease the time
to reach the sedimentation equilibrium by the application
of a shorter solution column in the ultracentrifuge cell, are
becoming popular as long as the resolution of the optical sys-
tem is still sufficient for the short solution column. However,
for the mainly polydisperse nanoparticles, such an approach
is restricted.

Significant effort has also been put into other efficient
analyses of ultracentrifuge data which generally increases
the sensitivity of ultracentrifuge experiments. Nowadays,
components can be identified, which are almost not visi-
ble in the experimental raw data and thus could not be
recognized in the old days of analytical ultracentrifugation.
As the Rayleigh interference system of the XL-I ultracen-
trifuge allows a rapid acquisition of large data sets, the
confidence intervals of fitting procedures in general can be
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Table 2. Application of AUC to different nanoparticulate systems.

System Experiment type/quantity Ref.

Latex dispersions Sedimentation velocity/particle size Polystyrene [14]; polystyrene, polybutylacrylatestyrene,
distribution; static and dynamic polybutadiene, polyethylacrylate [15]; polystyrene [16];
density gradient/particle density polystyrene, polybutylacrylate (also styrene and

acrylonitrile grafted), polybutadiene, acrylic homopolymer
and copolymer dispersions [17]; polychloropropene [96];
polystyrene, polystyrene/polybutadiene, polystyrene-co-
butadiene, polychloropropene [99]; polystyrene, polystyrene-
co-butadiene, styrene, and acrylonitrile grafted polybutadiene
[101]; polystyrene [102]; polyurethane [105]; polystyrene
[106]; polystyrene, polybutadiene, Polybutylacrylate-co-
butadiene [109]

Inorganic nanoparticles Sedimentation velocity/particle Au [3]; Au [94]; ZrO2 [98]; Au55 cluster [100]; Pt, ZnO [103];
size distribution ZnO, Au, CdS, Pt [104]; CdS [105]; silica [106]; 3-FeOOH

[109]; CdS [120]; CdS [121]; iron oxide [126]; surfactant-
encapsulated (NH4)[H3Mo57V6(NO)(6)O-183 H2O(18)] [127]

Inorganic complexes Sedimentation equilibrium/molar mass Zr complexes [55]; Zr complexes [56]

Magnetic fluids Sedimentation velocity Fe3O4 [128]; Fe3O4 [129]

Microgels Sedimentation velocity/composition Styrene-butadiene [117]; acrylic acid [118]; polystyrene-poly-4-
and density vinylpyridine microgels [130]

Gels Sedimentation velocity and equilibrium/ Gelatin, 2-carrageenan, agar, casein [116]; gelatin, 2-carrageenan,
swelling degree and pressure, amount agar, casein [131]; other systems (reviews)
of soluble compounds

Emulsions Sedimentation equilibrium SDS-stabilized n-decane in water [112]; food emulsions [113];
Legumin-stabilized n-decane in water [114]; legumin-stabilized
n-decane in water [132]

Supramolecular assemblies Sedimentation equilibrium/molar mass, Co-coordination arrays [133]; Co-coordination arrays [134];
and polymers sedimentation velocity/particle size Fe-coordination polymers [135]; Co-coordination arrays [136]

Polyelectrolyte complexes Sedimentation velocity/particle size and Alginate/chitosan [122]; polysyrenesulfonate/
composition, sedimentation equilibrium/ polydiallyldimethylaminchlorid acrylamide [124]
molar mass and interaction and membrane
characteristics; synthetic boundary/
membrane formation

Micelles Sedimentation velocity/composition; Polymampholyte/fluorinated and hydrogenated dodecanoic acid
dynamic density gradient/composition [137]; lipid and detergent micelles [138]; review, different

systems [139]; polystyrene-b-polyisoprene, polystyrene-b-
poly(ethylene-co-propylene) [140]; polylactide-co-
polyethyleneglycol [141]; enzymes in reverse micelles [142]

Dendrimers Sedimentation velocity and Carbohydrate-coated polypropyleneimine dendrimers [143];
sedimentation equilibrium/hydrodynamics lactosylated polyamidoamine dendrimers [144]

Hybrid colloids Sedimentation velocity/composition/ Au/polystyrenesulfonate microgels, CdS or Au in polystyrene-
particle size b-poly-4-vinylpyridin micelles, Pt in polyethyleneoxide-

polymethacrylic acid [104]; Calcium phosphates in alkylated
polyethyleneoxide-b-polymethacrylic acid [108]; FeOOH,
NiOOH, and CoOOH in 2-carrageenan microgels [123];
review of various systems [145]; CdS in reverse micelles [146];
Pt and Pd in polystyrene-b-polyethyleneoxide/
cetylpyridiniumchloride mixed micelles [147]; Au, Pt, and
Pd in poly-2-vinylpyridine-b-polyethyleneoxide micelles [148];
Pt, Pd, Rh, and Cu in polyethyleneoxide-b-polyethyleneimine [149]

Organic colloids Sedimentation equilibrium; sedimentation Cu-phtalocyanine [102]; 2-casein particles [150]; 2-casein
velocity/composition, molar mass particles [151]

Nanocapsules Sedimentation velocity, density Oil-filled polybutylcyanoacrylate nanocapsules [152]
gradient/composition
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significantly improved. However, the interference data con-
tain time-invariant and radial-invariant noise components in
addition to the random noise so that an efficient algebraic
method was developed for the elimination of the time- and
radial-invariant noise [158]. This leads to a high sensitivity of
Rayleigh interference data even for such experiments where
the sedimentation boundary can only barely be traced due to
the noise components. The so-improved data sets can then
be used for fitting to approximate analytical and numerical
solutions of the Lamm equation. It is also possible to elimi-
nate systematic noise components in the interference data of
sedimentation equilibrium profiles by extraction of the time-
invariant noise during the approach to equilibrium [159].
It turned out by this approach that the sensitivity of the
Rayleigh interference optics for sedimentation equilibrium
experiments can be improved by an order of magnitude so
that equilibrium experiments with concentrations as low as
50 �g/mL are no problem for Rayleigh interference detec-
tion. Very recently, the described systematic noise decom-
position method [158] has been applied for linear least
squares modeling of the sedimenting boundary by a super-
position of g�s� of ideal nondiffusing components [160].
This approach turned out to be especially advantageous
for data acquired during a large time interval so that, in
such cases, an improved resolution could be achieved espe-
cially for heterogeneous mixtures. A very recent advance is
the determination of molar mass distributions from the fit-
ting of finite-element solutions of the Lamm equation (8)
paired with regularization algorithms as discussed before
[51]. However, the range of successful application still needs
to be explored.

5.2. New Detection Systems
for the XL-I Ultracentrifuge

Computer-based picture evaluation allows the on-line cap-
ture of Schlieren patterns, enabling the fast and efficient
evaluation of these records, which previously had to be pho-
tographed [9, 10, 161, 162]. The on-line digitization and pic-
ture evaluation of these optical records rely on the proper
detection of the zeroth-order Fresnel fringe, which is the
detected Schlieren curve in Figure 2a. Either by means
of picture manipulation performed in order to facilitate a
proper detection of the Schlieren curve even with a nonuni-
formly illuminated picture or by additional consideration
of higher order Fresnel fringes, the concentration gradi-
ent curve can be properly detected automatically. Especially
with the system built at the University of Leicester/
Nottingham [10], high rates of data acquisition can be
achieved with good data quality so that the on-line Schlieren
system proves its virtues. This system is currently being
adapted to the XL-I ultracentrifuge. Also, the Schlieren
optics was set up on a preparative ultracentrifuge [12].
A potentially interesting optical system that should also be
adaptable to XL ultracentrifuges is the Lebedev interferom-
eter, which gives an interference pattern but with a Schlieren
peak for a sedimenting boundary [163]. Therefore, the fast
evaluation algorithms developed for the Rayleigh interfer-
ometer should be applicable here as well, resulting in high-
quality Schlieren images.

Another system that is currently commercially available
on the XL-I ultracentrifuge is the fluorescence detector
developed by Schmidt and Riesner [13] and adapted to
the XL-I by MacGregor and Laue [18]. These systems are
designed to be simultaneously applicable with the present
absorption and Rayleigh interference optics with the excep-
tion of the Schlieren optics, which uses the optical path of
the interference optics. Further current approaches toward
the faster detection of UV/vis data are under way in the
laboratories of Laue and Cölfen [164].

5.3. Application of Analytical
Ultracentrifugation to Novel Systems

Apart from biological systems, analytical ultracentrifugation
is more and more being applied to complicated synthetic sys-
tems, for example, supramolecular assemblies and polymers
[133–136], colloidal clusters [127], smallest colloids and their
interactions with stabilizers [100, 120, 121, 127], synthetic
polyelectrolytes [165–169] and complexes thereof [124],
micelles [139–141], components inside micelles [142], den-
drimers [143, 144], and hybrid colloids between organic and
inorganic matter [108, 148, 149]. In most of these applica-
tions, advantage is taken of the simultaneous acquisition of
Rayleigh interference and UV/vis absorption data. Insofar,
it can be speculated how much a simultaneous application
of additional detectors could yield further information and
thus would open further applications. A visionary paper
about future requirements in ultracentrifuge methodology
and detection systems was published by Mächtle [170] more
than 10 years ago, and it can at least be stated that the
simultaneous application of as many detectors as possible as
already realized in size exclusion chromatography is advan-
tageous and will open up new applications for AUC.

6. AVAILABILITY OF FREE
EVALUATION SOFTWARE

In general, most of the best evaluation software for analyt-
ical ultracentrifugation experiments is still free and shared
among different user groups.

To download free evaluation software, one can use several
offers: ftp://bbri.harvard.edu/dka200/anonymous/rasmb/spin/
at the Boston Biomedical Research Institute or http://www.
cauma.uthscsa.edu/software at the University of Texas Cen-
ter for Analytical Ultracentrifugation of Macromolecular
Assemblies. At both sites, one can find a comprehensive col-
lection of the freely available evaluation software.

Furthermore, there is a user group called RASMB
(Reversible Associations in Structural and Molecular Biol-
ogy), which is a discussion platform for the study of inter-
acting systems and analytical ultracentrifugation. However,
do not hesitate to be included on this list if you are not
directly working in the field of biochemistry/biophysics as
many general aspects of analytical ultracentrifugation are
adressed on this discussion platform. To be included on the
e-mail list, check out http://rasmb-email.bbri.org/mailman/
listinfo/rasmb. On the RASMB, there are further links to all
relevant Internet sites related to AUC.
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7. CONCLUSION
Analytical ultracentrifugation is one of the most univer-
sally applicable and variable physicochemical techniques
for characterization of colloidal or polymeric systems in
solution, dispersion, or emulsion. The power of analytical
ultracentrifugation lies in the fractionation of the sample
due to either the molar mass/size (sedimentation velocity/
sedimentation equilibrium) or the chemical structure (den-
sity gradient) in the solvent and therefore the possibility to
measure distributions without the interaction with any sta-
tionary phase or solvent flows as occurs in current chromato-
graphic techniques. Wherever information is sought for the
individual components in a mixture, analytical ultracentrifu-
gation is among the first techniques of choice. On the other
hand, the sedimentation equilibrium is an equilibrium well
described by thermodynamics. Thus, it is possible to derive
information even on complicated or interacting systems on
an absolute basis and without disturbing this equilibrium.
There are many different physicochemical quantities that
can be determined. However, simple investigations such as
those of sample homogeneity can provide much informa-
tion on a system. But a complete physicochemical character-
ization is also possible, often with information that cannot
be obtained by other techniques. Similar to other analytical
techniques, the rapid computer and electronics development
of the past years was of benefit for analytical ultracentrifu-
gation. This development provides many new applications,
improved sensitivity of the experiments, and even the real-
ization of evaluation approaches not possible so far. Briefly
stated, not only has the amount of experimental data from
an ultracentrifuge experiment been increased but also the
amount of information. This has led to a resurgence of inter-
est in this technique. Especially if multidetection systems
can be realized on ultracentrifuge platforms, new dimen-
sions of analytical information will be available from a sin-
gle sedimentation velocity experiment. Therefore, a synergy
between ultracentrifuge hardware and methodology devel-
opment can be expected which will lead to an increasing
number of applications.

In biochemistry/biophysics, analytical ultracentrifugation
is once again gaining importance after a slowdown in the
1980s. The same trend is not unlikely for the field of polymer
or colloid chemistry although so far many chemists are not
yet aware of the potential of analytical ultracentrifugation.

GLOSSARY
Analytical ultracentrifugation Analytical observation of
sedimentation processes at speeds up to 60000 RPM.
Density gradient Separation of a binary mixture to a con-
tinuous concentration and thus density gradient in the ultra-
centrifugal field.
Lamm equation The basic equation of analytical Ultracen-
trifugation which describes the transport process by sedi-
mentation and diffusion in the centrifugal field.
Partial specific volume The volume change in ml if one
gram of pure sample is added to an infinite amount of
solvent.
Sedimentation coefficient Detected Sedimentation veloc-
ity normalized to gravitational force.

Sedimentation equilibrium experiment Particle sedimen-
tation at moderate speed where sedimentation is balanced
by counter diffusion to yield the absolute molar mass.
Sedimentation velocity experiment Particle sedimenta-
tion at very high speeds to determine the sedimentation
coefficient.
Synthetic boundary experiment Overlaying of a solvent
onto a solution to create a liquid interface.
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1. INTRODUCTION
The concept of a new class of materials with an ultrafine grain
structure possessing unique properties was first introduced
by Gleiter [1] about two decades ago. Originally referred to
as “interfacial materials,” the main characteristic of these
materials is the enhanced volume fraction of their interface
component (i.e., grain boundaries, triple junctions, quadru-
ple nodes [2, 3]) compared with their polycrystalline counter-
part as a consequence of the ultrafine grain structure. With
the large proportion of atoms located at interfacial regions,
it was suggested that the atomic and electronic structures of
such a material might be different from the structures found
in compositionally equivalent material in the amorphous or
polycrystalline states. Today these materials are referred to
as nanocrystalline or nanostructured materials and are gen-
erally defined as materials with a characteristic length scale
(e.g., grain size, particle size, film thickness, structure size)
less than 100 nm. In the case of bulk nanostructured mate-
rials this length scale is the grain size. In recent years, bulk
nanostructured materials have generated much excitement in

the scientific community due to the many enhanced proper-
ties associated with the nanoscale grain structure, which have
led to many new industrial applications.

Many synthesis techniques have been developed over
the past 20 years to produce bulk nanostructured materi-
als, including: physical and chemical vapor phase processing,
mechanical attrition, consolidation of nanophase powders,
crystallization of amorphous precursors, as well as chemi-
cal and electrochemical methods (e.g., [4, 5]). A common
feature of most synthesis techniques is that they operate
far from equilibrium conditions to favor nucleation of new
grains and reduce growth of existing grains, thus promoting
a nanocrystalline grain structure. Unlike many other syn-
thesis techniques, electrodeposition is a single-step process
that produces fully dense material without the need for sec-
ondary consolidation of powders or annealing of amorphous
precursors. The focus of this chapter presented here is on
electrodeposited nanostructures.

Over the past decade, electrodeposited nanostructures
have advanced rapidly to commercial application because of
the following factors: (1) an established industrial infrastruc-
ture (i.e., electroplating and electroforming industries), (2) a
relatively low cost of application whereby nanomaterials can
be produced by simple modification of bath chemistries
and electrical parameters used in current plating and elec-
troforming operations, (3) the capability in a single-step
process to produce metals, alloys, and metal–matrix com-
posites in various forms (i.e., coatings, freestanding complex
shapes), and most importantly (4) the ability to produce
fully dense nanostructures free of extraneous porosity. From
the outset, the fully dense nanomaterials have displayed
predictable material properties based upon their increased
content of intercrystalline defects. This “predictability” in
ultimate material performance has accelerated the adoption
of electrodeposited nanomaterials by industry, whereby such

ISBN: 1-58883-057-8/$35.00
Copyright © 2004 by American Scientific Publishers
All rights of reproduction in any form reserved.

Encyclopedia of Nanoscience and Nanotechnology
Edited by H. S. Nalwa

Volume 1: Pages (89–99)



90 Applications of Electrodeposited Nanostructures

extreme grain refinement simply represents another metal-
lurgical tool for microstructural optimization.

The development of a thorough understanding of the
structure–property relationships of electrodeposited nano-
structured materials over the years has enabled the “opti-
mization” (rather than simple minimization) of the grain size
of various nanostructured materials for specific industrial
applications. In this chapter, current and emerging practical
applications for electrodeposited nanostructured materials
are presented and discussed in light of the enhanced prop-
erties relevant to the specific application.

2. SYNTHESIS AND STRUCTURE
OF ELECTRODEPOSITED
NANOSTRUCTURES

Electrodeposition is likely the simplest method of producing
nanostructured materials. However, the earliest systematic
studies on the use of electrodeposition to produce nano-
crystalline materials were only published in the late 1980s
[6, 7]. Potentially, any metal or alloy can be modified to
yield nanocrystalline deposits during the electrodeposition
procedure. Important processing parameters include bath
composition, pH, temperature, overpotential, bath additives,
etc. To date, a large number of systems (pure metals, alloys,
composites, and ceramics) have been electrodeposited with
average grain sizes less than 100 nm. For example, the lit-
erature contains numerous examples giving electrochemical
processing windows for the synthesis of nanocrystalline pure
metals (e.g., Ni [8–11], Co [12], Pd [13], Cu [12]), binary
alloys (e.g., Ni–P [6, 7], Ni–Fe [14, 15], Zn–Ni [16, 17],
Pd–Fe [18], Co–W [19]) and ternary alloys (e.g., Ni–Fe–
Cr [20–22], Co–Fe–P [23]). Even multilayered structures or
compositionally modulated alloys (e.g., Cu–Pb [24], Cu–Ni
[25, 26], Ag–Pd [27], Ni–P [28]), metal–matrix composites
(e.g., Ni–SiC [10, 23, 29], Ni–Al2O3, Ni–MoS2 [23]), ceram-
ics (e.g., ZrO2 [30]), and ceramic nanocomposites (e.g.,
TlaPbbOc [31]) have been successfully produced by elec-
trodeposition methods.

Electrodeposited bulk nanostructures, in the as-deposited
condition, are fully dense materials, with negligible poros-
ity (as determined by density [32] and position annihilation
[33] measurements), unless deliberately produced in pow-
der form. High-resolution electron microscopy has demon-
strated that grain boundary structures in electrodeposited
bulk nanostructures are similar to structures found in con-
ventional polycrystalline materials [34]. Grain size measure-
ments commonly show log normal grain size distributions
[8] when the materials are deposited with an equiaxed grain
structure. Average grain size and crystallographic texture
can be controlled by various plating parameters, including
but not limited to bath pH, current density, pulse param-
eters, and bath additions. Cross-sectional examination of
thin (<3 �m) and thick (>1 mm) coatings has shown that
the nanocrystalline structure is fully established right at
the interface with the substrate and that the grain size is
independent of coating thickness [35], in contrast to con-
ventionally produced electrodeposits which often show con-
siderable grain coarsening with increasing coating thick-
ness [36]. Binary and ternary alloys typically show extended

solid solubility ranges, compared to materials produced
under thermodynamic equilibrium conditions (for example,
in Ni–P [6, 7] Zn–Ni [16], Co–W [19]).

Various coatings with thicknesses up to ∼100 �m elec-
troplated onto substrates to modify specific surface prop-
erties are probably the most widely known applications of
electrodeposition technologies. It should be noted, however,
that several other methods (e.g., brush plating, electrowin-
ning, and electroforming) are used to produce bulk nano-
structured materials as thick coatings (several mm thick) or
as freestanding material in the form of sheet, foil, tubes,
wire, mesh, plate, and foam. Table 1 lists examples of shapes
and the corresponding applications of commonly produced
electrodeposited and electroformed products.

3. PROPERTIES OF ELECTRODEPOSITED
NANOSTRUCTURES

Many detailed investigations have focused on identifying
the important structure–property relationships of nano-
crystalline materials, attempting to correlate the distinct
structure of these materials with various physical, chemical,
mechanical, electrical, and magnetic properties. For example,
extensive studies of fully dense nanocrystalline nickel pro-
duced by electrodeposition have indicated that the structure–
property relationships can be categorized into two basic
groups: (i) those that exhibit a strong dependence on grain
size and (ii) those with weak grain size dependence. A sum-
mary of the various grain size dependent and independent
properties is given in Table 2 [37]. Detailed descriptions

Table 1. Various shapes and applications of electrodeposited and elec-
troformed products.

Shapes Applications

Thin coatings surface modification for wear and
(on substrates) corrosion resistance; catalytic surfaces

Thick coatings electrosleeveTM; repair of worn
(on substrates) components

Sheet, foil gaskets; pressure control membranes;
(freestanding) hydrogen purification membranes;

thermal barriers; solar energy
absorbers; microfoils; soft magnets

Tubes, wire surgical tools; missile guidance systems;
(freestanding) miniature gamma radiation sources

Mesh (freestanding) filters; precision sieve screens; razor foils;
printing screens; centrifuge screens

Plate (freestanding) structural applications
Foam (freestanding) filters; electromagnetic shielding; battery

electrodes; catalyst carriers
Molds (freestanding) CD stampers; embossing tools for holograms;

compression, injection and pattern molds
Free forms precision bellows; erosion shields for

helicopters; trust chambers for rocket
engines; components for micromagnetic
motors, micro-optics, microactuators
and microfiltration; shaped charge liners;
precision reflectors and mirrors; nozzles

Powder catalysts; reinforcements
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Table 2. Grain size dependent and independent properties of elec-
trodeposited nanocrystalline nickel.

Grain size dependent properties

Property Observation

Solid solubility greatly enhanced
Hydrogen solubility greatly enhanced
Localized corrosion nearly eliminated
Corrosion potential shifted to more noble

potential
Defect structure in higher defect density

passive layer
Thermal stability greatly reduced
Hydrogen diffusivity greatly enhanced
Coefficient of friction reduced by a factor of 2
Wear resistance greatly enhanced
Strength increased by a factor

of 3 to 10
Ductility greatly reduced
Hardness increased by a factor of 5
Electrical resistivity increased by a factor of 3

Grain size independent properties
Property Observation

Bulk density reduced by <1%
Thermal expansion unchanged
Young’s modulus unchanged
Adhesion to substrate unchanged

(for coatings)
Thickness of passive layer same as polycrystalline

(1.3 nm)
Resistance to salt spray unchanged

environment
Saturation magnetization reduced by ∼5%

Source: Adapted with permission from [37], A.-M. El-Sherik and U. Erb,
in “Nickel–Cobalt 97” (F. N. Smith, Ed.), Vol. 4, p. 257. The Metallurgical
Society of CIM, Montreal, 1997. © 1997, The Metallurgical Society of CIM.

of the enhanced properties associated with electrodeposited
bulk nanostructured materials, relevant to specific industrial
applications, will be given in the following section.

4. APPLICATIONS OF
ELECTRODEPOSITED
NANOSTRUCTURES

The starting point for the development of a particular appli-
cation of electrodeposited bulk nanostructured materials is
the realization that different properties scale differently with
grain size. In this context material design and selection
involves the optimization of all important property require-
ments, which then dictates the final grain size for a partic-
ular application. Other microstructural parameters, such as
grain shape, crystallographic texture, grain boundary char-
acter distribution, alloying additions, and second phase par-
ticles, can also be further modified (if necessary) to design
the final material. The development of a thorough under-
standing of the various material properties as a function of
grain size over the years has led to the successful imple-
mentation of various electrodeposited bulk nanostructured
materials for specific industrial applications. In the subse-
quent sections, several structural and functional applications

are discussed along with the relevant material properties
integral for the application.

4.1. Structural Applications

As would be expected from Hall–Petch considerations,
numerous practical applications for nanocrystalline materi-
als are based upon opportunities for high strength struc-
tural components. Table 3 displays mechanical properties
of nanocrystalline nickel (99.99%) with grain sizes of 10
and 100 nm, in comparison to conventional polycrystalline
(10 �m) nickel. Remarkable increases in hardness, yield
strength, and ultimate tensile strength are observed with
decreasing grain size. It is also interesting to note that the
work hardening coefficient decreases with decreasing grain
size, to a negligible value at a grain size of 10 nm [38]. The
ductility of the material decreases with decreasing grain size
from 50% elongation to failure in tension for conventional
material to 15% at 100 nm grain size and approximately
1% at 10 nm grain size. Ductility in bending was generally
observed to be somewhat greater than in uniaxial tension.
As is also shown in this table, the fatigue performance of
the 100 nm material is fully consistent with that of the con-
ventional Ni. Compared to conventional polycrystalline Ni,
nanocrystalline Ni electrodeposits exhibit drastically reduced
wear rates and lower coefficient of friction as determined in
dry air pin-on-disk tests [37].

In a recent study on the tensile properties of electrode-
posited nanocrystalline cobalt [39], the yield (0.2%) and ulti-
mate tensile strengths for materials with an average grain
size of approximately 12 nm were reported to be 1000–1100
and 1750–1950 MPa, respectively, while maintaining consid-
erable ductility with elongation values ranging between 4
and 8%. For direct comparison, the yield (0.2%) and ulti-
mate tensile strength for a coarse-grained polycrystalline
cobalt counterpart with an average grain size larger than
1 �m were reported to be 370–400 and 760–860 MPa,
respectively, with elongation values between 7 and 18%.

Table 3. Mechanical properties of conventional and nanocrystalline
nickel.

Nano-Ni
Conventionala

Property 10 �m 100 nm 10 nm

Yield strength, MPa (25 �C) 103 690 >900
Ultimate tensile strength, 403 1100 >2000

MPa (25 �C)
Tensile elongation, % (25 �C) 50 >15 1
Elongation in bending, % (25 �C) — >40 —
Modulus of elasticity, GPa (25 �C) 207 214 204
Vickers hardness, kg/-mm2 140 300 650
Work hardening coefficient 0.4 0.15 0.0
Fatigue strength, MPa 241 275 —

(108 cycles/air/25 �C)
Wear rate (dry air pin on disk), 1330 — 7.9

�m3/�m
Coefficient of friction 0.9 — 0.5

(dry air pin on disk)

Source: “ASM Metals Handbook,” Vol. 2. ASM International, Materials Park,
OH, 1993.
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4.1.1. Steam Generator Repair
One of the first large-scale structural applications of a
bulk nanostructured material is the use of an electrode-
posited nanocrystalline nickel microalloy as an in-situ repair
technique for nuclear steam generator tubing [40, 41]. This
so-called electrosleeve process [42] has been successfully
implemented in both Canadian and U.S. pressurized water
reactors and has been incorporated as a standard proce-
dure for pressure tubing repair [43], wherein a thick coating
(0.5–1.0 mm) of nanostructured Ni microalloy (80–100 nm
grain size) is electrodeposited on the inside surface of steam
generator tubes to form a complete structural repair at
sites where the structural integrity of the original tube has
been compromised (e.g., corrosion, stress corrosion crack-
ing, etc.). Figure 1 shows a cutaway of an alloy 600 nuclear
steam generator tube repaired with the electrosleeve pro-
cess. The high strength and good ductility of the 100 nm
grain size microalloy allows for an appropriate thickness
(0.5–1 mm) for which the impact on fluid flow and heat
transfer in the steam generator tube is minimized.

4.1.2. Wear and Corrosion
Resistant Coatings

Also as a result of Hall–Petch strengthening, nanocrystalline
materials display significant increases in hardness and stren-
gth relative to their coarser grained counterparts. Hard-
ness increases on the order of 500% to 700% are typically
observed [6, 44–49]. Deviations from Hall–Petch behavior
have been noted at extremely fine grain sizes (i.e., <20 nm)
and were attributed to the breakdown of dislocation pile-
up mechanisms [49] and the potential for alternative “soft-
ening” mechanisms such as room temperature Coble creep
[45] and triple line disclination processes [44, 50]. Table 4
summarizes the nanocrystalline grain sizes and correspond-
ing hardness values for several nanocrystalline metals and
alloys synthesized by electrodeposition.

The general relationship between wear performance and
material hardness is often expressed by Archard’s law [51],
which demonstrates that the volume loss due to wear should

Tube

Electrosleeve

Figure 1. Cutaway view of an alloy 600 nuclear steam generator tube
repaired with the electrosleeve process.

Table 4. Typical hardness values achieved with electrodeposited bulk
nanostructured materials.

Average grain Hardness
Coating composition size (nm) (VHN)

Ni 11 660
Ni–7 wt% Mo 14 620
Ni–0.5 wt% P <5 >1100
Ni–20 wt% Fe 15 690
Ni–15 wt% Cr–10 wt% Fe 12 890
Co 13 650
Co–1 wt% P <10 680
Co–5 wt% P <10 745
Co–30 wt% Fe–3 wt% P 15 890
Co–45 wt% Fe–10 wt% Zn 10 650
Co–12 wt% W <100 nm 550
Zn–13 wt% Ni 60 425
Zn–20 wt% Ni <100 nm 540

be inversely proportional to the hardness of the material.
The applicability of this law to nanocrystalline materials has
recently been demonstrated [52] where the grain size depen-
dence of abrasive wear performance was examined using the
commonly used Taber wear technique [53].
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Figure 2. (a) Hardness as function of grain size for Ni. (b) Taber wear
index as function of grain size for Ni. Adapted with permission from
[52], D. H. Jeong et al., Scripta Mater. 44, 493 (2001). © 2001, Elsevier
Science.
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Figure 2 shows the effect of average grain size on both
the hardness and Taber wear index (a measure of volume
loss due to wear) for nickel. As shown, decreasing the grain
size of Ni from 90 �m to 13 nm results in hardness increases
from 125 to 625 VHN; commensurately, the Taber wear
index is reduced from approximately 37 to 21.

Figure 3 shows the pin-on-disk (POD) volume wear loss
for various nanocrystalline Co alloys relative to those obtai-
ned with mild steel, tool steel, and hard chrome. As noted in
this figure, the wear resistance is no longer a simple function
of the material hardness. When tested under identical con-
ditions, the wear resistance of most of the nanocrystalline
deposits exceeded that of hard chrome, even though their
hardness values were lower. The POD volume wear loss val-
ues for nanocrystalline cobalt decreased with the addition
of phosphorus (Co–4% P) and with precipitation hardening
(Co–4% P, HT). The addition of iron results in a further
decrease in the wear loss.

4.1.3. Environmentally Benign Replacements
for Hard Chrome Electroplating

Electrodeposited hard chromium coatings (0.25 to 10 mil
thick) are commonly used in both industrial and military
applications [54–57] for imparting wear and erosion resis-
tance to components. This is because of their intrinsic
high hardness (600–1000 VHN) and low friction coefficient
(<0.2) [58]. The most common (and most practical) means
of depositing such hard chromium deposits has been through
the use of chromic acid baths. However, health risks associ-
ated with the use of hexavalent chromium baths have been
recognized since the early 1930s [59], wherein skin irritation
and inflammation, particularly in the nasal passages, were
identified. More recently, such hexavalent Cr baths have
been shown to enhance the risk of cancer of the lung and
nose [60]. Although significant progress has been made in
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the development of less harmful “trivalent Cr” plating pro-
cesses (e.g., [61]), a reliable industrial process has yet to
emerge.

In addition to the health risks associated with Cr plat-
ing, there are several other technical drawbacks to this
technology. As a result of the relatively low electrolytic effi-
ciency of Cr plating processes, deposition (or build) rates are
relatively low compared to the plating of other metals and
alloys (e.g., 20–50 �m per hour for Cr versus >200 �m per
hour for nickel) [62]. As a further consequence of this low
Cr-plating efficiency, high rates of hydrogen co-generation
occur and precautions must be taken to prevent hydrogen
embrittlement of susceptible substrate materials (e.g., high
strength steels) [56]. Moreover, the intrinsic brittleness of
hard chromium deposits (i.e., <0.1% tensile elongation [63])
invariably leads to micro- or macrocracked deposits. These
“cracks,” which do not compromise wear and erosion resis-
tance, are wholly unsuitable for applications where corrosion
resistance is required. In these applications, an electrode-
posited underlayer of more ductile and corrosion resistant
material (usually Ni) must be applied [63].

Electrodeposited bulk nanostructured nickel and cobalt
alloys have been recently developed as environmentally
benign replacements of hard chrome electroplating [23, 64,
65]. It is important to note that although the wear perfor-
mance of some of these single phase nanocrystalline coatings
currently only approaches that of hard chrome, there exist
significant benefits for many of these nanocrystalline coat-
ings, which already render them a superior alternative for
specific applications. For example, the significant ductility
of nanocrystalline materials relative to hard chromium, and
the absence of microcracking, provides significant advan-
tages in fatigue and corrosion performance. Also, the high
current efficiencies associated with the deposition of these
nanocrystalline materials mitigates problems associated with
hydrogen embrittlement. Furthermore, as will be outlined,
these nanocrystalline single-phase systems can provide a
hard but still relatively ductile matrix for incorporation of
second phase particles, which can impart even greater hard-
facing improvements.

Further increases in hardness and wear resistance may
be achievable through the incorporation of second phase
particulates in the nanocrystalline metal/alloy matrix. Two
approaches can be used to accomplish this. The first is alloy
deposition followed by heat treatment to precipitate a finely
dispersed second phase, and the second is to co-deposit par-
ticulate during the deposition process. Significant increases
in hardness have been achieved by precipitation of phos-
phates in electrodeposited Co–P [64, 65], Co–Fe–P [23], and
Ni–P [66] to values exceeding those commonly found for
hard chromium coatings (800–1200 VHN). Figure 4 shows
precipitation hardening in the nanocrystalline cobalt–iron–
phosphorus alloy, whereby hardness is plotted as a func-
tion of annealing time at 300, 400, and 500 �C for up
to 100 hours. The Co–Fe–P deposits show an increase in
hardness with annealing time at all temperatures, passing
through a maximum after approximately 1 hour, followed
by a slow decrease with increasing time. The subsequent
decrease in hardness is believed to be due to the over-
ripening of the precipitates. The additional loss in hard-
ness during annealing at 500 �C to values below that of the
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Figure 4. Effect of annealing time at 300, 400, and 500 �C on the hard-
ness of a nanocrystalline Co–Fe–P alloy.

as-deposited material is due to the onset of grain growth,
resulting in a loss of the Hall–Petch strengthening.

Nanocomposite coatings can also be produced by co-
deposition during the electroplating process, whereby the
second phase particulate is kept in suspension in the plat-
ing bath. In this manner, insoluble second phases of metals,
alloys, ceramics, or polymers can be uniformly distributed
in the host nanocrystalline metal or alloy matrix. Figure
5a shows an example of nanocrystalline nickel (13 nm avg.
grain size) containing a uniform dispersion of aluminum
oxide particles, produced by electrodeposition. Figure 5b
presents a bright field transmission electron microscope
(TEM) image of two Al2O3 particles and the surround-
ing nanocrystalline nickel showing that the nanocrystalline
matrix structure continues up to the particle/matrix inter-
face.

The benefits of utilizing nanocrystalline metal–ceramic
composites is shown in Figure 6 for Ni–SiC [67]. Significant
increases in hardness, yield strength, and ultimate tensile
strength are achieved by utilizing a nanocrystalline rather
than a conventional nickel matrix. In this work [67], it was
also noted that, for low concentrations of SiC, the nano-
crystalline composite possessed significantly improved duc-
tility compared with nanocrystalline nickel of the same grain
size but without SiC particles.

In addition to the potential for co-depositing hard second
phase particles, there exists the opportunity to also incor-
porate second phases with functional properties. For exam-
ple, hard-facing coatings with self-lubricating properties are
highly desirable in certain applications. These properties can
be achieved through the use of dry lubricant particles such
as graphite, polytetrafluoroethylene, etc. Such co-deposited
systems are already commercially available with a conven-
tional grain size matrix (e.g., Ni). However, a hard nano-
crystalline matrix extends the usage of these coatings to
more severe industrial conditions, since by application of
the rule of mixtures, the relatively “soft” lubricating second
phase can be incorporated to larger volume fractions with-
out significant compromise of the overall hardness of the
coating.

Figure 7a and b shows parallel and through-thickness
scanning electron microscope (SEM) micrographs, respec-
tively, of a nanocrystalline Ni–P matrix containing hexagonal

(a)

15 µm

(b)

100 nm

Figure 5. (a) Scanning electron micrograph (backscattered electron
image) of nanocrystalline nickel (13 nm average grain size) matrix con-
taining Al2O3 particulate (black). (b) Bright field TEM micrograph of
nanocrystalline Ni–Al2O3 deposit showing the interface between the
matrix and the Al2O3 particle.

boron nitride (BN) particles (mean particle size ∼10 �m).
The presence of the BN particles in the material results in a
coating that “self-lubricates” during wear. Figure 8 shows a
photograph of hydraulic expansion mandrels, coated with a
nanocrystalline Ni–MoS2 composite, which utilize the self-
lubricating mechanism in order to extend their service life.

4.1.4. Microelectromechanical Devices
Rapid growth in the demand for microelectromechani-
cal structures (MEMS) has resulted in the development
of suitable fabrication techniques for micrometer-scale
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Figure 7. Parallel (a) and through-thickness (b) SEM micrographs of a
nanocrystalline Ni–P matrix with BN particles.

Figure 8. Self-lubricating nanocrystalline nickel + molybdenum disul-
fide composite coating on hydraulic expansion mandrels.

components. One of the most commonly used fabrication
techniques for metallic MEMS components is molding by
electrodeposition (through-mask electroplating or LIGA,
originally developed in Germany). The LIGA technique
makes use of photoresist technology to allow for the fab-
rication of high aspect ratio structures (e.g., [68]). Conven-
tionally produced LIGA and other electrodeposits, however,
have been shown to suffer from severe reliability problems
in terms of unpredictable properties (e.g., [69, 70]). Proper-
ties such as Young’s modulus, yield strength, ultimate ten-
sile strength, fatigue strength, and creep behavior have been
shown to be extremely sensitive to processing parameters.
Using conventional electroplating, columnar grain structure
with varying crystallographic texture and large grains (in
the micrometer range) are typically found in LIGA Ni,
which is the main cause of the unreliability issue, as not
all material properties are isotropic. Another critical fac-
tor in these devices is the fact that the grain size of con-
ventionally electroformed MEMS structures approaches the
length scale of the actual structure compromising the overall
strength of the components. Initial studies have shown that
the concerns with current LIGA structures can be alleviated
by adopting electrodeposition parameters that yield nano-
crystalline deposits [8, 9] with controllable and reproducible
grain shape and crystallographic texture.

4.1.5. Other Applications
The exceptional specific strengths displayed by electrode-
posited nanocrystalline metals and alloys have led to the
development of a cost-effective, corrosion resistant, multi-
layer nanocomposite which can form the basic building unit
for armor laminate panels or complex laminate components
for lightweight armor applications. By providing specific
strengths >850 kpsi/(lb/cu.in.), intrinsic energy absorption
and dissipation capability, and multiple round projectile
blunting capability a broad range of threats can be defeated.
Table 5 summarizes the specific strengths of electrode-
posited nanocrystalline nickel, cobalt, and iron. As shown in
this table, cobalt and iron, which can be produced in a cost-
effective manner, already exhibit the lightweight structural
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Table 5. Summary of specific strength properties of nanocrystalline
metals produced by electrodeposition (NanoPlateTM).

Tensile
Grain size Crystal Density strength Specific

Material (by XRD) structure (lb/cu. in.) (kpsi) strength

NanoPlateTM Ni 17 nm fcc 0�32 175 547
NanoPlateTM Co 12 nm hcp 0�32 283 884
NanoPlateTM Fe 10 nm bcc 0�28 484 1729

properties desired for the lightweight armor applications.
Further increases in the specific strength can be achieved by
incorporating lightweight ceramic phases.

Recent geometric models and experimental findings
[71, 72] have shown that nanostructured materials can pos-
sess a high resistance to intergranular cracking processes,
including creep cracking. Several emerging applications
for nanocrystalline materials possessing high intergranular
cracking resistance include lead-acid battery (positive) grids
and shape charge liners (Cu, Pb, Ni) for military and indus-
trial applications (e.g., demolition, oil well penetrators, etc.).
In these applications, durability and performance of conven-
tional polycrystalline materials are frequently compromised
by premature intergranular failure.

4.2. Functional Applications

4.2.1. Soft Magnetic Films and Foils
The magnetic properties of ferromagnetic materials are stro-
ngly dependent upon parameters such as composition, crys-
tallographic texture, internal stress, grain shape anisotropy,
and the grain size distribution [73–75]. The magnetic prop-
erties of interest for nearly all applications can be divided
into two categories: intrinsic and extrinsic magnetic prop-
erties. The fundamental intrinsic properties are generally
independent of structure, such as the saturation magneti-
zation (MS) and the Curie temperature (TC). The extrinsic
magnetic properties are those that depend in some way on
microstructure, such as permeability (�), coercivity (HC),
and remnant magnetization (MR).

Over the years, tailoring the chemistry and optimizing
microstructure have resulted in significant improvements in
the intrinsic and extrinsic magnetic properties of ferromag-
netic materials. For soft magnetic applications, ranging from
electromagnetic shielding, transformer materials, read–write
heads, high efficiency motors, or emerging microelectrome-
chanical system components, magnetic materials that exhibit
small hysteresis losses per cycle are required. More specif-
ically, materials with: (i) high permeability (the parameter
which describes the flux density in very small fields), (ii) low
coercivity, (iii) high saturation and remnant magnetization,
(iv) high electrical resistivity (to minimize losses due to eddy
current formation), and (v) high Curie temperatures are
required. High strength is also of concern in particular for
very thin foils or wires as is high corrosion and wear resis-
tance, if these materials are used as a coating on softer
substrates.

In nanocrystalline materials, the grain size approaches or
decreases below the critical magnetic length scales found
in conventional materials such as the domain (Bloch) wall

thickness or the ferromagnetic exchange length. As a result,
considerable changes in the magnetic behavior can occur. In
conventional polycrystalline materials (grain sizes >100 nm),
the coercivity is found to be inversely proportional to the
grain size. In this case, the grain size exceeds the domain
wall thickness and the grain boundaries effectively act to
pin magnetic domain wall motion, resulting in magnetically
harder materials with decreasing grain size.

However, when the crystal size is reduced to the extent
that the domain wall thickness is comparable to the aver-
age grain diameter the magnetic structure in relation to the
microstructure is not well understood. For a series of nano-
structured materials produced by crystallization from amor-
phous precursors it was found that the coercivity decreased
by several orders of magnitude for grain sizes less than about
50 nm, following a D6 relationship, where D is the grain size
of nanocrystals (e.g., [76]). This observation was explained in
terms of a random anisotropy model. Although this effect is
not observed for all nanocrystalline materials, recent results
have demonstrated that materials prepared by electrodepo-
sition [77] show similar trends.

Early studies on the saturation magnetization of ultrafine
particles and nanocrystalline materials made by gas con-
densed nanocrystalline powders found the MS to be reduced,
by as much as 40%, when compared to their composition-
ally equivalent polycrystalline counterparts [78–81]. Stud-
ies on the MS of electrodeposited nanocrystalline materials,
however, showed a decrease in MS by no more than 5%
[82–85]. Initially the reduced MS in consolidated nano-
crystalline powders was explained in terms of the structural
disorder of the interfaces, in which atoms located at the
interfaces were estimated to possess only half the magnetic
moment of the atoms located within the grains [81]. How-
ever, in later work involving higher purity material [86], the
previously reported reduction in MS was attributed to oxy-
gen contamination. Recent detailed calculations on the mag-
netic properties of grain boundaries [87, 88] revealed that
the local magnetic moment in nickel is rather insensitive to
the amount of disorder present in the structure, varying at
most by 20%, for only certain sites in the boundary, thereby
agreeing with the measured MS values from nanocrystalline
materials made by electrodeposition [82–85].

The Curie temperature of nanocrystalline materials has
also been the subject of debate over the years. While a con-
siderably reduced Curie temperature has been reported for
nanocrystalline nickel made by consolidated nanocrystalline
powders [89], no major reduction has been observed for
nanocrystalline nickel produced by electrodeposition [90].

Nanocrystalline Fe- and Co-based soft magnetic materials
made from devitrified amorphous alloys are currently being
used in industry. The rapid solidification production tech-
nique of the amorphous precursor alloys, however, requires
substantial alloying with metalloids such as boron and/or
phosphorus. Therefore improvement in some of the soft
magnetic properties, such as coercivity and permeability as
a result of the ultrafine grain size, comes at the expense
of the saturation magnetization of the base material (Fe or
Co). In the case of electrodeposited nanocrystalline materi-
als, the ultrafine grain size is accomplished without the need
for alloying, such that saturation magnetization is not sacri-
ficed, as shown in Figure 9.
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The industrial use of these high performance ferromag-
netic materials in motor, transformer, and shielding applica-
tions was accelerated by the development of a drum plating
process (shown in Fig. 10) for cost-effectively producing
large quantities of sheet, foil, and wire in nanocrystalline
form.

4.2.2. Copper Foil for Printed
Circuit Boards

Line etchability of copper foil for printed circuit board
applications is strongly dependent on the crystallographic
orientation of the crystals in the foil [91]. Nonuniform line
etching has become a severe issue as the linewidth con-
tinues to decrease to dimensions close to the grain size in
conventional polycrystalline copper foils produced by elec-
trodeposition. In an effort to improve the line etchabil-
ity, a nanocrystalline Cu foil was recently developed [92]

Solution level Rotating inert drum
(titanium, stainless steel)

Anode or titanium anode basket

i

t

DC pulse
power supply

Figure 10. Prototype drum-plater for producing nanocrystalline sheet,
foil, and wire products.

200 nm

Figure 11. Field emission scanning electron micrograph of electrode-
posited nanocrystalline Cu foil having an average grain size of 50 nm.

with grain sizes in the 50–100 nm range. Although further
grain size reduction would be beneficial in terms of strength
advantage and etchability, the associated increase in elec-
trical resistivity would be unacceptable for this particular
application [93]. Figure 11 shows a cross-sectional field emis-
sion scanning electron micrograph of nanocrystalline Cu foil
produced for this application.

4.2.3. Catalytic and Energy
Storage Applications

The high density of intercrystalline defects present within
the bulk and intersecting the free surface of nanostructured
materials provides considerable opportunity in catalytic and
hydrogen storage applications. Hydrogen transport rates and
storage capacity in nanocrystalline Ni have been shown to
be significantly enhanced over that observed in conventional
material [94, 95]; 6- to 10-fold increases in hydrogen diffusiv-
ity and 60-fold increases in hydrogen storage capacity have
been determined at room temperature. In addition, higher
electrocatalytic behavior has been noted with regard to the
hydrogen evolution reaction for alkaline water electrolysis at
room temperature [95]. Several applications are being devel-
oped for the use of these materials in nickel metal hydride
battery systems and as alkaline fuel cell electrodes.

5. SUMMARY
Bulk nanostructured materials produced by electrodeposi-
tion exhibit excellent mechanical, wear, corrosion, catalytic,
and magnetic properties. Several economically viable elec-
trodeposition technologies are already available to produce
large quantities of various pure metals, alloys, and com-
posites in many different forms and shapes including thin
and thick coatings, freestanding foil, sheet, tubes, and wires
as well as complex geometries. Based on the outstanding
properties and the established industrial infrastructure a
number of advanced applications for electrodeposited nano-
structures have been developed over the past decade, which
have herein been presented.
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GLOSSARY
Co-deposition The deposition of more than one species
during electrodeposition. For example, if two metals are co-
deposited at the same time the resulting material is an alloy.
Metal matrix composites can be produced by co-depositing a
second phase particle (e.g., ceramic, polymer, or intermetal-
lic particles) with a metallic matrix.
Electrodeposition The deposition of a metal, ceramic,
semiconductor, or polymer from an aqueous, or organic
solution, or a molten salt.
Interfacial material A fully dense polyerystalline material
such as a metal, alloy, ceramic or semiconductor with crys-
tal sizes less than 100 nm. These materials have large vol-
ume fractions of interfaces (i.e., grain boundaries or phase
boundaries) and, therefore, their properties quite different
from those observed for their amorphous or conventional
polycrystalline counterparts.
Nanocomposite A composite material in which at least one
of the phases is nanocrystalline with a crystal size less than
100 nm.
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1. INTRODUCTION
Focused ion beam (FIB) systems and technology were
developed about 20 years ago in the early 1980s. As the
applications increased and demand for commercial equip-
ment increased, commercial instruments became available
on the market [1]. Today FIB systems are being widely used
in semiconductor research and processing, failure analysis,
and chip design. The technology makes it possible to carry
out localized milling and deposition of conductors and insu-
lators with high precision. Because of this FIB application
has become possible in device modification, mask repair,
process control, and failure analysis [2–6]. The possibility to
image at high magnification and milling at a very specific site
has made possible preparation of specimens for transmis-
sion electron microscopy (TEM). The FIB technique is also
being used in production processes like trimming of thin-
film magnetoresistive heads (for magnetic storage disks) [7].
Recently a number of reports have appeared in the litera-
ture about the use of FIB in micromachining applications

for microelectromechanical structures [8–10]. This power-
ful tool shows a promising future in nanotechnology and
nanofabrication. The FIB is based on the interactions of an
ion beam with surfaces and molecules. It is therefore impor-
tant to cover how ions interact with matter.

2. INTERACTION OF IONS
WITH MATTER

Ion implantation for integrated circuit manufacture is a well
established technique. It has been widely studied and there
is a considerable amount of literature available in this area.
Typical energies used in ion implantation are in the 10 to
200 keV range, while typically the commercially available
FIB systems use around 30–50 keV. The incident ion loses
its energy when it strikes the surface of the specimen. This
energy is partially lost to the electrons and partially to the
atoms itself. Due to Coulomb interaction the ion excites the
electrons in the solid to bound states or to continuum states.
This is a predictable process. The loss of energy to the atom
is more complicated. This is because of the finite number
of random collisions with significant energy loss. The devel-
opment of the theory of an ion slowing in a solid has been
difficult because the problem of describing both the ion and
the target is complex. Once the ion penetrates a solid, it
is quickly stripped of some of its electrons, and its charge
state becomes a function of the target. The target feels the
ion coming, and its electrons polarize around the moving
ion. The charge state of the ion is modified by the polar-
ized target, which then further affects the target. Some of
the target atoms penetrate through the ion’s electron cloud
causing quantum exclusions of available states. Finally, all of
these effects depend on the constantly changing ion velocity.
When a ion strikes the surface of a solid, the ion is deflected
from its path and the atom is displaced from its original
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position. The ions penetrate the solid to a depth Rp called
penetration depth or range. If a Gaussian curve is fitted to
the distribution of ions at a depth Z it has the form exp
�−�Z − Rp�

2/2��Rp�
2� where �Rp is called range straggle.

In addition to this the collisions also produce uncertainly
in the transverse position of the ion in the solid. This is
described as �Rt or transverse straggle. Plots of Rp, �Rp,
and �Rt for silicon are available in the literature [11].
More recently computer simulations are available on the

internet called the stopping and range of ions in matter. The
simulation has used a vast number of data points available
in the literature. The software claims to be accurate to about
10% of the available data.
The ion causes various effects when it is incident on the

specimen surface. A schematic diagram of the interactions
can be seen in Figure 1.

1. The ions produce radiation damage. This is a result
of displacement of atoms from their lattice sites due
to collisions with ions. The cumulative effect of the
damage can result in formation of an amorphous layer.
For example, after an implantation dose of 1014 As+

ions/cm2 such an amorphous layer is formed in silicon.
Light ions such as B+ do not form such a layer. The
depth and distribution of the damage follows the dis-
tribution of the ions.

2. The ions striking the surface can cause sputtering. This
is removal of atoms from the substrate. This occurs
at low energies of 50–1000 eV. The removal of atoms
from the substrate is dependent on the energy of
the incident ions. The yield or the number of atoms
removed increases with energy up to about 100 keV
and then decreases. Typical yield is about 1 to 10 atoms
per ion. The sputtered ions leave the surface with a
few eV of energy.

3. When the ion strikes the surface, electrons are emitted.
About 1–10 electrons are emitted per ion with typi-
cal energies of a few eV. In a FIB system these elec-
trons called secondary electrons are used to image the
surface.

ION BEAM

Ga
Secondary electrons

Sputtered atoms

Embedded
Ga Atom

Figure 1. Interaction of ion beam with specimen.

4. Chemical effects are also produced by ions. These are
because of the ion–electron interactions as well as ion–
atom interaction. When a photoresist is exposed to the
ions, the molecules are changed because of the ions.
They can either make the resist soluble or insoluble
in developer. Ions can also break molecules into parts.
A typical example is an organic gas molecule carrying
a metal atom. The ions can break the molecule caus-
ing deposition of the metal on the surface. Another
example is ion assisted etching where a gas is used in
combination with the ion source.

3. PRINCIPLES OF FOCUSED
ION BEAM

A modern dual beam FIB system has two separate columns,
one for the electron beam and the other for the ion beam.
The ion beam interacts with the specimen and has two
important functions, namely milling of material and deposi-
tion of material. Interaction of the ion beam with the sample
surface can also used for imaging. The principal components
and functions of FIB are the following:

1. ion source
2. ion column
3. imaging
4. milling
5. deposition

3.1. Ion Source

Focused ion beam machines make use of a liquid metal ion
source or LMIS. This consists of a blunt field emitter with
an end radius of around 10 
m which is coated with a metal
film that has a high surface tension and a low vapor pres-
sure at its melting point. The field emitter is heated to the
melting point of the metal so that the metal forms a liq-
uid film on the emitter. A high electric potential is applied
to the field emitter relative to an electrode in its proximity
called an extractor electrode. The positive voltage is in the
range of 2–10 kV. The magnitude of the voltage is dependent
on the distance between the field emitter and the extrac-
tor electrode. The liquid film experiences two kids of forces:
the surface tension of the liquid and the electrostatic field.
Depending on the balance between these forces the liq-
uid film is drawn into a conical shape. The radius of the
tip of the cone is about 5 nm. The small radius and high
electric field cause the formation of ions by field evapora-
tion. Because of the high field the potential barrier against
evaporation is lowered and the atoms can evaporate. The
evaporated atoms then ionize in the electric field. At low
ion currents this is the dominating mechanism. At high ion
currents ions are formed by field ionization of metal atoms
which are in the vapor state. Several elements have been
used as ion sources. These are Al, As, Au, B, Be, Cs, Cu,
Ga, Ge, Fe, In, Pb, P, Pd, Si, Sn, U, and Zn. The LMIS is
more complicated to describe mathematically than a solid
source, because unlike the solid source, the liquid tip is the
emitter. The shape of the tip is determined by the forces act-
ing on the liquid. As mentioned, these are the surface ten-
sion and the electrostatic force. The balance of these forces



Applications of FIB in Nanotechnology 103

maintains the liquid in a conical form. It is therefore nec-
essary to have an accurate description of the electric field
that maintains the liquid in a conical form in the presence
of the space charge. The space charge is highly dependent
on the field because of the field evaporation process. The
situation is further complicated by the fact that the pressure
in the interior of the cone is altered because of flow of liq-
uid through it to replace the evaporated atoms. The flow is
dependent on the rate of evaporation, which is dependent
on the current. A LMIS source is a device where sufficiently
high electric field can be applied to the liquid metal so that
it forms the conical shape when the surface tension just bal-
ances the stress caused by the electric field. This is known
as the Taylor cone.
Some of the most important properties of the LMIS

sources are the highly nonlinear current–voltage character-
istics. The LMIS source also displays variation in the energy
distribution of the beam and composition of the ions depen-
dent on the current.

3.2. Ion Column

The ion column is quite similar to the electron column
of a scanning electron microscope (SEM). However, in a
SEM an electron beam is manipulated using electromag-
netic lenses, while in an FIB ion column, the ion beam is
manipulated using electrostatic lenses. A typical ion column
can be seen in Figure 2. The LMIS functions in vacuum
and the entire column is maintained at about 1X10−7 mbar.
The ion beam from the LMIS is in the form of a cone and
first a spray aperture limits the shape of the beam. The first
electrostatic lens then condenses the beam. The beam stig-
matism is adjusted by the first octopole. The ion beam has
energy of about 10–50 kV. The beam currents vary between
1 and 10,000 pA. The beam current is controlled by intro-
ducing variable apertures. Small currents are used for imag-
ing while large currents are used for milling. Typical beam
currents in FEI FIB equipment are 1, 4, 11, 70, 150, 350,
1000, 2500, 6000, and 11,000 pA. There is another octopole
below the apertures. This is used to scan the surface of the
sample as in a SEM. The beam also can be blanked using
a blanking mechanism. A second electrostatic lense focuses
the beam to a fine spot. This can give a resolution of up to
5 nm.

3.3. Imaging

As described previously, when energetic ions hit the surface
of a solid sample, they lose their energy to the electrons of
the solid as well as the atoms. The electrons in the solid
leave the surface of the sample and are called secondary
electrons. These electrons are collected on a multichan-
nel plate (MCP) detector. This detector can be positively
biased to collect the secondary electrons. When the ion
beam rasters the surface of the sample, the secondary elec-
trons produce the image of the surface of the sample. The
energetic ions can also cause the atoms on the surface of
the sample to leave the surface as ions. These are called
secondary ions. These ions can be collected by the MCP
when it is negatively biased. These can also be used to image
the sample surface. Nonconducting samples pose a problem.

Suppressor and LMIS

Extractor cap

Acceptance Aperture

Lens 1

Lens 2

Lens 1 steering quadrupole

Beam current aperture

Lens 2 steering quadrupole

Beam blanking plates

Blanking Aperture

Deflection octopole

Specimen

Figure 2. Typical ion column.

The surface builds up positive charge because of the ions.
This interferes with the imaging of the sample surface. This
problem is overcome using a separate electron source to
flood the surface with electrons. In a dual beam machine it
is possible to use the electron column for this purpose.
The traditional single-beam ion system has some limita-

tions. The imaging process in a FIB system results in the ion
beam continuously removing material from the sample. If
the feature or defect being imaged is small, under 0.1 mm,
the feature will be damaged or altered in the time needed
to collect a high-resolution image. This has led to the devel-
opment of a dual-column FIB system. A well-designed dual-
column system is able to integrate the ion beam’s milling
and deposition capabilities with the electron beam’s high-
resolution, nondestructive imaging, without compromise to
either column’s performance. A system that provides these
qualities can be used like a dedicated SEM for defect inspec-
tion and, when needed, provide three-dimensional (3D)
inspection of particles, buried defects, or metrology.
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The best resolution achieved by FIB machines using an
ion beam is dependent on the spot size of the beam. This
is typically of the order of 5 nm in modern equipment. In a
dual beam machine of course the resolution is same as that
of a SEM.
There is another effect of the ions when they strike a

material like aluminum and copper. The ions penetrate to
some depth in these materials. The depth of penetration
varies because of channelling along the open columns in the
lattice structure. The penetration depth therefore depends
on the orientation of the crystal with respect to the incident
beam. Since secondary electron emission is dependent on
the depth of penetration, the image reveals differences in
orientation of the crystals [12]. When the specimen is tilted,
it is possible to see changes in brightness of the grains due
to changes in channeling conditions as the angle between
the grains and the incident ion beam changes.

3.4. Milling

The main purpose of FIB equipment is milling of materi-
als. The energetic ions striking the surface of the specimen
eject the atoms on the surface. This results in milling of the
specimen surface. As mentioned, removal of atoms from the
substrate is dependent on the energy of the incident ions.
The yield or the number of atoms removed increases slowly
with energy, flattens out, and then decreases at about 50 keV
[13]. With Focused ion beams, the characteristics of milling,
such as yield, are geometry dependent. When an ion beam
is scanned on the surface as a line, a trench develops which
has a Gaussian shape as expected from the beam profile.
However, when the dose is increased, the trench becomes
sharp, narrowly V shaped, and deep [14, 15]. In addition, the
shape of a milled feature is also dependent on whether it is
obtained with a single scan or repetitive scans even though
the total dose is kept the same [15, 16]. The yield has to be
defined in such a way that the geometric effects are avoided
such as repetitive scanning over an area where the lateral
dimensions are much larger than the depth milled. Thus if
the material has a density � (atoms/cm3� and an ion dose
� (ions/cm2� mills the material to a depth d (cm), then the
yield can be defined as

Y = �� d/�� �atoms/ion�

Since in focused ion beams milling ions can be buried in
the material, and other phenomena such as redeposition can
also take place, the actual yield may not correspond exactly
to the atoms removed per ion. Typical implantation depth
and sputtering yield for Ga+ ions in silicon dioxide (SiO2�
and aluminum (Al) at normal incidence is given in Table 1
[12]. The sputtering yield is also dependent on the angle of
incidence. It roughly increases with 1/cos(��, with � the angle
between the surface normal and the ion beam direction.
In order to speed up the milling process, or to increase

the selectivity toward different materials, an etching gas can
be introduced into the work chamber during milling. It will
increase the etching rate and the selectivity toward differ-
ent materials by chemically facilitating the removal of reac-
tion products. This technique is called gas assisted etching

Table 1. Typical implantation depth and sputtering yield for Ga+ ions
in silicon dioxide (SiO2� and aluminum (Al).

Implantation depth Sputtering yield
Ga ion
energy Si SiO2 Al Si SiO2 Al

10 keV 13 ± 5 12 ± 4 11 ± 4 1.46 Si: 0.62; O: 2.23 2.59
20 keV 20 ± 7 19 ± 6 17 ± 6 1.87 Si: 0.64; O: 2.34 2.98
30 keV 27 ± 9 25 ± 8 23 ± 8 1.98 Si: 0.67; O: 2.25 2.91
40 keV 33 ± 11 31 ± 10 29 ± 10 2.04 Si: 0.77; O: 2.54 3.54
50 keV 39 ± 14 38 ± 11 35 ± 12 2.01 Si: 0.67; O: 2.39 3.48

(GAE). Typical etching gases and their milling rate enhance-
ment factors are shown in Table 2 [12]. One of the advan-
tages of GAE is that the reaction products are volatile and
this prevents redeposition and permits high aspect ratio
structures to be fabricated [17–19]. With increasing use of
copper, GAE of copper is gaining importance. Recently sev-
eral studies on GAE of copper have been reported using
SiCl4 and BCl3 [20–23]. A 12-fold increase in milling rates
has been reported [17]. More recently water has been added
to the arsenal of gases for FIB chemical etching. FIB water
etching is especially rapid with polymers (including pho-
toresist). The enhancement factor for poly(methyl methacry-
late), for example, can exceed 10x, which may have value for
resist lithography purposes. Presently FIB water etching has
been employed to cross-section photoresist for SEM analy-
sis [24]. Recently, selective etching has made progress. New
machines offer up to four etching chemistries:

• enhanced etch: milling rate enhancement for materials
such as silicon, aluminum, and gallium arsenide

• selective carbon mill: removes photoresist and other
polymers

• insulator enhanced etch: removes insulating materials
used in the IC manufacturing process

• delineation etch: enables the imaging of various mate-
rials and oxide layers exposed in a FIB cross-section

3.5. Deposition

For many years people have used FIB systems for beam
induced deposition of metals and insulators onto device sur-
faces. As can be seen in Figure 3, the deposition of materials
is accomplished by introducing metal or insulating atoms as
a part of a carrier molecule, very close to the sample surface
where they collide with gallium ions from the primary ion
beam and are forced onto the sample surface. The princi-
ple is chemical vapor deposition (CVD). As the ion beam
can be focused to a very small spot size, the deposition is

Table 2. Typical GAE gases and their etch rate enhancement factors
on various materials.

Photoresist;
Al W Si SiO2, Si3N4 polyimide

Cl2 10–20 — 10 — —
Br2 10–20 — 6–10 — —
ICl 8–10 2–6 4–5 — —
XeF2 — 10 10–100 6–10 3–5
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Figure 3. Schematic diagram showing metal deposition.

very localized. The beam can be made to follow a prepro-
grammed pattern and this results in deposition of the metal
in the desired form. The carrier molecule is in vapor form
and is introduced through a needle which is brought in close
proximity to the sample surface. The gas is adsorbed on the
surface of the specimen. The ion beam dissociates the car-
rier molecule as it collides with it. The dissociated products
are volatile and are removed by the vacuum system while the
desired reaction products carrying the metal atoms remain
attached to the surface. The deposited metal is not pure as
it also contains Ga and parts of the carrier organic molecule.
The most common metals deposited in commercially avail-
able machines are Pt and W. In case of W the orgonometal-
lic gas is W(CO)6. Insulating material like SiO2 can also be
deposited. In this case 1,3,5,7-tetramethylcyclotetrasiloxane
and oxygen or water vapor is used as a precursor. A wide
range of metals have also been deposited for research pur-
poses such as Ta [25], Au [26, 27], C [28], Fe, and Al [29].
The smallest feature that can be deposited by conventional
FIB is of the order of <100 nm. Traditionally these deposi-
tions are mainly used to connect or isolate wires when doing
device edit operations.
A new application for metal deposition is to deposit a

layer of metal in order to protect the features of small parti-
cle defects during ion beam cross-sectioning. If the particle
is exceedingly small (>0.20 
m) the ions used for depositing
the protective metal layer can still damage the particle dur-
ing initial exposure. In a dual-column system the electron
beam can be used to do the initial deposition of metal, gen-
erally a thin layer less than 0.1 
m thick. Once this initial
layer is deposited, the ion beam can be used to finish the
deposition without affecting the particle. The slow milling
rate of the metal also gives a clean face to the cross-section
while preserving the particle’s important physical and com-
positional characteristics.

4. FOCUSED ION BEAM EQUIPMENT
A modern two-beam FIB workstation like the one mar-
keted by made by the FEI Corporation is typically used for
research, design modification, defect characterization, pro-
cess control, and site specific TEM specimen preparation.

A schematic diagram showing the configuration of a two-
beam FIB is shown in Figure 4. With a dual beam, the
sample can be viewed by SEM while it is being processed
by the ion beam. This makes it possible to make slice-by-
slice, 3D images of features of interest. The samples that
are processed by FIBs are mounted on a motorized five-axis
stage, mounted inside the specimen chamber. There are two
types of specimen stages. For highly accurate navigation the
specimen stage has laser interferometers. The stage is much
more rigid. This, however, limits freedom of movement in
tilt. Accuracy of such a stage is about 5 nm. The specimen
stage with five-axis freedom has less accuracy. Under nor-
mal operating conditions, 10−7 mbar vacuum is maintained.
A system of vacuum pumps is needed to maintain the vac-
uum inside the specimen chamber. A fore pump is used
in combination with a turbo pump for pumping the speci-
men chamber. The ion column and the electron column are
provided with additional ion pumps. Loading of samples in
FEI machines is done by opening the whole front of the
specimen chamber. This enables large samples to be loaded
so that the maximum size of the specimen chamber can be
exploited.
As discussed, gas assisted milling and deposition of var-

ious metals requires that there is a possibility to introduce
these gases in the specimen chamber. The gas containers
are outside the specimen chamber. The gas sources are con-
nected with appropriate piping to the specimen chamber.
The gases have to be delivered very close to the specimen
itself. This is achieved by retractable needles which can be
lowered to the specimen surface when required. This is nec-
essary so that the specimen can first be manipulated without
the hindrance of the needle.
A computer system governs all the operations. Imaging is

also digital and displayed on a computer monitor. The new
machines have powerful navigation software. A specimen
can be positioned to within 5 nm of the desired location.
The system can read CAD files for positioning which are the
same files used for preparation of masks.

5. APPLICATIONS OF FOCUSED ION
BEAM IN NANOTECHNOLOGY

There is a very large number of applications of FIBs
reported in the literature in this area. The most successful
application of FIBs in semiconductor technology is in failure
analysis. In addition a lot of information can be obtained

5 mm

Figure 4. Dual beam configuration.
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for process control. Furthermore, the capability of cross-
sectioning makes the FIB a powerful tool to make site spe-
cific TEM samples. Now with the considerable activity in the
nanotechnology FIB has found new role in nanofabrication.

5.1. Making Site Specific Cross-Sections

A FIB system has the ability to image a specimen and then
to select a specific feature of interest on the surface. This
feature can be milled with the ion beam. After the milling
operation, the specimen can be tilted to view the cross-
section. This gives a unique opportunity to make and exam-
ine site specific cross-sections. A FIB milled cross-section of
a “surface defect” is shown in Figure 5. The cross-section
reveals that the surface defect is in fact an underlying defect.

5.2. Milling of Optical Fibers

A new emerging field is near field optical microscopy. The
light field at the surface of an object actually contains
more information—higher spatial frequencies—than we can
image by using a “far-field” lens system. Only the spatial
frequencies that reach the imaging lens (pass through the
numerical aperture) are “seen.” These are the propagating,
low frequencies. Higher spatial frequencies exist at the sam-
ple surface but decay exponentially within a distance less
than the wavelength, so they never reach the detector. These
high spatial frequencies are the “near field” (NF; the detec-
tor must be very near to see them). These are detected using
a very small aperture to illuminate the object in the NF. An
optical fiber is drawn to a sharp point. This is then coated
with Al. The end is trimmed and an aperture is made by
FIB milling. Figure 6 shows such probes fabricated using a
FIB.

5.3. Trimming and Shaping of Magnetic
Disk Heads

An industrial use of FIB micromachining is trimming and
shaping of thin-film magnetic disk heads [7]. FIB milling is
used to to reduce the pole width of giant magnetoresistive
heads to 100 nm. Such narrow gaps increase the the mag-
netic resolution of the heads up to areal densities of 100 Gb
in−2. Manufacturers now offer dedicated machines for this
purpose. The main advantage is that the existing produc-
tion facilities can be used while greatly reducing the critical

E-Beam Det Spot Scan FWD Mag
10.0 kV CDM-E 3 H 22.63 s 4.941 12.5 kX

2 µm E-Beam Det Spot Scan FWD Mag
10.0 kV TLD-S 3 H 90.52 s 5.052 80.0 kX

1 µm

Figure 5. Cross-sectioning of a “surface defect” revealing that it is in
fact below the surface.

Figure 6. Near-field optical microscopy probes trimmed with FIB. The
diameter of the tip is about 450 nm and the aperture is about 50 nm.
Images courtesy of F. B. Segerink, MESA+, University of Twente.

dimensions. The process is fully automated using pattern
recognition software. The magnetic heads can be trimmed
on wafers and lapped rowbars. Typical cycle times are of the
order of 2 to 5 sec/head.

5.4. Nanofabrication with Wet Etching

It has been reported in the literature that Ga+ ions in sili-
con act as an etch stop [30]. This is particularly effective in
an etchant like KOH. This phenomenon can be used to fab-
ricate micro- and nanomechanical elements in silicon. FIB
ions have relatively low energy compared to the ion implan-
tation process. As a result only a very thin layer is implanted
with Ga+ ions. This layer is thinner than 50 nm. It is found
that the critical dose for the etch stop to be effective is about
1× 1015 ions cm−2. This dose is easily obtained using a cur-
rent of 100 pA in a few seconds of exposure. The implanted
regions are amorphous. Using this method cantilevers of
nanometer sizes can be fabricated. Sidewall doping can also
be used to fabricate nanostructures in combination with wet
etching.

5.5. Mask Repair

One of the first uses of FIB technology was photomask
repair. To repair opaque defects, the undesired metal, for
example, Cr, can simply be milled away [31]. The milling
ions do embed themselves in the glass. This can lead to
some loss in transmission of light. Clear defects can be
repaired by milling a light scattering structure in the mate-
rial. A grating or a prism, for example, acts to scatter
light and appears opaque when viewed in transmission. The
new technology uses extreme ultraviolet photolithography
for nanoscale devices. Based on 70 nm node, the minimum
space between features on a 4X mask is 280 nm. The mini-
mum mask feature size is 180 nm (corresponding to a 45 nm
gate length on wafer). The minimum printable defect size
is 55 nm. For such a mask the repair process has the fol-
lowing requirements: etching dimension <280 nm, deposi-
tion dimension <180 nm, resolution required to repair small
defects <55 nm, edge placement precision 35 nm, and the
repair must not damage multilayer. FIB has been shown to
be successfully applied to meet all the requirements [32].
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5.6. Site Specific TEM Specimen Preparation

The FIB is ideally suited for making site specific TEM
specimens. These are of great importance in the semi-
conductor industry for defect characterization and process
control. FIB specimen preparation has been used to inves-
tigate several failure mechanisms, for instance of gate oxide
defects, overalloyed contacts, various kinds of particles,
notches in metal lines, electromigration failures, implant
damage, and other site specific problems [33]. There is con-
siderable literature about application of FIB for making
TEM specimens [34–36]. TEM specimen preparation can
be seen in Figure 7. Now FIB has also found applications
in nano technology. The FIB specimen preparation tech-
nique has been used to investigate carbon nanotube/metal
junctions [37].

5.7. Fabrication and Trimming of Nanotips

Atomic force microscopes (AFMs) are fabricated using a Si
or Si3N4 tip with a metallic or a well conducting film. AFM
measurements of semiconductors with conventional pyramid
shaped tips can lead to problems. The feature of interest
may be in proximity to a large step and the region next to
the step cannot be reached. To overcome this, tips with high
aspect ratios are of importance. A FIB is used to trim the
pyramid shaped all diamond tips to obtain high aspect ratio
tips. Tips with a height of 700 nm, a tip radius of 30 nm,
and an aspect ratio of 1:7 have been reported. Still higher
values of aspect ratios can be obtained [38]. The field ion
microscope (FIM) is a powerful tool for analysis and imag-
ing at atomic scale. However, the material to be observed

I-Beam DetpA Tilt 10 µm
After TEM Wizard

FWDMag
30.0 kV CDM-E320 52.0°18.010.00 kX

(a)

E-Beam DetSpot Tilt 10 µm
After TEM Wizard

FWDMag
5.00 kV SED3 52.0°4.97310.0 kX

(b)

E-Beam DetSpot Tilt 5 µm
After Wizard + Manual thin

FWDMag
5.00 kV SED3 52.0°4.96015.0 kX

(c)

E-Beam DetSpot Tilt 10 µm
After Wizard + Manual thin

FWDMag
5.00 kV SED3 52.0°4.9608.00 kX

(d)

Figure 7. Sequence of TEM sample preparation using a FIB. (a) Ini-
tial mills to make section. (b) Release of bottom and sides. (c) Final
thinning. (d) Section.

Figure 8. Nanofabrication for measuring electrical properties of carbon
nanotubes using CVD deposition.

has to be in the form of a sharp needle with a tip radius
of around 30 nm. The FIB has been successfully used to
make FIM specimens from various materials like TiAl alloy,
Cu–Co alloy, and even multilayer film devices [39].

5.8. Nanofabrication

Electron beam (EB) equipment and FIBs have both been
successfully used to fabricate nanoscale devices. These
include single electron transistors and metal-oxide semicon-
ductor transistors with nanometer gate length. Commercially
available FIB workstations can form 10 nm structures with
beam diameters of 5–10 nm and a high resolution photore-
sist. The deposition of FIB CVD is much higher than EB
CVD because of the difference in the mass of the ions com-
pared to electrons. The penetration depth of the ions is
smaller than electrons allowing fabrication of nanostructures
[40]. Examples of such devices are shown in Figure 8. The
facility of milling patterns in FIB has made it possible to
use this technique to fabricate photonic devices. Examples
of such structures milled in a chromium film can be seen in
Figures 9 and 10. The shape of the holes and the pitch can

2µm

Figure 9. Pattern etched in Cr layer on Si for fabrication of a
waveguide.



108 Applications of FIB in Nanotechnology

500 nm

Figure 10. Hexagonal holes milled in a Cr layer on Si.

be varied freely. Typical milling current is 70 pA and milling
time is 7 min.

5.9. Device Modification and
Prototyping

The ability to mill any material and to deposit conductors
as well as insulators can be used to carry out device modi-
fication and prototyping. In many cases a part of the circuit
needs to be modified and tested. This can be achieved by
cutting through the connects then milling through the via.
The circuit can be reconfigured by laying new connects. In a
modern machine it can also be tested using probes present
inside the specimen chamber. An example of the modifica-
tion is shown in Figures 11–14.

5 µm

Figure 11. Cutting vias for device modification.

5 µm

Figure 12. Platinum connects deposited for modification.

5 µm

Figure 13. Metal lines cut by ion milling for circuit modification.

2 µm

Figure 14. Modified device viewed by tilting.
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6. SUMMARY
We have seen that the FIB has evolved from an implanta-
tion device to a flexible and versatile equipment. There are
ever increasing applications of FIBs in the semiconductor
industry, materials science, and nanotechnology. The devel-
opments have led to smaller beam diameters, better posi-
tioning hardware and software, and a greater number of
materials that can be deposited. A greater number of gases
for GAE and selective etching are also being made avail-
able. Over the years the FIB has become a powerful tool
in mask repair, defect analysis, and TEM specimen prepa-
rations. The FIB remains the only tool that can be used for
device modification and prototyping. Further developments
in detectors has made it possible to use FIB also as an ana-
lytical tool. In the field of nanotechnology the FIB has very
important applications in making near-field optical probes,
sensors, photonic devices, and nanostructures by deposition
of material. The FIB is now also used in production spe-
cially of magnetic heads. It is not, however, suitable for mass
throughput fabrications. It remains a relatively slow process.
Despite the drawbacks the applications show a great promise
in path breaking technologies in nanotechnology. It is clear
that FIB technology will play a central role in the coming
years.

GLOSSARY
Amorphous layer Layer which does not display a regular
ordered structure seen in crystals.
Coulomb interactions Electrical interactions in charged
particles.
Failure analysis When a semiconductor device or any
component fails, the causes of failure are investigated. The
factors leading to the failure are analyzed.
Ion implantation Ions directed at a surface of a material,
with high energy embed themselves in the material. This
is used to change the properties of the material by adding
another species to the material.
Magnetoresistive heads The magnetoresistive heads used
for information storage are made from a ferromagnetic alloy
whose resistance changes as a function of an applied mag-
netic field. This phenomenon was discovered by Lord Kelvin
in 1857 and today is called the anisotropic magnetoresis-
tance effect.
Mask repair Photolithography depends on masks which
are used to expose a photoresist to light. The pattern of the
mask is thus transferred to the photoresist.
Raster Scan.
Sputtering Removal of atoms from the surface of a mate-
rial due to impact of incident atoms.
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1. INTRODUCTION
The scanning tunneling microscope (STM) was initially inte-
nded for imaging surfaces and has proven its unique abilities
in producing images down to atomic resolution. Soon it was
realized that, due to its close proximity to the surface atoms,
the STM tip often influences and modifies the surface due
to tip-induced migration of surface particles. This obvious
disadvantage for imaging was, however, readily turned into
a positive prospect by realizing that the tip–substrate inter-
actions as well as electrical field and current can be used to
induce modifications of the surface. Pertinent studies proved
that the STM tip–surface forces indeed offer startling possi-
bilities to move single atoms and molecules in a desired way

on the atomic scale [1–6]. Thus, the longstanding dream of
building man-designed functional nanostructures and creat-
ing new material combinations or even new materials in an
atom-by-atom manner appears to have come into realistic
reach.

To modify a surface by means of a STM tip, one can use
three different parameters: the electrical field between tip
and substrate, the tunneling current, and the forces between
tip and surface (Fig. 1) [1,2,5]. Although field and current
effects can be used for surface modifications, these parame-
ters yield mainly gross changes like attraction or repulsion of
charged particles or particles carrying a dipole moment from
a region under the tip by applying corresponding tip biases
[7–11] or electron current induced desorption due to local
heating [4]. Reliable atomic scale precision for manipulation
is achieved mainly by soft manipulation, where only the tip–
substrate forces are employed. These forces can be tuned
by changing the distance between the tip and the manipu-
lated particle (Fig. 1). On working with single atoms and
molecules, lateral and vertical manipulation modes are dis-
tinguished. In the former mode, a particle on the surface is
moved along the surface to the desired place without los-
ing contact with the substrate (Fig. 2), while in the latter
mode a particle is deliberately picked up to the tip and then
released back to the surface (Fig. 2).

2. SCANNING TUNNELING MICROSCOPY
The controlled manipulation of single atoms and molecules
demands a higher stability and lower thermal drift of the
microscope than necessary for imaging surfaces. Most exper-
iments up to now have been performed at low tempera-
tures since instrumental effects like piezo creep, hysteresis,
and thermal drift are then negligible. STMs cooled by liq-
uid helium show usually a drift of less than a few Å within
24 hours, making it possible, for example, to manipulate
single atoms from hexagonal close packed (hcp) to face-
centered cubic (fcc) sites—a distance of only 1.6 Å. Fur-
thermore, at low temperatures the sample surface can be
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Forces:

Electric Field:

Electric Current:

U=0, I=0

Pulling, Pushing
Slidingof Atoms

Field evaporation
Field assisted diffusion
Stark effect

Inelastic tunneling
Electronic/vibrational excitation
Local heating

107 - 108 V/cm

10pA - 100nA

Sample

Sample

Sample

Tip

Tip

Tip

Figure 1. Schematic image of the basic tip–sample interaction mecha-
nism for atomic scale modification of surfaces.

kept clean for many days since the surrounding radiation
shieldings act as cryogenic pumps and create ideal vacuum
conditions—a necessary condition for the time consuming
creation of larger artificial structures. Descriptions of instru-
ments capable of operating at low temperature can be found
in [12–21].

For the lateral manipulation the control unit is required to
be able to (1) position the tip over the adparticle, (2) switch
the feedback loop to the manipulation parameters, (3) move
the tip (with the adparticle) to the final position, and (4)
retract the tip back to the initial imaging height (Fig. 2).
Alternatively the feedback loop can be switched off during

Tip Tip
a

b

e

d

c

Adsorbate

Substrate

Figure 2. Schematic sketch of the lateral manipulation procedure of
single atoms or molecules on a surface.

the manipulation to work in the constant height modus [22].
Recording simultaneously the feedback loop signal or the
tunneling current gives information about the manipulation
process itself. Software lacking these possibilities can be
used for tip induced migration only. Automatized software
for the lateral manipulation including the determination of
the initial position has been used in [23]. For the vertical
processes the tip needs to be positioned over the adparti-
cle and the voltage and/or distance is then varied with the
feedback loop on or off. For tunneling spectroscopy the first
or second derivative measured with a lock-in technique is
recorded together with the current. For extended datasets
or in case of low signals repeated measurements have been
acquired using an automatized tracking procedure to keep
the tip over the adparticle [24].

Adparticle-surface systems suitable for lateral manipu-
lation experiments should not exhibit thermally activated
diffusion of the adparticles but need to have binding ener-
gies low enough that the counterforces acting on the tip
do not alter the tip apex instead. As substrates for the
manipulation experiments mainly low index noble metal sur-
faces like Cu(111), Ag(111), Ag(110), Cu(100), and Cu(211)
were widely employed, the latter being a regularly stepped
surface consisting of (111) nanofacets separated by (100)
steps of monoatomic height. The crystal surfaces have to
be cleaned in ultrahigh vacuum by several cycles of sputter-
ing with noble gas ions and annealing at elevated temper-
atures. Desired very small coverages of gaseous adsorbates
are dosed at low temperature either through very fine holes
to the sample located in the STM or in separate prepara-
tion chambers. Metals and heavier molecules are evaporated
from Knudsen cells in analogous ways.

Due to the aforementioned requirements attempts to do
lateral manipulation at room temperature achieved a much
lower precision in the experiments than at low temperatures.
Nevertheless vertical manipulation can be done with atomic
precision at room temperature too.

3. LATERAL MANIPULATION
Figures 3 and 4 prove the ability to create artificial struc-
tures by lateral manipulation. Figure 3 shows the first struc-
tures by the first two groups who have succeeded in showing
manipulation on atomic scale. In the upper part, the name
of their company was written by Eigler and Schweitzer using
35 Xe atoms with a 4K-STM [25]. In the lower part, the
Berlin group of Meyer et al. formed at 25 K the two let-
ters F and U with a total of 20 CO molecules, which des-
ignate the abbreviation of their university [26]. Notice that
at this elevated temperature the CO molecules were still so
mobile that it was impossible to keep them in the desired
places due to irregular thermally induced jumps. In con-
trast to this, at temperatures of 15 K structures can be built
with CO with atomic precision, as proven in Figure 4, where
the Brandenburg Gate of Berlin is reproduced on the nano-
meter scale. The structure was built by manipulating 47 CO
molecules laterally on Cu(211). At 15 K, the molecules are
frozen to a sufficient degree that precise working is possi-
ble with a rather large number of particles and the artificial
structure remains stable for a long time. An impression con-
cerning different stages of the buildup work of an artificial
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6
nm

Figure 3. The first successful works of artificial atomic structures cre-
ated by manipulation with a STM. Upper: The IBM logo written with
single Xe atoms on Ni(110). Reprinted with permission from [25],
D. Eigler and E. Schweizer, Nature 344, 524 (1990). © 1990, Nature
Publishing Group. Lower: CO molecules forming the letters FU on
Cu(211). Reprinted with permission from [26], G. Meyer et al., Appl.
Phys. A 60, R343 (1995). © 1995, Springer-Verlag.

structure is given in Figures 4, 5, 8, and 41. Although all
experiments presented here are performed at low tempera-
ture, tip-induced diffusion at room temperature of Br atoms
strongly bound on Cu(001) (Fig. 6) has already been demon-
strated [27]. The construction of atomically perfect struc-

Figure 4. STM image of the Brandenburg Gate, as an example of
artwork on an atomic scale employing lateral manipulation of CO
molecules deposited on Cu(211). The substrate temperature was 15 K.
Reprinted with permission from [127], F. Moresco et al., Chinese Phys.
10, S10 (2001). © 2001, Institute of Physics.

Figure 5. Sequence of STM pictures showing the gradual buildup of
the millennium number “2000” with 47 CO molecules on a Cu(211)
substrate. Notice that an area free from any CO molecules had to
be prepared at the beginning. Reprinted with permission from [127],
F. Moresco et al., Chinese Phys. 10, S10 (2001). © 2001, Institute of
Physics.

tures with many atoms or molecules is, however, to date
bound to low temperatures.

As demonstrated, the first successful manipulation exper-
iments were performed with Xe atoms [1] and small
molecules like CO and C2H4 [26]; manipulations of metal
atoms like Pb, Cu, and Ag followed [12]. It was observed
that increasing forces have to be applied in the respective
order. With still increasing forces, it was shown on Cu(211)
that it is also possible to release native substrate atoms from
sixfold coordinated kink sites (Fig. 7a–c) and even from sev-
enfold coordinated regular step-edge sites (Fig. 7d–f) [26].
This important result opens the way for structuring the sur-
face itself with the promising prospect that also deeper lying
substrate layers may be included in the buildup of artificial

A B
C

D

1nA

-10mV

3nA

-10mV

Figure 6. STM image (60× 60 Å) of Br on Cu(100) at RT. The tunnel
current is reduced halfway up the image. The tracks in the 3 nA (lower
half) area are single atoms hopping from site to site. When the current
is reduced the bromine atoms stop moving, for example, those marked
A, B, C, and D. Reprinted with permission from [27], T. Fishlock et al.,
Nature 404, 743 (2000). © 2000, Macmillan Magazines Ltd.
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Figure 7. Manipulation of native Cu atoms from sixfold coordinated
kink sites out of defect steps (a–c) and out of sevenfold coordi-
nated regular step sites (d–f) on Cu(211). Notice the appearance of
adatom/vacancy pairs in the latter case. Reprinted with permission from
[28], G. Meyer et al., Phys. Rev. Lett. 78, 1512 (1997). © 1997, American
Physical Society.

prototype structures. It could also be shown that vacancies at
step edges of regularly stepped surfaces like Cu(211) can be
“healed out” by manipulating single atoms into them. Inter-
estingly, a larger force is required for this purpose than for
manipulation along defect-free step edges, indicating that a
local barrier due to atom relaxations around the vacancy has
to be surmounted [28]. The manipulation of “native” sub-
strate atoms on Cu(211) to different positions allowed deter-
mination of adsorbate adsorption sites [29]. Manipulation of
Cu atoms perpendicular to the step edges on Cu(211) can
also lead to particle exchange at the steps [30]. Data storage
employing adatoms and vacancies with writing, reading, and
deleting capabilities thus can constitute the utmost limit of
storage density [26].

The structure presented in Figure 8 shows the formation
of an artificial metallic structure. By lateral manipulation 36
Ag atoms have been positioned in a circle with diameter of
31.2 nm on a Ag(111) surface [23]. The electrons of the sur-
face state are scattered at the adatoms resulting in an energy
dependent interference pattern as well, visible in Figure 8.
The closed scattering geometry results in an (imperfect) con-
finement of the electrons inside of the quantum corral as
has been demonstrated by Crommie et al. [31]. Experiments
with quantum corrals are discussed in Section 11. For more
examples of lateral manipulation see references in Table 1.

4. PULLING, PUSHING, AND SLIDING
OF ATOMS AND SMALL MOLECULES

In manipulation experiments performed with Cu atoms, Pb
atoms, and CO molecules on Cu(211) different manipu-
lation modes, depending on the applied tip–particle force
(qualitatively measured by the tunneling resistance), could
be distinguished [5,23]. These manipulation modes are
shown in Figure 9. Pb (and also Cu and other metal) atoms
could be manipulated via attractive tip–adatom interactions
in a way in which they follow the tip discontinuously by hop-
ping from one adsite to the next (pulling mode, Fig. 9a, b,

a

b

Figure 8. Series of images displaying the formation of a circular quan-
tum corral consisting of 36 native Ag atoms on a Ag(111) surface by
lateral manipulation. Circular standing electron waves result from the
scattering of the surface electrons with the adatoms. The diameter of
the corral is 31.2 nm. Reprinted with permission from [23], S.-W. Hla
et al., Phys. Rev. B (2003). © 2003, American Physical Society.

e–g). Upon application of larger forces than for pulling,
Pb atoms could also be manipulated attractively in a con-
tinuous way (sliding mode, Fig. 9c); in this mode the
tip–particle interaction is increased so strongly that the
tip–particle-system scans the corrugation of the substrate,
while the particle–substrate interaction is still strong enough
to keep the particle on the substrate. Finally, single CO
molecules as well as rows of several CO molecules could
reliably be manipulated via repulsive interaction (pushing
mode, Fig. 8d), whereby the intrinsic step edges, on top of
which the CO molecules are bound, act as railway trails [5].
Using tip induced migration Ag atoms were moved on a
Ag(100) surface as can be seen in Figure 10. Depending on
the applied voltage the atoms were moved in a pushing or
pulling mode along the closed packed rows or across the
rows respectively [32,33]. By use of tip induced motion of Ag
atoms on the same surface the adsorption site of PTCDA
has been determined [34].

On the closed-packed metal surface the direction of the
adparticle movement can be chosen freely and here the
manipulation mode additionally depends upon the direction.
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Table 1. Selected references on lateral manipulation.

Junction
System Temperature resistance Ref.

Ag/Ag(111) 5 K <(210± 19) k� [23]
Au/Ag(111) 5 K <164 k� [132]
Au/Ni(111) 5 K <(1.14± 0.10) M� [132]
TBPP/Cu(100) 300 K 10 M� [82]
Pb/Cu(211) 30 K 100–190 k� [5]
Pb dimers/Cu(211) 30 K 100–190 k� [5]
CO/Cu(211) 30 K 1 M� [26]
Cu/Cu(211) 4 K 500–700 k� [28]
Xe/Ni(111) 4 K 5 M� [25]
C5H5/Ag(100) 300 K ∼200 M� [83]
Zinc-porphirin/HOPGa 300 K 10 M� [85]
(1-Nitronaphtalene)10/ 50 K 25 M� [87]

Au(111)
HtBDC/Cu(110) <160 K 1 M� [88]
Landermolecules 100–200 K 50 M� [89,90]

C90H98/Cu(110)
Au/NiAl(110) 12 K 200 k� [107,133]
CO/Pt(111) 4 K 200 k� [1,134]
Phosphangulene/ 6 K 0.5–10 M� [91]

Ag(111)
C60/Si(100)-2 × 1 300 K ∼2 G� [86]

a HOPG—highly oriented pyrolitic graphite.

The manipulation curves from the lateral manipulation of
Ag atoms on a Ag(111) surface therefore display addi-
tional features. A continuous transition from pulling along
the closed-packed [110] direction to sliding along the [211]
direction has been observed [23].

The tunneling resistance necessary to move a Ag atom on a
Ag(111) surface was determined by systematically varying the
manipulation parameters over a wide range. An extensive set
of several thousand computer-automated manipulations has
been taken for this purpose. The atom manipulations were
performed by using tunneling current values ranging from 8
to 950 nA and tunneling voltages ranging from ±10 to ±55
mV. Figure 11a shows a plot for the probability of a success-
ful atom manipulation versus tunneling current at −45 mV
bias. At this bias, the probability of a successful atom manip-
ulation changes from ∼0 below 147 nA to ∼1 above 250 nA
and an average threshold current is determined as 200 nA.
The entire measurement procedure is repeated for a wide
range of bias voltages. Evaluation of these measurements
yields the minimum current necessary to move the atom as
a function of the tunneling voltage averaged over all sur-
face directions. Figure 11b depicts the results, which clearly
display a linear dependence between the tunneling voltage
and the threshold current, independent of the bias polarity.
In this low bias regime, influence of electric field effects in
the manipulation process is negligible. From the slope of the
curve in Figure 11b, a tunneling resistance of (210± 19) k�
has been measured. This linear relationship unambiguously
reveals that the tunneling resistance is the ultimate param-
eter to move an atom within the bias range used in this
experiment. This tunneling resistance value corresponds to a
tip–atom distance of (1.3 ± 0.2) Å before the formation of
an ohmic point contact, as can determined from I–Z spec-
tra. The lateral center-to-center distance between the apex
atom and the adatom was measured to be typically 3.5–4.2 Å,
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Figure 9. Tip height curves during manipulation of (a) a Cu atom, (b, c)
a Pb atom, (d) a CO molecule, and (e–g) a Pb dimer along step edges
on Cu(211). The tip is moved from left to right and respective tunneling
resistances are indicated. The vertical dotted lines correspond to fcc
sites next to the step edge. The initial sites of the manipulated particles
are indicated. Notice that in the attractive manipulation modes (a, b,
e–g: pulling and c: sliding) the particles first hop toward the tip and
then follow it, whereas in the repulsive mode (d: pushing) the particle
performs hops away from the tip [5]. Image courtesy of L. Bartels.

depending on the exact path of the atom as discussed in detail
in [23]. Since this is a distance where the tip and manipu-
lated atom wavefunctions are overlapping to form bonds, the
chemical nature of tip–atom interaction is proven to be the
main force in the lateral manipulation process. Theoretical
calculations have been made for the pulling of a Cu atom
adsorbed at a Cu step edge only. The calculated threshold
distances are in fair agreement with the experimental find-
ings for the pulling of Ag atoms on a Ag(111) surface. The
calculated force necessary to move a Cu atom is estimated
to be 10–100 pN [35].

5. VERTICAL MANIPULATION
Vertical manipulation was first reported by Stroscio and
Eigler [1], who demonstrated an atomic switch by transfer-
ring repeatedly a Xe atom from the surface to the tip and
vice versa. Other experiments with Xe used another method
to prove successful transfer of Xe to the tip: A Xe atom was
picked up to the tip apex and used for imaging the same
area as before with the bare tip. The markedly improved
resolution proved that the single Xe atom “sharpens” the
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Figure 10. Schematic representation of the STM image resulting from
(a) attractive or (b) repulsive tip–adatom interaction during tip-induced
diffusion of Ag atoms on Ag(110). Experimental observations for
pulling (c) and pushing (d) (the slow scan direction is pointing from
bottom to top). Reprinted with permission from [33], J. Li et al., Appl.
Phys. A 66, 675 (1998). © 1998, Springer-Verlag.

tip [36]. Theoretical calculations for the manipulation of Xe
atoms can be found in [10,37–40].

The pickup of single CO molecules to the tip is interest-
ing, as it is well known that CO stands upright on metal sur-
faces with the carbon atom binding to the substrate. Upon
transfer to the tip, the molecule consequently has to turn
around (Fig. 12a). A reliable experimental procedure for
transferring single CO molecules to the tip apex and back to
a Cu surface was found to require ramping of the tunneling
voltage and simultaneous decrease of the tip–CO distance
[5]. While the vertical transfer of a Xe atom at higher volt-
ages is attributed to a polarizing effect of the electric field,
the transfer of CO is caused by tunneling into an electronic
resonance; See section 7.

An advantageous by-product of the ability to deliberately
transfer CO to the tip is demonstrated in Figure 12b. As one
can see in Figure 12b, all species imaged with a clean metal
tip appear as depressions. When a CO molecule (denoted
in this case by the white arrow) is transferred to the tip
apex, all CO molecules change their appearance to protru-
sions (Fig. 12b, left), whereas the oxygen atom in the upper
left part of Figure 12b (right) retains its appearance [5].
Thus, chemical contrast in STM imaging is achieved, a phe-
nomenon very useful for the analytic abilities of the STM.

The dependence of STM images on parameters like the
chemical constitution of the tip or the density of adsorbed
species on the surface is, however, still an open problem,
as can be realized from Figure 13 [41]. In Figure 13a we
show a regular adlayer of CO on Cu(211) with (3 × 1)
periodicity. With the knowledge that the coverage is 2/3
of a monolayer, a structural model like the one illustrated
in Figure 13b, where CO molecules occupy on-top and
bridge sites, thus maximizing their mutual distance, appears
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Figure 11. Threshold tunneling current and resistance for a success-
ful atom manipulation. (a) The probability for an Ag atom to move
along with the STM tip versus the tunneling current at a fixed volt-
age of −45 mV. (b) The threshold current between ±10 to ±55 mV
determined by 3857 automated atomic manipulations shows a linear
dependence on the tunneling voltage [23]. Image courtesy of K.-F.
Braun.

plausible. Figure 13c–e shows, however, that laterally manip-
ulating together two CO molecules into adjacent on-top sites
changes the image from two minima into one maximum
located between the two on-top sites. Thus, upon formation
of a CO “dimer,” a dramatic change in the appearance of
the two CO molecules has occurred (Fig. 13d). By separat-
ing the two CO molecules their appearance changes to the
initial shape. Using the lateral manipulation technique also
an extended domain of the (3 × 1) structure was formed
(Fig. 13f) leading to the conclusion that the model depicted
in Figure 13g is the proper one and has to replace that of
Figure 13b.

Single atoms have been extracted from semiconductor
surfaces with a related technique: The tip is brought close
to the surface to induce a strong chemical bond and a
voltage pulse of several volts induces field evaporation of
the substrate atom (“chemically assisted field evaporation”
[42] or “transfer on contact”). Using this technique, Becker
et al. [43] were the first to report in 1987 the creation
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(a)
tip tip

CO

(b) (c)

CO

Figure 12. (a) Schematic picture demonstrating the flipping of a
CO molecule upon vertical transfer from the substrate to the tip.
(b) Demonstration that chemical contrast is obtained for CO molecules
with a CO tip, whereas oxygen remains unaffected. The blue arrow
denotes the CO molecule, which was transferred deliberately towards
the tip. Reprinted with permission from [59], L. Bartels et al., Appl.
Phys. Lett. 71, 213 (1997). © 1997, American Institute of Physics.
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Figure 13. (a) STM image of a regular adlayer of CO on Cu(211)
with (3× 1) periodicity. The coverage is 2/3 of a monolayer. (b) Naive
model of the (3 × 1) structure. The CO molecules occupy on-top and
bridge sites. (c–e) STM images and corresponding sphere models of
the manipulation of two CO molecules to shortest lateral distance and
apart again. Notice that a dramatic change in the appearance of the
two CO molecules occurs when their mutual distance changes. (f) Local
CO(3×1) domain formed by lateral manipulation. (g) Correct model of
the CO(3×1) structure. Reprinted with permission from [41], S. Zöphel
et al., Chem. Phys. Lett. 310, 145 (1999). © 1999, Elsevier Science.

of an atomic-scale “bit” by removing single Ge atoms
from Ge(111). The mechanism was investigated by Lyo and
Avouris upon experimenting with Si(111)7 × 7 [42]. Using
the same surface Ushida et al. [44] found that center atoms
in the 7 × 7 reconstruction are more frequently removed
than atoms near corner holes and concluded that the lat-
ter are more strongly bound by 0.1 eV. Similar conclusions
for Ge(111)2× 8 were reported by Molinas-Mata et al. [45].
Very recently, the removal of Si atoms from a Si(111)5× 2-
Au surface at room temperature (RT) as a memory appli-
cation has been discussed [46]. An artificial structure using
this technique was made by Hosoki et al. [47] on the MoS2
surface by extracting sulfur atoms (see Fig. 14).

6. VIBRATIONAL SPECTROSCOPY
WITH THE SCANNING TUNNELING
MICROSCOPY

Whereas spectroscopy of electronic states employing the
STM has been used since for more than 10 years, vibrational
spectroscopy was pioneered only in 1998, when Stipe et al.
[48] showed that the C–H stretch mode could be observed
on single C2H2 molecules adsorbed on a Cu(100) surface.
A pronounced isotope effect from 358 to 256 meV was
observed when using C2D2. Noticeably, with C2HD, the indi-
vidual ends of the molecule could be determined by mea-
suring the vibrational energies at the respective parts of the
mixed isotope molecule (Fig. 15) [24]. In a fascinating exten-
sion of this work, Ho performed vibrational microscopy of
the C–D stretch mode in C2HD by tuning the voltage to the
energy of the C–D stretch (Fig. 16) [24]. In STM inelastic
electron tunneling spectroscopy (IETS), the sample bias is
increased and when it crosses the threshold for excitation of

1 nm

Figure 14. STM image of a MoS2 surface after extracting single sulfur
atoms by applying voltage pulses with the tip. Reprinted with permission
from [47], S. Hosoki et al., Appl. Surf. Sci. 60/61, 643 (1992). © 1992,
Elsevier Science.
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Figure 15. (a) Three 56 Å × 56 Å STM topographical images and
(b) single molecule vibrational spectra via STM-IETS of three acety-
lene isotopes on Cu(001) at 8 K. Reprinted with permission from [24],
W. Ho, J. Chem. Phys. 117, 11033 (2002). © 2002, American Institute
of Physics.

a vibrational mode, a new inelastic tunneling channel opens,
giving rise to a change in conductance dI/dV. To make this
change clearly visible the second derivative d2I /dV 2 is mea-
sured using lock-in techniques.

The CO frustrated translational and rotational modes
[49] as well as the internal stretching mode on Cu(100)
and Cu(110) [50] were observed soon after. In Figure 17
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Figure 16. Vibrational microscopy of the C–D stretch in the mixed iso-
tope of acetylene (C2HD) on Cu(001) at 9 K. The sum of the two C–D
stretch intensity distributions is found to agree with the C–D stretch
intensity distribution for C2D2. Reprinted with permission from [24],
W. Ho, J. Chem. Phys. 117, 11033 (2002). © 2002, American Institute
of Physics.
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Figure 17. Vibrational spectroscopy with a CO-functionalized tip. The
d2I /dV 2 spectrum of a single CO molecule on Cu(111) exhibits the
frustrated translational and rotational modes. Reprinted with permis-
sion from [51], F. Moresco et al., Mod. Phys. Lett. B 13, 709 (1999).
© 1999, World Scientific.

results related to the frustrated low energy modes are shown,
which have been obtained after having transferred a single
CO molecule on the tip by vertical manipulation; the frus-
trated rotational and vibrational modes of CO on Cu(211)
are observed at energies of 5.8 and 35.9 meV, respectively
[51].

Inelastic tunneling spectra with a CO or ethylene modi-
fied tip have been taken on O2 and CO on a Ag(110) sur-
face [52]. A number of systems have been characterized by
vibrational spectroscopy including larger molecules such as
ethioporphyrin-I on Cu(001) [53] as well as single atoms like
H and D on Cu(001) [54]. Inelastic tunneling electrons can
excite rotational or translational degrees of freedom of a
molecule (see Section 7) or even break chemical bonds (see
Section 8). Vibrational spectra of water have been taken on
Ag(111) [55] and Cu(111) [56]. The excitation of a fullerene-
cage vibrational mode by inelastic tunneling electrons has
been observed with d2I/dV 2 spectroscopy along with vibra-
tional maps on single C60 molecules adsorbed on Ag(110).
The inelastic signal showed strong variations depending on
the molecular orientation which is attributed to the different
degrees of symmetry of the absorbed molecule [57].

7. EFFECTS DUE TO
ELECTRON CURRENT

A detailed analysis of the vertical transfer mechanism of
CO molecules on Cu(111) [58] showed that a minimum tun-
neling bias of 2.4 V is required to excite a molecule. This
corresponds to the onset of the CO derived 2�∗ level of the
CO/Cu(111) system as known from two photon photoelec-
tron spectroscopy. The hopping rate depends linearly on the
tunneling current, which indicates that a one-electron pro-
cess is the basis of the excitation mechanism. The probability
per tunneling electron to induce a hop of a CO molecule
depends on the applied bias and has a value below 10−10, if
the bias does not exceed 3 V. A strong isotope effect for the
quantum yield of the hopping process can be found using
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12C16O and 13C18O. Within the framework of the Menzel–
Gomer–Redhead model this isotope effect can be used to
estimate a per excitation probability for a hop of a CO
molecule of 5× 10−9 and a fraction of 0.5% of the electrons
making up the tunneling current passing through the 2�∗

level of the CO molecules; the lifetime of the electrons in
the antibonding 2�∗ level is as short as 0.8–5 femtoseconds
[58]. Thus, the CO transfer depends on an effect induced
by the electrons provided by the tunneling current. The
approach of the tip in the pickup procedure just increases
the probability that the molecule is “caught” at or near the
tip apex [59].

Electrons tunneling inelastically through molecules can
also be used to induce rotational or translational motion,
although the injection at high symmetry points does not
result in a preferential direction. The current induced lat-
eral hopping of CO molecules on Pd(110) has been demon-
strated recently by Komeda et al. [60]. Detailed studies of
the rotation of oxygen molecules on a Pt(111) surface and
acetylene molecules on a Cu(100) surface have been done by
Stipe et al. [61,62]. The electron induced hopping and des-
orption of hydrogen on a Ge(111)-c(2× 8) surface has been
investigated by Dujardin et al. [63]. Hydrogen on Si(100)
can be desorbed by resonant electronic excitation as well as
by multiple vibrational excitation [64,65]. The specific des-
orption of lines of hydrogen from a hydrogen terminated
Si(100) surface followed by the adsorption of Ga constitutes
the first example of an artificially formed metallic wire with
a diameter of one atom [66] (Fig. 18).

STM investigations of the adsorption of water on Cu(111)
at low temperatures (Fig. 19) showed that starting from the
adsorbed monomers, the formation of small water clusters

Figure 18. The specific desorption of lines of hydrogen from a hydro-
gen terminated Si(100) surface followed by the adsorption of Ga results
in an artificially formed metallic wire with a diameter of one atom.
Reprinted with permission from [66], Y. Wada, Surf. Sci. 386, 265
(1997). © 1997, Elsevier Science.

1 nm

Figure 19. Small crystalline ice clusters formed from monomers via
excitation of vibrational modes of the water molecules. Reprinted with
permission from [56], K. Morgenstern and K.-H. Rieder, J. Chem. Phys.
116, 5746 (2002). © 2002, American Institute of Physics.

and of the cyclic hexamer could be induced by exciting vibra-
tional modes of the molecule with electrons from the STM
tip [56]. Crystallization, dissociation, and substrate oxidation
can be induced with electrons of higher energy [67].

The hopping movements of Cl atoms on a Si(111)-(7× 7)
surface can be induced by electron injection with a STM tip
positioned laterally displaced from the atom. Thereby elec-
trons can be trapped resonantly by the antibonding orbital
associated with a Cl atom, leading to an instabilization of
the bond and a diffusion of the Cl atom. The radial proba-
bility of the hopping exhibits an anisotropic spread with an
oscillatory dependence on the distance from the tip position.
This result is interpreted in terms of a coherent wave packet
propagation of electrons in a surface resonance band [68].

8. CHEMISTRY WITH THE STM TIP
The combination of several manipulation techniques makes
it possible to do surface chemistry at the atomic level which
involves dissociation of the parent molecules, lateral manip-
ulation (to account for the diffusion steps), and synthe-
sis of the reactants. The dissociation of a molecule with
a STM was first investigated by Dujardin et al. [69]. By
scanning B10H15 molecules adsorbed on a Si(111)-(7 × 7)
surface with a tunneling voltage ≥4 V dissociation into
a variety of fragments was observed. O2 molecules on a
Si(111)-(7 × 7) surface have been dissociated by electron
injection into unoccupied adsorbate levels with tunneling
voltages above 6 V [70]. Dissociation by vibrational heat-
ing of O2 molecules on a Pt(111) surface was done at
much lower voltages. Here multiple intramolecular vibra-
tional excitations via a resonant inelastic electron tunneling
process resulted in bond breaking [71]. HS and DS molecule
fragments on Si surfaces can be dissociated at low voltages
as well as at high voltages [72,73].

It was recently shown that it is possible to induce all steps
of a complex chemical reaction with the STM tip at such
low temperatures, at which the reaction would not proceed
naturally. Specifically, all elementary steps of a century old
basic aromatic ring coupling mechanism known as the Ull-
mann reaction [74] were induced on single molecules using
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the STM tip at 20 K on a Cu(111) substrate. The synthesis
of biphenyl out of iodobenzene on copper

2 l + 2Cu = + 2Cul

essentially consists of three steps: Dissociation of iodoben-
zene (C6H5I) to phenyl (C6H5) and iodine, diffusion of
phenyl to find another phenyl as a reaction partner, and
their chemical association to form biphenyl (C12H10C12H10).
Figure 20 shows the steps of the reaction sequence. First,
the iodine atoms originating from two C6H5I molecules
adsorbed at a Cu(111) step (Fig. 20a) have been separated
from the parent molecules by injecting 1.5 eV energy tun-
neling electrons from the tip (Fig. 20b). The iodine (smaller
hills) and phenyl (larger hills) are further separated with
the tip (Fig. 20c). Then, the iodine atom placed between
the two phenyls has been removed to the lower terrace by
using lateral manipulation (Fig. 20d). The left phenyl is then
repositioned close to the right phenyl by pulling with the tip
and then the injection tunneling electrons with an energy
of 500 meV is needed for the chemical association of the
phenyl couple (Fig. 20e). The formation of biphenyl is ver-
ified by pulling the synthesized molecule from its front end
with the tip [75]. In this image sequence, the top and bot-
tom images exactly represent the left and right side of the
Ullmann equation.

The CO oxidation reaction was induced with STM in two
ways on Ag(110) by Hahn and Ho [76]. Oxygen atoms were
prepared by dissociation of single oxygen molecules using
tunneling electrons of a certain energy [71], whereby the two
oxygens remain close to each other (Fig. 21a). Then a CO
molecule was manipulated toward an oxygen atom pair by
repeatedly applying sample bias pulses over the CO until a

Figure 20. STM tip-induced single-molecule Ullmann reaction sequ-
ence on a Cu(111) substrate at 20 K. All reaction steps including dis-
sociation of parent iodobenzene molecules, motion of phenyl reactants
and iodine by-products, and association of phenyl reactants to the final
product, biphenyl, are induced with the STM tip. Reprinted with per-
mission from [128], S.-W. Hla and K.-H. Rieder, Superlatt. Microstruct.
31, 63 (2002). © 2002, American Physical Society.
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Figure 21. Reaction of CO molecule released from CO-functionalized
tip with an O atom adsorbed at the Cu(100) surface. Reprinted with
permission from [24], W. Ho, J. Chem. Phys. 117, 11033 (2002). © 2002,
American Institute of Physics.

O–C–O complex was formed, which could be recognized due
to its characteristic STM appearance. With a further pulse
over the CO in the complex, formation of CO was induced,
whereby the product immediately desorbed. In the second
variant (Fig. 21d–f), a CO molecule was picked up to the
tip apex and transferred back to the surface over an oxygen
atom thus inducing CO2 formation again with immediate
desorption of the product leaving only one of the initial oxy-
gen atoms at the surface (Fig. 21c). The product formation
was recognized via a sudden change of the tunneling current
(Fig. 21f) [24].

An interesting mechanism for an STM induced single
molecule reaction was reported by Kim et al. [77]. The
molecule trans-2-butene (C4H8) was transformed into 1,2-
butadiene (C4H6) by inducing electrons of sufficient energy
to excite a specific vibrational mode to an amplitude such
that two hydrogens were shaken off. The parent molecule as
well as the product were identified by both their appearance
in the STM images (Fig. 22) and their vibrational spectra
(Fig. 23).

Vertical manipulation has been used to transfer CO
molecules between a Ag(110) surface and the tip. By trans-
ferring the CO molecules from the Ag surface to the tip and
back to single Fe atoms deposited on the surface with the
technique discussed in Section 7 the formation of ironcar-
bonyl complexes Fe(CO)n (with n = 1� 2) could be induced
(Fig. 24) [78].

Okawa and Aono [79] recently showed that a diacetylen
chain polymerization can be induced in a self-assembled
monolayer of 10,12-nonacosadiyonic acid on graphite under
ambient conditions (Fig. 25a). After creation of an artificial
defect with the STM tip by applying a positively pulsed sam-
ple bias, the polymerization of a single diacetylene mono-
layer chain was initiated at another surface location with
an opposite voltage pulse. After progression of the chain
reaction, the polymer chain was terminated at the artifi-
cial defect site. This experiment combines the advantage of
topochemical reactions for nanoscale patterning of surfaces
with the ability to induce reactivity locally.

Lopinski et al. [80] generated molecular lines on
H-terminated Si(100) by creating dangling bonds at the sur-
face and exposing them to styrene vapor, whereby a benzyl
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Figure 22. Hydrogen stripping reaction induced by exciting a high
energy vibrational mode in 1,3 butadiene on Pd(110) using tunneling
electrons. The product is trans-2-transbutene. Reprinted with permis-
sion from [77], Y. Kim et al., Phys. Rev. Lett. 89, 126104 (2002). © 2002,
American Physical Society.

radical is formed which is stabilized by H abstraction from
the neighboring Si–H site. Thus, the propagating species,
the dangling bond, is regenerated. The process leads to the
formation of lines with potential use as molecular wires by
planting individual phenyls on the surface that line up in a
typical �–� stacking (Fig. 25b).

9. MANIPULATION OF
LARGE MOLECULES

The investigation of organic molecules is of interest from
both fundamental and technological viewpoints. Due to their
complexity and high number of internal degrees of freedom
large molecules display more variety for manipulation than
atoms and small molecules.

Cu–TBPP molecules (Fig. 26b) adsorbed on a Cu(100)
surface at RT do not exhibit thermally activated diffusion
and are therefore suitable for manipulation experiments.
These molecules can be imaged at large tunneling resis-
tances of several G� and exhibit tip-induced molecular flex-
ure at tunneling resistances of the order of several hun-
dred M�. At even smaller junction resistances of about 10
M� it is possible to laterally move the molecules without
rupture or fragmentation of intramolecular bonds. Elastic
scattering quantum chemistry (ESQC) calculations revealed
an uncorrelated motion of the four ligands in a stick–slip
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Figure 23. The products of the H-stripping reaction shown in Figure 22
are identified by STM-IETS. Reprinted with permission from [77],
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Physical Society.
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Figure 24. Producing iron carbonyl entities Fe(CO) and Fe(CO)2 by
releasing CO molecules from the tip to the preadsorbed Fe atoms.
The technique relies on the vertical manipulation techniques shown in
Figure 12. Reprinted with permission from [78], H. Lee and W. Ho, Sci-
ence 286, 1719 (1996). © 1996, American Association for the Advance-
ment of Science.
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Figure 25. (a) STM induced production of a nanostructure via a chain
reaction. Diacethylen polymerization in a self-assembled monolayer of
graphite, initiated by an voltage pulse of −4 V and terminated at an
intentionally produced defect (voltage pulse +5 V). Reprinted with per-
mission from [79], Y. Okawa and M. Aono, Nature 409, 619 (2001).
© 2001, Nature Publishing Group. (b) Artificially produced nanostruc-
ture: Self-directed growth of styrene lines on H-terminated Si(100) ini-
tiated by tip-created surface dangling bonds. Reprinted with permission
from [80], G. Lopinski et al., Nature 406, 48 (2000). © 2000, Macmillan
Magazines Ltd.
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654

Figure 26. Sequence of images that illustrate the positioning of indi-
vidual TBPP molecules on a Cu(100) surface at RT. Reprinted with
permission from [129], T. Jung et al., Science 271, 181 (1996). © 1996,
American Association for the Advancement of Science.

motion. The molecule is moved in the pushing mode while
the tip–surface distance is controlled with a closed feedback
loop [81,82]. The lateral manipulation in the constant-height
mode at low temperature has been analyzed in detail and
will be described in Section 10.

Whereas benzene molecules exhibit high thermal mobil-
ity on metal surfaces at RT, this is not the case for the
structurally related cyclopentadienyl C5H5. This strongly
chemisorbed radical can be moved by tip-induced migration
at RT. At gap resistances of ∼200 M� the molecule starts
to migrate parallel to the 	110
 direction independent of
the polarity (Fig. 27, middle). The images reveal a repulsive
interaction between tip and molecule which moves in steps
of one lattice constant in length (Fig. 27, right). It is pro-
posed that the molecule is tilted upright before jumping to
the next site thereby reducing the motion barrier [83].

Benzoate molecules adsorb upright on a Cu(110) surface
at RT and form a c(8× 2) superstructure. Imaging this sur-
face with a STM induces molecular motion which has been
analyzed quantitatively. A model is proposed describing the
vibrational excitation via a negative ion intermediate state
involving a field-induced shifting of the resonance [84].

Self-assembled stripes of zinc porphyrin molecules can
be formed by deposition from solution onto the surface of
graphite. This system can be imaged at RT under ambient

<110>

A

Figure 27. Left: STM image showing cyclopentadienyl C5H5 molecules
on a Ag(110) at RT. Middle: At gap resistances of ∼200 M� the
molecule starts to migrate parallel to the 	110
 directions. Right: The
images reveal a repulsive interaction between tip and molecule which
moves in steps of one lattice constant in length (slow scan direction
from down to top). Reprinted with permission from [83], W. Pai et al.,
Surf. Sci. 393, L106 (1997). © 1997, Elsevier Science.
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conditions with a gap resistance of 70 M�. At a reduced gap
resistance of 10 M� the molecules can be moved laterally
to create breaks in such a stripe [85].

C60 molecules are covalently bound on a Si(100)2 × 1
surface and have been laterally manipulated at RT. The
molecules can be pulled, thereby moving in 1–3 lattice con-
stants steps (Fig. 28a). At smaller tip–surface distances the
tip–molecule interaction is repulsive and the C60 molecules
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Figure 28. Manipulation curves of C60 molecules on a Si(100)-2 × 1
surface demonstrating (a) pulling and (b) pushing mode. (c) Probability
distribution for successful attempts as a function of relative tip–surface
separation (initial parameters U = −3 V and I = −01 nA). Reprinted
with permission from [86], D. Keeling et al., Chem. Phys. Lett. 366, 300
(2002). © 2002, Elsevier Science.

are moved in a pushing mode in single lattice constant steps
(Fig. 28b). The probabilty for a successful manipulation can
in this case reach ∼100% (Fig. 28c). In spite of rather high
electric fields (tunneling voltages ranging from −1 to −5 V)
chemical forces are suggested to dominate [86].

The polar molecule 1-nitronaphtalene forms self-assemb-
led decamers on a Au(111) surface due to its electrostatic
interaction. At 50 K these decamers can be stably imaged
with a gap resistance of 60 G� and laterally moved at a
reduced tunneling resistance of 25 M� without changing
their internal structure [87].

By using lateral manipulation it became possible to reveal
the restructured metal surface beneath adsorbed HtBDC
molecules. These molecules form a self-assembled double-
row structure on a Cu(110) surface at RT (Fig. 29ab). At
temperatures <160 K the thermally activated diffusion is
suppressed and the surface can be imaged with a tunnel-
ing gap of about 1 G�. The adsorbed molecules can then
be removed at a tunneling resistance of 1 M� by chang-
ing the tunneling current or voltage or both (Fig. 29c). It is
found that �14 Cu atoms are expelled from the surface in

a b c
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c d e

[001]
[110]

–

Figure 29. Upper images: (a) Model of the (b) self-assembled double-
row structure of HtBDC molecules adsorbed on a Cu(110) surface.
(c) The trenches in the surface layer beneath become visible after
removal of the molecules by tip-assisted diffusion [88]. Image courtesy
of M. Schunack. Lower images: (a–d) Manipulation sequence of the
Lander molecules from a step edge on Cu(110). (e) Zoom-in smooth-
filtered STM image showing the characteristic two-row width of the
toothlike structure (right corner) after removal of a single Lander
molecule from the step edge. The Cu rows are also visible. Reprinted
with permission from [90], F. Rosei et al., Science 296, 328 (2002).
© 2002, American Association for the Advancement of Science.
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two adjacent [11̄0] rows, forming a base for anchoring of the
molecules which is the driving force of the self-assembly [88].

A similar effect was revealed upon adsorption of so-
called lander molecules C90H98 onto a Cu(110) surface at
RT. Subsequent images and manipulation experiments were
performed between 100 and 200 K. Figure 29 shows a
manipulation sequence where a molecule is removed from a
step edge thereby making a double row of Cu atoms visible.
The molecule diffuses toward the step edges at RT and
reshapes the fluctuating Cu step adatoms into a toothlike
structure. Theoretical calculations showed a higher energy
gain for this conformation than the energy required for the
creation of the Cu rows [89,90].

The manipulation of the polar molecule phosphangulene
adsorbed on a Ag(111) surface was investigated in detail at
low temperature. By lateral and vertical manipulation the
molecule could be switched between three different confor-
mations which were identified by ESQC calculations. The
lateral manipulation of the three-lobed type is shown in
Figure 30a, b. Whereas at tunneling resistances of 0.5 M�
pushing, sliding, and pulling were observed, at higher resis-
tances up to 10 M� only pulling was possible. Experi-
ments with different polarity indicated that the molecular
dipole has a minor effect on the lateral manipulation. Usu-
ally the lateral displacement was accompanied by a rotation
of the molecule also visible in Figure 30. The interconver-
sion between different conformations is possible with lateral
manipulation as well (Fig. 30) [91].

The manipulation at low temperature of a single TBPP
molecule offers the opportunity to demonstrate the princi-
ple of a conformational molecular switch [92]. Lateral and
vertical manipulation were used to selectively modify the
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Figure 30. The upper image shows the lateral manipulation of a phos-
phangulene molecule which usually results in a rotation at the same
time. The tip–height curves recorded during the manipulation process
show pulling, sliding, and pushing behavior at the indicated threshold
resistances. The lower images show the interconversion between dif-
ferent conformations induced by lateral manipulation. Reprinted with
permission from [91], R. Lin et al., Surf. Sci. 477, 198 (2001). © 2001,
Elsevier Science.

molecular conformation, by rotating single legs in and out
of the porphyrin plane.

STM images of single TBPP molecules deposited on
the stepped Cu(211) surface are shown in Figure 31a.
The molecules show eight lobes, corresponding to four legs
oriented nearly flat on the surface [93]. In a few cases
(Fig. 31b), a single brighter lobe appears among the double
lobes, indicating that one leg is rotated nearly perpendicular
to the plane of the substrate.

Calculations show that in the case of flat legs (Fig. 31a)
a tilt angle of 10 relative to the surface is present, while in
the case of Figure 31b one leg is rotated by 55. Molecular
models (Fig. 31c and d) roughly visualize the two different
conformations of the molecule.

A further step toward the implementation of a molecular
switch is to use manipulation techniques to reversibly modify
the molecular conformation. The switching of a single leg
in and out of the porphyrin plane is possible by lateral and
vertical movement of the tip to push the leg down.
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Figure 31. (a) STM image of a Cu–TBPP molecule on Cu(211) lying
flat on the surface and oriented parallel to the intrinsic step edges.
(b) STM image of a Cu–TBPP molecule on Cu(211) showing one leg
rotated out of the porphyrin plane. (c) and (d) Sketch of the approx-
imate molecular conformation for (a) and (b). (e) Current through a
single leg versus the tip–surface distance during a vertical manipulation
process leading to a leg’s rotation. STM images of the molecule before
and after the manipulation are shown in the inset. The black dot in
the left image shows the exact position of the tip during the vertical
manipulation [92]. Image courtesy of F. Moresco.
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To experimentally demonstrate the principle of the molec-
ular switch, the interaction between tip apex and leg during
a vertical manipulation sequence was quantitatively inves-
tigated, as shown in Figure 31e. By measuring the current
passing through a single leg in real time during its rota-
tion it could be shown that the tunneling current through
one leg strongly depends on the extent of its rotation.
Molecular mechanics calculations show that a rotation of
90 should induce a change in resistance of over six orders
of magnitude.

It recently became possible to directly determine the ene-
rgy required to rotate a leg of a Cu–TBPP molecule
adsorbed on a Cu(100) surface at RT by using noncon-
tact atomic force microscopy (AFM). Figure 32a shows
frequency–distance curves recorded above the molecule and
the bare surface. The substracted curve (Fig. 32b) can be
converted into short-range tip–molecule force (Fig. 32c).
In combination with theoretical calculations an upper limit
of 100 zJ required to rotate a di-phenyl-butyl leg was
deduced [94].

10. INTRAMOLECULAR MECHANICS
DURING THE MANIPULATION
OF A LARGE MOLECULE

The technique of single particle manipulations by means of
the STM can also be applied to the controlled displacement
of large molecules at room temperature [81,83]. To under-
stand and control the process, it is, however, necessary to
experimentally measure the intramolecular movement dur-
ing the manipulation by recording the feedback signal in
real time. To assure a low noise level and high stability this
experiment was performed at low temperature.

Single TBPP molecules deposited on different Cu sub-
strates were manipulated at low temperature (Fig. 33). Due
to the complicated structure of the molecules and their high
conductance, controlled lateral manipulation was performed
in constant height mode [22]. As shown in Figure 33a, TBPP
on Cu(100) shows four bright lobes with some lateral resid-
ual echoes, while the porphyrin ring is hardly visible [92].
Calculations of the STM image show that each lobe corre-
sponds to a leg oriented nearly perpendicular to the surface,
at an angle of about 80.

TBPP molecules were manipulated by pushing at one of
the legs. The exact path followed by the tip is shown in
Figure 33c. The recorded manipulation signal is presented
in Figure 33d. The sequence reflects first of all the Cu(100)
lattice periodicity, but details in each period do not resemble
the regular sawtooth signals recorded during STM manipu-
lations of atoms and diatomic molecules. Zoomed parts of
the signal show a specific intraperiod signature, peculiar to
this specific type of manipulation.

To extract from the manipulation signal the details about
the intramolecular mechanics occurring during a manipula-
tion sequence, calculations and computer simulations were
performed, revealing that the main contributor to the sig-
nal is the leg which directly interacts with the tip apex and
that a minor contribution comes from the leg in front of the
tip. The movements are very small; oscillations of the legs
amount only to a few half degrees. Such a very fine analysis
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Figure 32. (a) Frequency–distance curves recorded via noncontact
AFM above Cu–TBPP molecules and the bare Cu(100) surface at
RT. The subtracted curve (b) can be converted into the short-range
tip–molecule force (c) during the rotation of one leg of a Cu–TBPP
molecule [94]. Image courtesy of Ch. Loppacher.

demonstrates, however, that detailed “on line” information
on the internal mechanics of a molecule can be extracted
from I�x� during many periods [95].

11. PHYSICS WITH
ARTIFICIAL STRUCTURES

The lateral manipulation technique has been used to investi-
gate the coupling between magnetic atoms exhibiting Kondo
resonances. A Kondo resonance occurs when a magnetic
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Figure 33. (a) STM image of a TBPP molecule deposited on Cu(100)
and (b) its chemical structure. The image was taken at a tunneling
current of 400 pA and a bias voltage of 300 mV. (c) A TBPP molecule
recorded before and after the manipulation process. The arrow on the
left image indicates the exact path followed by the tip. (d) Experimental
I�x� (current versus distance) curve recorded during the manipulation.
Details of the signal are displayed in the inset [95]. Image courtesy of
F. Moresco.

impurity in a metal couples to surrounding conduction elec-
trons. This coupling causes conduction electrons to form a
highly correlated nonmagnetic ground state screening the
magnetic moment of the impurity and leads to a narrow
Kondo resonance at the Fermi energy. dI/dV spectra taken
over single Ce atoms on Ag(111) at low temperature show
a clear antiresonance at the Fermi energy [96]. The prob-
ing of a localized state immersed in a continuum by STM
can proceed either through the localized state or directly
into the continuum leading to quantum interference. In the
limit where the transition into the localized state approaches
zero (q ≈ 0) this results in the observed antiresonance as
first elucidated by Fano [97]. Similar results were obtained
from Co atoms on Au(111) shown in Figure 34. Here the
higher transition rate into the localized state (q ≈ 07)
results in an asymmetric lineshape [98]. Artificially created
Co dimers on the other hand showed an abrupt disappear-
ance at separations less than 6 Å resulting from a reduced
exchange coupling between Au conduction electrons and
ferromagnetic Co dimers [99]. Using lateral manipulation
Cr dimers and trimers were fabricated on the same surface.
The measurements showed that only one of the trimer con-
figurations exhibits a Kondo resonance [100].

An elliptic quantum corral has been constructed by
Manoharan et al. [101,102] as a mirror for electron waves.
By dI/dV spectroscopy the Kondo resonance of a magnetic
atom located in one focus was detected at the other focus.
Figure 35 shows an elliptical quantum corral made of 36
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Figure 34. The dI/dV spectra of a single Co atom adsorbed on a
Au(111) surface is displaying a Kondo resonance. The dashed line
denotes a calculation with a modified Fano theory (q ≈ 07). Reprinted
with permission from [98], V. Madhaven et al., Science 280, 569 (1998).
© 1998, American Association for the Advancement of Science.

cobalt atoms positioned on a copper [111] surface. When a
magnetic cobalt atom is placed at a focus point of an ellipti-
cal corral (upper left), the Kondo resonance also appears at
the other focus (lower left) while it does not when the atom
is moved out of the focus. The projection of information
from an atom to another place where there is no atom is
named the “quantum mirage” effect; a possible application

Figure 35. The upper STM images show the topography of an elliptical
arrangement of 36 cobalt atoms positioned on a Cu(111) surface; the
lower images are the associated dI/dV maps at the Kondo resonance.
When a Co atom is placed at a focus the resonance appears at the
other focus too (left image) while it does not when it is moved out of
the focus. Reprinted with permission from [101], H. Manoharan et al.,
Nature 403, 512 (2000). © 2000, Macmillan Magazines Ltd.
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for data transfer in future nanoscale electronics is discussed
[101,102].

The formation of closed-packed metallic atomic struc-
tures is possible as well. Figure 36 shows a single Cu atom
within two parallel closed-packed atomic Cu chains at a
distance of 3.5 nm on a Cu(111) surface. At a tempera-
ture of 12 K the single Cu atom starts a thermally activated
diffusion while the atomic lines remain stable. The surface-
state mediated interaction [103] of the single Cu atom with
the atomic lines results in an anisotropic movement, guided
by the electron standing wave pattern of the atomic lines
[104,105].

Large functionalized structures of CO molecules on a
Cu(111) surface were assembled by manipulation with a
STM recently by Heinrich et al. [106]. Thereby a cascade
effect was employed where the motion of one CO molecule
caused the subsequent motion of another CO molecule
which itself caused a further CO molecule to move and so
on. Linear arrangements of such a cascade can serve to
transport one bit of information from one place to another.
The crossed combination of several cascades made it possi-
ble to built logical gates and other devices.

The base unit consists of three CO molecules initially
arranged in a bent line; see Figure 37. This configuration
decays to an energetically favorable triangular arrangement.
The underlying process was identified to be quantum tun-
neling and temperature independent below 6 K. At higher
temperatures the hopping rate was thermally activated with
an anomalously low Arrhenius prefactor, resulting from tun-
neling from an excited vibrational state. The hopping rate
is furthermore sensitive to other surrounding adsorbates or
defects and also dependent on the direction. These units,

Figure 36. Two parallel dense-packed Cu rows on Cu(111) were formed
by lateral manipulation of 44 Cu adatoms for the construction of an
open quantum box. The single Cu adatom put into the center was used
for studies of its thermal motion in the confined structure [104]. Image
courtesy of J. Repp.
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Figure 37. STM images showing CO molecules on a Cu(111) surface at
5 K. Solid red circles denote locations of CO molecules and blue dots
surface-layer Cu atoms. (a) An isolated CO molecule, a dimer, and a
trimer are shown. (b) After a few minutes the trimer has decayed into
a new configuration. A molecule cascade (c) before and (d) after being
manually initiated. Reprinted with permission from [106], A. Heinrich
et al., Science 298, 1381 (2002). © 2002, American Association for the
Advancement of Science.

called “chevrons,” can then be combined into a linear
arrangement yielding a cascade and with two cascades logi-
cal gates can be constructed; see Figure 38. The combination
of basic logical units then made it possible to construct a
two-input sorter and a three-input sorter, consisting of 545
CO molecules (Fig. 39). The decay time of a single chevron
is typically 5 minutes at 5 K resulting in an operating time
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Input x

Input y

Output

Figure 38. (a) Initial setup of a logic AND gate. Either first input x or
input y can be triggered (b) or (c) and subsequently the other input,
resulting in a logic 1 at the output (d). Reprinted with permission from
[106], A. Heinrich et al., Science 298, 1381 (2002). © 2002, American
Association for the Advancement of Science.
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Figure 39. STM images showing a two-input sorter (left) and a three-
input sorter (right) in the initial setup. Reprinted with permission from
[106], A. Heinrich et al., Science 298, 1381 (2002). © 2002, American
Association for the Advancement of Science.
of about 1 hour for the three-input sorter. After the one-
time operation the device needs to be reset by moving the
CO molecules back into their initial position which typically
needs several hours.

Next to the image mode STM has provided means
to probe the electronic properties of surfaces locally by
scanning tunneling spectroscopy (STS). Thereby the tip is
held fixed in position and the tunneling voltage is swept over
the range of interest. By a lock-in technique the first deriva-
tive of the tunneling current dI/dV is recorded which is a
direct measure of the local density of states (LDOS). STS
performed at a fixed energy over an area records the LDOS
in dI/dV maps. The construction of artificial atomic struc-
tures alters the LDOS strongly locally and can therefore
ideally be investigated by STS and dI/dV mapping.

Au atoms adsorbed on a NiAl(110) surface were laterally
manipulated to form compact chains 2–20 atoms in length.
The Au atoms could reproducibly be moved at a junction
resistance of 200 k� and attached or detached from the
end of the chain with the same tunneling resistance. Single
Au atoms show an electronic resonance at 1.95 eV above
the Fermi energy resulting from an unoccupied Au state
hybridized with the NiAl states. Moving the atoms together
results in the evolution of one-dimensional electronic den-
sity oscillations. Figure 40 shows dI/dV maps of an 11-atom
chain taken at different voltages. The measurement of the
varying wavelength yields an effective electronic mass of
0.4± 0.1 [53,107].

The LDOS inside a triangular quantum corral has been
analyzed carefully yielding the electron lifetime as a major
property of surfaces [108]. Electron lifetimes have been
measured with a STM on the defect-free terrace on Ag(111)
by Li et al. [109] at the dispersion minimum of the surface
state and as a function of energy by Bürgi et al. [110] and
Bauer et al. [135]. Values for other noble metal surfaces have
been determined [111] as well inside a Mn atom resonator
[112].

By means of lateral manipulation 51 Ag atoms have been
precisely positioned at a distance of five lattice constants to
form a triangle with a base length of 245 Å as shown in
Figure 41. The electrons of the surface state present on the
Ag(111) surface are scattered by these Ag adatoms, result-
ing in a complex standing wave pattern. Energy resolved
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Figure 40. dI/dV images of an 11 Au atom chain taken at 0.1 V intervals
between (a) +1.1 and (i) +1.9 V [53]. Image courtesy of M. Wallis.

data ranging from −55 to +796 meV with respect to the
Fermi level were taken in the spectroscopic mode as shown
in Figure 42. The displayed images were recorded at ener-
gies where the wavelength of the electrons is in resonance
with the triangle resulting in a strong enhancement of the
intensity.

Calculations of the wave pattern have been performed
based on a multiple scattering approach [113]. Adjusting the
calculations to the data yields the parameters of the scatter-
ers on the one hand and the phase-relaxation length of the
electrons on the other hand. The phase-relaxation length of
an electron is the distance an electron can travel without
losing its phase information [114] and is directly related to
the lifetime of an electron. The spatial decay of the quantum
mechanical interference pattern is influenced by the loss of
coherence which is expressed in the phase-relaxation length
and which is measured here.

Figure 43 depicts the result of the evaluations for the
electron lifetime as a function of energy. The measure-
ments clearly show a sharp maximum at the Fermi energy in
accordance with Fermi liquid theory for a two-dimensional
electron gas. Furthermore two pronounced edgelike features
show up in the data at +65 and +300 meV as indicated in
Figure 43. These features can be attributed to the dispersion
minimum of the surface state and the transition of the sur-
face state into the projected bulk states. Below these ener-
gies the inelastic scattering of surface electrons with other
electrons is increased resulting in the observed decrease of
the electron lifetime. Finally a fine structure can be observed
which has to be attributed to the influence of the triangle
[108].

The controlled atomic manipulation allows the design of
arbitrary scattering geometries and on the basis of a deeper
understanding of the electron lifetimes it should become
possible to even engineer the lifetimes which are a key quan-
tity in quantum computing and quantum transportation.
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Figure 41. Series of images showing the construction of the triangle
consisting of 51 Ag atoms on a Ag(111) surface (49.3 nm × 49.3 nm,
U = +39 mV, I = 11 nA). Reprinted with permission from [108],
K.-F. Braun and K.-H. Rieder, Phys. Rev. Lett. 88, 096801 (2002).
© 2002, American Physical Society.

12. TOWARD MANIPULATION
ON THIN INSULATING FILMS

The prospects of atomic/molecular manipulation lie in the
formation of electronic and mechanical devices on the
atomic scale. These range from monomolecular devices
[115] to atomic scale structures built up atom by atom.
A device of the last kind has been proposed by Wada et al.
and is called an atomic relay (Fig. 44) [66,116,117]. This and
similar devices are characterized by a switching which incor-
porates the movement of only a single atom. These atomic
relays can be integrated to build up complex logic networks
including memory cells.

With regard to the existing atomic manipulation exper-
iments, one important problem arises. When an atom or
molecule is adsorbed on a metallic surface it has a strong
electronic interaction with the metallic reservoir of elec-
trons. Therefore the electronic and mechanical properties of
adsorbates are strongly disturbed on metal substrates. With
regard to applications it will be very important to electroni-
cally decouple adsorbates from the substrate or to be able to

-55 mV

-25 mV +54 mV

+125 mV+89 mV

-39 mV

Figure 42. dI/dV maps displaying the local density of states at energies
where the wavelength of the electrons is in resonance with the triangu-
lar quantum corral. Reprinted with permission from [108], K.-F. Braun
and K.-H. Rieder, Phys. Rev. Lett. 88, 096801 (2002). © 2002, American
Physical Society.

vary the strength of the electronic coupling. This decoupling
from the substrate is obviously indispensable for devices like
atomic relays, but it is certainly very important for a lot of
other systems.

Ultrathin films of insulating materials represent a conve-
nient way to perform these kind of experiments. Not only
can the molecules be significantly decoupled with varying
degrees from the substrate by changing the thickness of the
insulating layers, but at same the time it is still possible
to continue to use STM to perform the experiments. For
bulk insulators certainly AFM would be necessary, a tech-
nique which has been improved amazingly during the last
decade, but its application in atomic manipulation especially
at low temperatures is still very difficult. Transfer of the
STM manipulation techniques is therefore presently pur-
sued to thin films of insulators like alkali halides and simple
oxides.

The ability of the STM to operate on insulating films
relies on the fact that a finite density of electronic states
extending from the metal substrate through the insulating
film into the vacuum exists, high enough to support a very
small but still measurable tunneling current. For example
insulating layers of NaCl of up to a thickness of 4 ML can
be routinely imaged with the STM [118]. Even atomic reso-
lution has been observed on these films. As has been shown
these NaCl films can be grown in a surprisingly perfect
and defect-free manner on different metal substrates, with
islands several micrometers in size extending smoothly even
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sured lifetimes. The open triangle is a measured value on a defect-free
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tation to the theoretical calculation for Cu(111) [130]. Reprinted with
permission from [108], K.-F. Braun and K.-H. Rieder, Phys. Rev. Lett.
88, 096801 (2002). © 2002, American Physical Society.

across substrate defect steps (known as carpet growth mode)
[118–123]. As has been shown by photoemission, NaCl lay-
ers of a thickness equal to or higher than two monolayers
show a bandgap with a width similar to bulk material.

The system NaCl on Cu(211) is interesting for sev-
eral reasons. For substrate temperatures below 200 K the
growth of chainlike NaCl islands with monoatomic height is
observed as modeled in Figure 45a. An atomically resolved
image (Fig. 45b) reveals that only the anions are observed.
Figure 45c–e proves that these chains can be cut by lat-
eral manipulation, whereby the NaCl entities are pushed
(Fig. 45f).

If the growth temperature exceeds ∼300 K [i.e., in the
range of emerging kink site mobility for bare Cu(211)], the
initially flat (211) surface drastically reorganizes upon NaCl
submonolayer deposition. This behavior is in sharp con-
trast to the common growth features of alkali halides on
close-packed metal surfaces [118] which is characterized by
weak interactions between the inert overlayer and the metal
substrate. On Cu(211) a regular one-dimensional (1D) hill-
and-valley structure is formed which is composed of (311)
and (111) facets [120] (Fig. 46a,b). The facet arrangement
relative to the Cu(211) surface is visualized schematically
in Figure 46d (top view) and e (side view). The facets are
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Figure 44. A proposed atomic scale device called an atomic relay by
Wada et al. [66,116,117]. This device is characterized by a switching
which incorporates the movement of only a single atom. These atomic
relays can be integrated to build up a complex logic network including
memory cells. Reprinted with permission from [66], Y. Wada, Surf. Sci.
386, 265 (1997). © 1997, Elsevier Science.

built up by incorporating additional Cu atom rows along
the intrinsic step direction. Note that the resulting (311)
facet is also a stepped plane, which exhibits a reduced step
separation of 4.23 Å. It is important to notice that NaCl
grows selectively on the (311) facets only and thereby creates
a regular surface pattern with alternating stripes of NaCl-
covered areas and bare metal facets. This is evident from the
STM topograph in Figure 46b which shows discrete stripes
with a pronounced corrugation of cubic symmetry accord-
ing to (100)-terminated NaCl. The characteristic size of this
surface pattern (i.e., the periodic facet separation) can be
adjusted by the growth temperature and ranges from ∼30 Å
at 300 K to 230 Å at 600 K [121]. The restructuring pro-
cess observed here is driven by an exceptionally high ener-
getic stability of the NaCl(100)-covered (311) facets, which
is due to Coulomb interactions between the ionic charges
of the alkali halide layer and electrostatic dipoles associated
with the steps of the metal template [122] (the step dipoles
arise from the well known Smoluchowski smoothing effect
of the electron charge [124]). This 1D patterning process is
also applicable to other ionic insulator/metal combinations
since it is based on a stability criterion with rather general
requirements, namely (i) a charge-modulated template (this
is an inherent feature of stepped and kinked metal surfaces)
[124] and (ii) lattice matching between the ions of the film
and the charge modulation of the metal template. Due to
the selectivity of the alkali halide-induced faceting process a
modulation in surface chemical composition is established.
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Figure 45. (a) Model of a NaCl chain oriented perpendicularly to an
intrinsic step on a Cu(211) surface. (b) Atomically resolved STM image
of a NaCl chain. (c–e) Cutting of two NaCl chains by lateral manip-
ulation with the STM tip. (f) Tip–height curves demonstrating that
the NaCl clusters are pushed. Reprinted with permission from [131],
G. Meyer et al., Single Molecules 1, 79 (2000). © 2000, Wiley-VCH.

Hence, one obtains a nanoscale masking effect of the sur-
face which can be controlled by the growth temperature.
This gives at hand a prerequisite substrate for the lateral
structuring of subsequently deposited material by selective
decoration [125]. The formation of regular pyramids start-
ing from a regularly kinked vicinal Cu(532) surface was
demonstrated recently; therefore 2D regular patterning can
be achieved too. Only two sides of the pyramids are covered
with NaCl leaving a 2D array of metallic areas, which can
be used for further reactions [41].

These examples have important implications for further
manipulation work: They show (1) that the insulator films
can be machined and (2) that self-assembly can give rise
to regular structures with alternating insulating and metallic
parts, so that, for example, a conducting molecule could be
manipulated to lie on the insulator with one end touching
the metal and by using the STM tip as second electrode
conductivity measurements may become feasible along the
molecule.

While no lateral manipulation experiments on insulators
have been reported to date, theoretical studies have been
performed. In the case of NaCl(001), the manipulation of
a Au atom and the formation of Au dimers and trimers on
this surface have been investigated by Bouju et al. [126].
Already several of the future difficulties common to manip-
ulation on insulators have been addressed in this work. So
one of the major problems will be that the binding energy
between metal atoms is in general much higher than the
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Figure 46. (a, b) STM topographs (1.1 nA, −330 mV) visualizing the
mesoscopic faceting effect in 3D view representation (a) and in top
view after depositing 0.6 ML NaCl on Cu(211) at 330 K (b). The image
on the right shows that NaCl-covered (311) facets (cf. corrugation with
cubic symmetry) alternate with bare Cu(111) facets. (c)–(e) Sphere
model of the Cu(211) substrate surface in side view along the intrinsic
(100) steps (c) and in top view [upper part of (d)]. The primitive rect-
angular unit cell is denoted by the white line and nonequivalent surface
atoms are numbered. The lower part of the top view scheme (d) and the
side view in (e) shows a ridge built up by a (111)/(311) facet pair. The
rhombic unit cell of the Cu(311) plane (full black line) and the cubic
unit cell of the NaCl(100) layer (omitted in the scheme) containing two
molecules are also shown [120]. Image courtesy of S. Fölsch.

binding between the metal atoms and the insulator sub-
strate. This results in the problem that the formation of
metastable structures like atomic wires will be more difficult
than on metallic substrates. An analogous problem will be
the strong attractive interaction between the STM tip apex
and the adsorbates, which might result in an unwanted trans-
fer of the metal atom to the tip even before the lateral force
is large enough to move the adatom.

This underpins the necessity to uncover the basic
adsorbate–substrate interaction properties by manipu-
lation/diffusion experiments. Certainly future successful
manipulation experiments and the buildup of atomic scale
structures will strongly rely on the right selection of the insu-
lating film materials.

13. SUMMARY
In this chapter, lateral manipulation of atoms and molecules
and the buildup of artificial nanoscale structures on metal-
lic surfaces is discussed using the technique of “soft manip-
ulation,” in which basically only tip–particle forces are
employed. Such structures can be used as quantum labo-
ratories, which allow detailed investigations of important
physical quantities like electron lifetimes. Vertical manip-
ulation experiments show that besides tip/particle forces
electronic effects are also important for the transfer of
particles like CO and Xe from the substrate to the tip
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and vice versa. Electric current effects play also dominant
roles in STM-induced chemical modifications of molecules
like dissociation. A combination of all parameters (forces,
current, field) is required to associate several species and
to form new chemical entities. Moreover, manipulation of
single large molecules opens the route to the creation of
electronic devices at the nanoscale and to the ability to con-
trol the internal mechanics of a molecule by the STM tip.
Engineering with single molecules and single atoms offers in
combination with self-organization processes the ability to
create novel man-designed artificial entities. Consequently
engineering of functional structures including construction
elements formed in an atom-by-atom manner certainly no
longer belongs to the realm of mere utopia.

GLOSSARY
Lateral manipulation An adparticle on the surface is
moved with the STM tip along the surface to the desired
place without losing contact with the substrate. In lateral
manipulation three basic different modes can be discerned:
(1) pulling where the adparticle discontinuously follows the
tip from one adsorption site to another due to attractive
forces; (2) pushing where the adparticle moves discontinu-
ously in front of the tip due to repulsive interaction; and
(3) sliding where the adparticle is trapped under the tip and
follows its motion instantaneously and continuously. See also
Sections 3 and 4.
Manipulation curve Tip height recorded during the lateral
manipulation in the constant current mode. The manipula-
tion curve yields information about the tip–adparticle and
the adparticle–surface interaction. See Section 4. If the lat-
eral manipulation is performed in the constant height mode
the current is recorded instead. See Section 10.
Quantum corral An artificial atomic structure arranged in
a closed geometry (e.g., triangle, circle etc.). The scattering
of surface electrons results in confinement with a strongly
altered electronic structure. See Sections 4 and 11.
Soft manipulation Mainly the tip-adparticle forces are
employed for the manipulation which can be tuned by
changing the distance between the tip and the manipulated
particle. Only in this regime can adparticles be moved with
atomic precision. See Sections 3 and 4.
Tip-induced migration/diffusion Taking along a particle
with the tip in an uncontrolled, accidental manner. Obvi-
ously, this variant does not allow the buildup of artificial
structures in a particle-by-particle manner with atomic pre-
cision. See Section 3.
Vertical manipulation An adparticle is deliberately picked
up with STM tip and then released back to the surface. See
Section 5.

REFERENCES
1. J. Stroscio and D. Eigler, Science 254, 1319 (1991).
2. P. Avouris, Acc. Chem. Res. 28, 95 (1995).
3. R. Nyffenegger and R. Penner, Chem. Rev. 97, 1195 (1997).
4. A. Baski, “Advanced Semiconductor and Organic Nano-

Techniques.” Academic Press, San Diego, 2002.

5. L. Bartels, G. Meyer, and K.-H. Rieder, Phys. Rev. Lett. 79, 697
(1997).

6. S. Gauthier, Appl. Surf. Sci. 164, 85 (2000).
7. L. Whitman, J. Stroscio, R. Dragoset, and R. Celotta, Science 251,

1206 (1991).
8. J. Zhang, J. Liu, L. Huang, P. Kim, and C. Lieber, Science 274,

757 (1996).
9. Y. Mo, Science 261, 886 (1993).

10. N. Mingo and F. Flores, Thin Solid Films 318, 69 (1998).
11. N. Mingo and F. Flores, Surf. Sci. 395, 342 (1998).
12. G. Meyer, Rev. Sci. Instrum. 67, 2960 (1996).
13. Y. Kondo, E. Foley, and T. Amakusa, Rev. Sci. Instrum. 72, 2977

(2001).
14. L. Petersen, M. Schunack, B. Schaefer, T. Linderoth, P. Ras-

mussen, P. Sprunger, E. Laegsgaard, I. Stensgaard, and F. Besen-
bacher, Rev. Sci. Instrum. 72, 1438 (2001).

15. N. Moussy, H. Courtois, and B. Pannetier, Rev. Sci. Instrum. 72,
128 (2001).

16. E. Foley, A. Kam, and J. Lyding, Rev. Sci. Instrum. 71, 3428 (2000).
17. B. Stipe, M. Rezaei, and W. Ho, Rev. Sci. Instrum. 70, 137 (1999).
18. S. Pan, E. Hudson, and J. Davis, Rev. Sci. Instrum. 70, 1459 (1999).
19. O. Pietsch, A. Kubetzka, and D. Haude, Rev. Sci. Instrum. 71, 424

(2000).
20. J. Ferris, J. Kushmerick, J. Johnson, M. Y. Youngquist,

R. Kessinger, H. Kingsbury, and P. Weiss, Rev. Sci. Instrum. 69,
2691 (1998).

21. K.-F. Braun, Ph.D. Thesis, Freie Universität Berlin, 2001.
22. F. Moresco, G. Meyer, K.-H. Rieder, H. Tang, A. Gourdon, and

C. Joachim, Appl. Phys. Lett. 78, 306 (2001).
23. S.-W. Hla, K.-F. Braun, and K.-H. Rieder, Phys. Rev. B (2003).
24. W. Ho, J. Chem. Phys. 117, 11033 (2002).
25. D. Eigler and E. Schweizer, Nature 344, 524 (1990).
26. G. Meyer, B. Neu, and K.-H. Rieder, Appl. Phys. A 60, R343

(1995).
27. T. Fishlock, A. Oral, R. Egdell, and J. Pethica, Nature 404, 743

(2000).
28. G. Meyer, L. Bartels, S. Zöphel, E. Henze, and K.-H. Rieder, Phys.

Rev. Lett. 78, 1512 (1997).
29. G. Meyer, S. Zöphel, and K.-H. Rieder, Phys. Rev. Lett. 77, 2113

(2000).
30. J. Schulz, R. Koch, and K.-H. Rieder, Phys. Rev. Lett. 84, 4597

(2000).
31. M. Crommie, C. Lutz, and D. Eigler, Nature 262, 218 (1993).
32. J. Li, R. Berndt, and W.-D. Schneider, Phys. Rev. Lett. 76, 1888

(1996).
33. J. Li, W.-D. Schneider, and R. Berndt, Appl. Phys. A 66, 675 (1998).
34. M. Böhringer, W.-D. Schneider, K. Glöckler, E. Umbach, and

R. Berndt, Surf. Sci. 419, L95 (1998).
35. U. Kürpick and T. Rahman, Phys. Rev. Lett. 83, 2765 (1999).
36. B. Neu, G. Meyer, and K.-H. Rieder, Mod. Phys. Lett. B 9, 963

(1995).
37. X. Bouju, C. Joachim, C. Girard, and P. Sautet, Phys. Rev. B 47,

7454 (1993).
38. X. Bouju, C. Joachim, and C. Girard, Phys. Rev. B 59, R7845

(1999).
39. X. Bouju, C. Joachim, C. Girard, and H. Tang, Phys. Rev. B 63,

085415 (2001).
40. A. Buldum, S. Ciraci, and S. Erkoc, J. Phys. Cond. Matt. 7, 8487

(1995).
41. S. Zöphel, J. Repp, G. Meyer, and K.-H. Rieder, Chem. Phys. Lett.

310, 145 (1999).
42. I. Lyo and P. Avouris, Science 253, 173 (1991).
43. R. Becker, R. Golovchenko, and B. Schwarzentruber, Nature 325,

419 (1987).
44. H. Ushida, D. Huang, F. Grey, and M. Aono, Phys. Rev. Lett. 70,

2040 (1993).



Atomic Manipulation by STM 133

45. P. Molinas-Mata, A. Mayne, and G. Dujardin, Phys. Rev. Lett. 80,
3101 (1998).

46. R. Bennewitz, J. Crain, A. Kirakosian, J.-L. Lin, J. McChesney,
D. Petrovykh, and F. Himpsel, Nanotechnology 13, 499 (2002).

47. S. Hosoki, S. Hosaka, and T. Hasegawa, Appl. Surf. Sci. 60/61, 643
(1992).

48. B. Stipe, A. Rezaei, and W. Ho, Science 280, 1732 (1998).
49. B. Briner, unpublished.
50. L. Lauhon and W. Ho, Phys. Rev. B 60, R8525 (1999).
51. F. Moresco, G. Meyer, and K.-H. Rieder, Mod. Phys. Lett. B 13,

709 (1999).
52. J. Hahn and W. Ho, Phys. Rev. Lett. 87, 196102 (2001).
53. T. Wallis, X. Chen, and W. Ho, J. Chem. Phys. 113, 4837 (2000).
54. L. Lauhon and W. Ho, Phys. Rev. Lett. 85, 4566 (2000).
55. K. Morgenstern and J. Nieminen, Phys. Rev. Lett. 88, 066102

(2002).
56. K. Morgenstern and K.-H. Rieder, J. Chem. Phys. 116, 5746 (2002).
57. J. Pascual, J. Gomez-Herrero, D. Sanchez-Portal, and H.-P. Rust,

J. Chem. Phys. 117, 9531 (2002).
58. L. Bartels, G. Meyer, K.-H. Rieder, D. Velic, E. Knoesel,

A. Hotzel, M. Wolf, and G. Ertl, Phys. Rev. Lett. 80, 2004 (1998).
59. L. Bartels, G. Meyer, and K.-H. Rieder, Appl. Phys. Lett. 71, 213

(1997).
60. T. Komeda, Y. Kim, M. Kawai, B. Persson, and H. Ueba, Science

295, 2055 (2002).
61. B. Stipe, M. Rezaei, and W. Ho, Science 279, 1907 (1998).
62. B. Stipe, M. Rezaei, and W. Ho, Phys. Rev. Lett. 81, 1263 (1998).
63. G. Dujardin, A. Mayne, and F. Rose, Phys. Rev. Lett. 89, 036802

(2002).
64. T.-C. Shen, C. Wang, G. Abeln, J. Tucker, J. Lyding, Ph. Avouris,

and R. E. Walkup, Science 268, 1590 (1995).
65. P. Avouris, R. Walkup, A. Rossi, H. Akpati, P. Nordlander, T.-C.

Shen, G. Abeln, and J. Lyding, Surf. Sci. 363, 368 (1996).
66. Y. Wada, Surf. Sci. 386, 265 (1997).
67. K. Morgenstern and K.-H. Rieder, Chem. Phys. Lett. 358, 250

(2002).
68. Y. Nakamura, Y. Mera, and K. Maeda, Phys. Rev. Lett. 89, 266805

(2002).
69. G. Dujardin, R. Walkup, and P. Avouris, Science 255, 1232 (1992).
70. R. Martel, P. Avouris, and I.-W. Lyo, Science 272, 385 (1996).
71. B. Stipe, M. Rezaei, W. Ho, S. Gao, M. Persson, and B. Lundqvist,

Phys. Rev. Lett. 78, 4410 (1997).
72. M. Rezaei, B. Stipe, and W. Ho, J. Chem. Phys. 110, 3549 (1999).
73. M. Rezaei, B. Stipe, and W. Ho, J. Chem. Phys. 109, 6075 (1999).
74. F. Ullmann, G. Meyer, O. Loewenthal, and O. Gilli, Liebig Ann.

Chem. 331, 38 (1904).
75. S.-W. Hla, L. Bartels, G. Meyer, and K.-H. Rieder, Phys. Rev. Lett.

85, 2777 (2000).
76. J. Hahn and W. Ho, Phys. Rev. Lett. 87, 166102 (2001).
77. Y. Kim, T. Komeda, and M. Kawai, Phys. Rev. Lett. 89, 126104

(2002).
78. H. Lee and W. Ho, Science 286, 1719 (1996).
79. Y. Okawa and M. Aono, Nature 409, 619 (2001).
80. G. Lopinski, D. Wayner, and R. Wolkow, Nature 406, 48 (2000).
81. T. Jung, R. Schlittler, J. Gimzewski, and C. Joachim, Science 283,

1683 (1999).
82. J. Gimzewski, T. Jung, M. Cuberes, and R. Schlittler, Surf. Sci. 386

(1997).
83. W. Pai, Z. Zhang, J. Zhang, and J. Wendelken, Surf. Sci. 393, L106

(1997).
84. B. Frederick, A. Munz, T. Bertrams, Q. Chen, C. Perry, and

N. Richardson, Chem. Phys. Lett. 272, 438 (1997).
85. P. Thomas, N. Berovic, P. Laitenberger, R. Palmer, N. Bampos,

and J. Sanders, Chem. Phys. Lett. 294, 229 (1998).
86. D. Keeling, M. Humphry, P. Moriarty, and P. Beton, Chem. Phys.

Lett. 366, 300 (2002).

87. M. Böhringer, K. Morgenstern, W.-D. Schneider, and R. Berndt,
J. Phys. Cond. Mat. 11, 9871 (1999).

88. M. Schunack, L. Petersen, A. Kühnle, E. Laegsgaard, I. Stens-
gaard, I. Johannsen, and F. Besenbacher, Phys. Rev. Lett. 86, 456
(2001).

89. M. Schunack, F. Rosei, Y. Naitoh, P. Jiang, A. Gordon, E. Laegs-
gaard, I. Stensgaard, C. Joachim, and F. Besenbacher, J. Chem.
Phys. 117, 6259 (2002).

90. F. Rosei, M. Schunack, P. Jiang, A. Gordon, E. Laegsgaard,
I. Stensgaard, C. Joachim, and F. Besenbacher, Science 296, 328
(2002).

91. R. Lin, K.-F. Braun, H. Tang, U. Quaade, F. Krebs, G. Meyer,
C. Joachim, K.-H. Rieder, and K. Stokbro, Surf. Sci. 477, 198
(2001).

92. F. Moresco, G. Meyer, K.-H. Rieder, H. Tang, A. Gourdon, and
C. Joachim, Phys. Rev. Lett. 86, 672 (2001).

93. F. Moresco, G. Meyer, K.-H. Rieder, J. Ping, H. Tang, and
C. Joachim, Surf. Sci. 499, 94 (2002).

94. C. Loppacher, M. Guggisberg, O. Pfeiffer, E. Meyer, M. Bammer-
lin, R. Lüthi, R. Schlittler, J. Gimzewski, H. Tang, and C. Joachim,
Phys. Rev. Lett. 90, 066107 (2003).

95. F. Moresco, G. Meyer, K.-H. Rieder, H. Tang, A. Gourdon, and
C. Joachim, Phys. Rev. Lett. 87, 088302 (2001).

96. J. Li, W.-D. Schneider, R. Berndt, and B. Delley, Phys. Rev. Lett.
80, 2893 (1998).

97. U. Fano, Phys. Rev. 124, 1866 (1961).
98. V. Madhaven, W. Chen, T. Jamneala, M. Crommie, and

N. Wingreen, Science 280, 569 (1998).
99. W. Chen, T. Jamneala, V. Madhavan, and M. Crommie, Phys. Rev.

B 60, R8529 (1999).
100. T. Jamneala, V. Madhaven, and M. Crommie, Phys. Rev. Lett. 87,

256804 (2001).
101. H. Manoharan, C. Lutz, and D. Eigler, Nature 403, 512 (2000).
102. H. Manoharan, C. Lutz, D. Eigler, G. Fiete, J. Hersch, and

E. Heller, Phys. Rev. Lett. 86, 2392 (2001).
103. J. Repp, F. Moresco, G. Meyer, and K.-H. Rieder, Phys. Rev. Lett.

85, 2981 (2000).
104. J. Repp, Ph.D. Thesis, Free Universität Berlin, 2002.
105. C. Joachim and S. Gauthier, Pour la science 30 (2001).
106. A. Heinrich, C. Lutz, J. Gupta, and D. Eigler, Science 298, 1381

(2002).
107. N. Nilius, T. Wallis, and W. Ho, Science 297, 1853 (2002).
108. K.-F. Braun and K.-H. Rieder, Phys. Rev. Lett. 88, 096801 (2002).
109. J. Li, W.-D. Schneider, R. Berndt, O. Bryant, and S. Crampin,

Phys. Rev. Lett. 81, 4464 (1998).
110. L. Bürgi, O. Jeandupeux, H. Brune, and K. Kern, Phys. Rev. Lett.

82, 4516 (1999).
111. J. Kliewer, R. Berndt, E. Chulkov, V. Silkin, P. Echenique, and

S. Crampin, Science 288, 1399 (2000).
112. J. Kliewer, R. Berndt, and S. Crampin, New J. Phys. 3, 22 (2001).
113. E. Heller, M. Crommie, C. Lutz, and D. Eigler, Nature 369, 464

(1994).
114. S. Datta, “Electronic Transport in Mesoscopic Systems.” Cam-

bridge Univ. Press, Cambridge, UK, 1995.
115. C. Joachim, J. Gimzewski, and A. Aviram, Nature 408, 541 (2000).
116. Y. Wada, T. Uda, M. Lutwyche, S. Kondo, and S. Heike, J. Appl.

Phys. 74, 7321 (1993).
117. Y. Wada, “Atomic and Molecular Wires,” p. 197. Kluwer Aca-

demic, Dordrecht, 1997.
118. W. Hebenstreit, J. Redinger, Z. Horzova, M. Schmid, R. Pod-

loucky, and P. Varga, Surf. Sci. 424, L321 (1999).
119. R. Bennewitz, A. Foster, L. Kantorovich, M. Bammerlin, C. Lop-

pacher, S. Schär, M. Guggisberg, E. Meyer, and A. Shluger, Phys.
Rev. B 62, 2074 (2000).

120. S. Fölsch, A. Helms, S. Zöphel, J. Repp, G. Meyer, and K.-H.
Rieder, Phys. Rev. Lett. 84, 123 (2000).

121. S. Fölsch, A. Helms, A. Riemann, J. Repp, G. Meyer, and K.-H.
Rieder, Surf. Sci. 497, 113 (2002).



134 Atomic Manipulation by STM

122. J. Repp, S. Fölsch, G. Meyer, and K.-H. Rieder, Phys. Rev. Lett.
86, 252 (2001).

123. S. Fölsch, A. Riemann, J. Repp, G. Meyer, and K.-H. Rieder, Phys.
Rev. B 66, 16140(R) (2002).

124. R. Smoluchowski, Phys. Rev. 60, 661 (1941).
125. F. Himpsel, A. Kirakosian, J. Crain, J.-L. Lin, and D. Petrovykh,

Solid State Commun. 117, 149 (2001).
126. X. Bouju, C. Joachim, and C. Girard, Phys. Rev. B 50, 7893 (1994).
127. F. Moresco, S. Hla, J. Repp, K.-F. Braun, S. Fölsch, G. Meyer, and

K. Rieder, Chinese Phys. 10, S10 (2001).
128. S.-W. Hla and K.-H. Rieder, Superlatt. Microstruct. 31, 63 (2002).
129. T. Jung, R. Schlittler, J. Gimzewski, H. Tang, and C. Joachim,

Science 271, 181 (1996).

130. P. Echenique, J. Osma, M. Machado, V. Silkin, E. Chulkov, and
J. Pitarke, Progr. Surf. Sci. 67, 271 (2001).

131. G. Meyer, J. Repp, S. Zöphel, K.-F. Braun, S. Hla, S. Fölsch,
L. Bartels, F. Moresco, and K.-H. Rieder, Single Molecules 1, 79
(2000).

132. K.-F. Braun, S.-WHla, N. Pertaya, H.-W. Soe, C. F. J. Flipse, and
K.-H. Rider, Proceeding of the conference on scanning tunneling
microscopy. Eindhoven 2003.

133. T. Wallis, N. Nilius, and W. Ho, Phys. Rev. Lett. 89, 236802 (2002).
134. P. Zeppenfeld, C. Lutz, and D. Eigler, Ultramicroscopy 128, 42

(1992).
135. A. Bauer, A. Mühlig, D. Wegner, and G. Kaindl, Phys. Rev. B 65,

075421 (2202).



www.aspbs.com/enn

Encyclopedia of
Nanoscience and
Nanotechnology

Atomic Structure of Defects
in Semiconductors

I. Yonenaga

Tohoku University, Sendai, Japan

CONTENTS

1. Introduction
2. Crystal Structure
3. Dislocations
4. Dislocation Interaction
5. Dislocation Climb
6. Defect Complexes
7. Numerical Estimation of Atomic Displacement

Around the Defects
8. Formation Mechanism of the Central stacking

fault Observed in Z-Shaped Dipoles
Glossary
References

1. INTRODUCTION
The increasing nano and atomic scale miniaturization and
large scale integration of advanced semiconductor devices
demand improved understanding of structural defects such
as dislocations, impurity–defect complexes, etc., which play a
vital role in the device function. Thus, their atomic and elec-
tronic structures have been the subject of intense theoretical
and experimental investigation (for example, [1–3]). Various
ab initio calculations have been reported on the assump-
tion of the atomic structure of the defects (for example,
[4–8]). Experimentally, high resolution electron microscopy
(HREM) [9, 10], scanning tunneling microscopy, and
Z-contrast (high-angle annular dark field) imaging in scan-
ning transmission electron microscopy [11] are valuable
techniques which lead structural information on defects
in real space to be ascertained on the nano and atomic
scale. Generally, the atomic arrangements in the vicinity of
structural defects within semiconductor materials have been
determined from projected end-on images and Z-contrast
imaging. A number of reports on the defects within semi-
conductors have been published (e.g., [12–16]). However,

such structural defects are generally unstable under the elec-
tron beam and are susceptible to change the structure or
dynamic motion during observation and a complete under-
standing of the microstructure of such defects has not been
achieved. To date, there have been several detailed quanti-
tative reports of atom positions and displacements around
such defects using HREM (e.g., [17–25]).

This chapter reviews the current knowledge of fundamen-
tal defects, mainly dislocations and stacking faults, typically
observed in deformed GaAs by HREM and the numeri-
cal evaluation of their atomic structure. After preliminary
description of the structure of semiconductor materials in
Section 2, atomic structure and HREM images of perfect
and dissociated dislocations and misfit dislocations at the
thin film/substrate interfaces are shown in Section 3, and
then, defects induced through dislocation interaction, climb
of dislocations, and defect complexes derived by point defect
and impurity agglomerations are described in subsequent
Sections 4, 5, and 6. In Section 7, the recent development of
the direct determination of the atomic positions and their
displacements is shown for a 60� dislocation and a Z-shaped
dipole. Finally, the formation mechanism of the Z-shaped
dipole is discussed in Section 8. Only some limited examples
of typical HREM and Z-contrast images will be shown from
a huge number of reports in the present field.

Here, it should be noted that high resolution electron
microscopy for end-on imaging and Z-contrast imaging is
a powerful technique to understand the detailed structure
of defects quantitatively though the results should be ver-
ified with numerical simulations from geometrical models
[11, 23, 26].

2. CRYSTAL STRUCTURE
Tetrahedrally coordinated semiconductors crystallize in the
diamond-cubic (e.g., diamond, Si, Ge), sphalerite (zinc-
blende) (GaAs, InP, CdTe, ZnSe, etc.), or wurtzite struc-
ture (GaN, ZnO, etc.). Each atom possesses four nearest
neighbors with covalent and ionic nature bonding depend-
ing on its electronic affinity. Crystals can be considered as
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136 Atomic Structure of Defects in Semiconductors

an assembly of corner-sharing tetrahedra. The diamond-
cubic structure of elemental semiconductors consists of two
interpenetrating face-centered cubic (fcc) basis lattices, dis-
placed from one another by one-quarter of the cubic diago-
nal length. Deducing the stacking order of the closed packed
planes � � � ABCABC � � � in fcc structure, the �111� planes
stack as � � � AaBbCcAaBbCc � � � by doubling the atoms in
the stacking sequences, as shown in Figure 1a. Here A,
B, C and a, b, c notes the atoms on the basis sublat-
tices, respectively. Thus, Aa, Bb, and Cc show the posi-
tions of [111] bonds connecting the basis sublattices. In
III–V and II–VI compound semiconductors the two dif-
ferent atoms of the basis lattices are of different natures,
which gives sphalerite and wurtzite structure in the case of
the cubic [� � � AaBbCcAaBbCc � � � stacking of (111) planes]
and hexagonal [� � � AaBbAaBb � � � stacking of (0001) planes]
symmetry, respectively. Figure 1b shows the atomic arrange-
ment of the stacking of �111� planes in III–V or II–VI
sphalerite structure. The (111) atomic planes to be occu-
pied only by III (II) atoms and those only by V (VI) atoms
are stacked alternatively, repeating a wide and a narrow
interatomic plane also alternatively. The ratio of the two
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c
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c

B

(111)
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B

b
C

c
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a
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C

c

a

(a)

(b)

Figure 1. Atomic arrangement of the stacking of �111� planes (a) in
diamond-cubic structure and (b) in III–V or II–VI sphalerite structure.
In sphalerite structure open circles represent group III (II) atoms and
solid circles group V (VI) atoms.

interatomic-plane distances is 3:1 in the stacking of �111�
planes in sphalerite structure and (0001) planes in wurtzite
structure. SiC is a typical poly-type material, possessing vari-
ous crystal structures called 3C, 4H, 6H, and 15R. According
to the Ramsdell [27] notation, the number gives the period-
icity of the tetrahedral stacking along the axis perpendicular
to the basal plane (0001) and the letter (C, H, and R) indi-
cates the symmetry of the resulting structure (cubic, hexag-
onal, and rhombohedral) [28]. The sphalerite and wurtzite
structures are 3C and 2H, respectively, in the notation.

3. DISLOCATIONS

3.1. Perfect Dislocations

Dislocation is a defect controlling the plasticity of crystals
by the glide motion and plays a detrimental role in the effi-
ciency of various semiconductor devices. Originating from
their basis lattices, the diamond-cubic and sphalerite struc-
ture crystals have the dislocation Burgers vectors a/2�11̄0�
on the slip planes �111� as fcc crystals, whereas the wurtzite
structure crystals have a/3�12̄10� on (0001). These disloca-
tions are called perfect type. Due to a high Peierls stress
dislocations in a semiconductor with the diamond or spha-
lerite structure are energetically stable when they lie parallel
to the �110� directions on the �111� planes whereas dislo-
cations in wurtzite structure crystals are stable when they
lie parallel to the a/3 �12̄10� on (0001). Thus, the shape
of a stable dislocation loop is hexagonal with two opposite
screw segments and four 60� segments as seen in Figure 2a.
These are such types of dislocations that the dislocation lines
make angles of 60� and 0�, respectively, with the Burgers
vector [29]. A dislocation lying along some direction devi-
ated from the �110� may be regarded as comprising a num-
ber of �110� segments connected by kinks. Figure 2b and c
show the atomic arrangements around 60� and screw dislo-
cations in a sphalerite structure crystal. Here, the dislocation

(a)

b

screw

screw

-60°

-60° +60°

+60°

(b)

(c)

Figure 2. (a) A dislocation loop on a slip plane and atomic arrange-
ments around perfect (shuffle set) dislocations in a sphalerite structure
crystal. (b) A 60� dislocation and (c) screw dislocation.



Atomic Structure of Defects in Semiconductors 137

is a perfect one and terminates at the wide-type �111� inter-
atomic planes, called a shuffle set in the terminology of Hirth
and Lothe [30]. Differing from the diamond structure crys-
tal, 60� dislocations have geometrical dangling bonds emerg-
ing from either group III (II) or V (VI) atoms at the core
in III–V (II–VI) compound crystals with the sphalerite or
wurtzite structure. The former type of dislocation is termed
�-type and the latter 	-type, showing the different dynamic
properties.

Figure 3a shows a HREM image of a dislocation within
plastically deformed GaAs. The image was obtained with
the incident electron beam parallel to �011̄� (see [24]). The
white spots in the HREM image were found to correspond
to columns of the Ga and As atom pairs, that is, the dumb-
bells with a short separation (0.14 nm) in the �011̄� pro-
jection. Careful measurement of the image with a Burgers
circuit around the defect confirms that the dislocation is a
perfect-type 60� dislocation. An extra half-plane due to the
edge component of the dislocation can be seen clearly as
indicated by an arrow. The atomic structure is schemati-
cally shown in Figure 2b. Even now there is controversy over
whether such a shuffle-set dislocation moves through the
wide-type �111� interatomic planes during a plastic defor-
mation [31–33]. However, the configuration is indispens-
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[111] 2 nm
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Figure 3. (a) HREM image of a perfect 60� dislocation in plastically
deformed GaAs. (b) High resolution Z-contrast image of an edge dislo-
cation viewed along the [0001] c-axis direction within wurtzite GaN film
grown by metal-organic vapor phase epitaxy. (c) Atomic arrangement
of the core indicated by numbers 1 to 8. (a) Reprinted with permission
from [24], I. Yonenaga et al., Mater. Sci. Eng. A 309–310, 125 (2001).
© 2001, Elsevier Science. (b) and (c) Reprinted with permission from
[35], Y. Xin et al., Appl. Phys. Lett. 72, 2680 (1998). © 1998, American
Institute of Physics.

able to cross-slip in dislocation multiplication process during
plastic deformation [34].

Figure 3b shows a high resolution Z-contrast image of a
threading dislocation viewed along the [0001] c-axis direc-
tion within wurtzite GaN film grown by metal-organic vapor
phase epitaxy [35]. The bright spots are atomic columns of
alternating Ga and N atoms determined by intensity distri-
bution. From drawing the Burgers circuit around the dis-
location the dislocation core is known to have an edge
Burgers vector component of a/3�112̄0�. Two extra half-
planes �101̄0� meeting at the core at an angle of 60� between
them can be seen clearly. The eightfold ring structure can
be seen, meaning the formation of dimers at the core. The
core structure, sketched in Figure 3c, well corresponds to the
model proposed by theoretical calculation [36]. Sixty degree
perfect dislocations with a Burgers vector of a/3�112̄0� on
the basal plane were found in pulverized GaN at room
temperature [37]. Perfect screw dislocations with a Burg-
ers vector perpendicular to the basal plane were observed
in GaN [35]. Screw dislocations with a large magnitude of
the Burgers vector are considered to be associated with the
formation of hollow tubes 5–25 nm across (micropipe and
nanotube) [38]. Micropipes are typically observed in GaN
heteroepitaxially grown sapphire substrates [39, 40].

3.2. Dissociated Dislocations

Generally a glide dislocation in a semiconductor with the
diamond or sphalerite structure is dissociated into two
Shockley-type partial dislocations bounding a strip of intrin-
sic stacking fault by following the reaction

�a/2��11̄0� = �a/6��12̄1�+ �a/6��21̄1̄� (1)

In the terminology of Hirth and Lothe [30], the dislocation
is of the glide set and moves through the narrow-type �111�
interatomic planes. Thus, in the hexagonal shape of a stable
dislocation loop, the 60� segment consists of a 90� Shock-
ley partial and a 30� Shockley partial bounding a strip of
stacking fault, while the screw segment consists of two 30�

Shockley partials as seen in Figure 4a. Dislocations have
geometrical dangling bonds emerging from either group III
(II) or V (VI) atoms at the core in the narrow-type inter-
atomic plane in III–V (II–VI) compounds. Contrary to the
shuffle set dislocations, the former type of dislocation is
termed 	-type and the latter �-type in the glide set. A 60�

dislocation marked � in Figure 4a consists of a 90� Shockley
partial and a 30� Shockley partial both of �-type as drawn
in Figure 4b. A dislocation segment located on the oppo-
site side of an �-type segment in the same hexagonal loop
is always of 	-type. Figure 4c shows that a 60� dislocation of
	-type consists of a 90� Shockley partial and a 30� partial,
both of 	-type. A screw dislocation consists of a 30� Shock-
ley partial of �-type and a 30� Shockley partial of 	-type,
as shown in Figure 4d. No distinction of � and 	 type is
available in the diamond-type semiconductor. The differ-
ence in the core structure of � and 	 dislocations leads
to the different effects of impurities on them in compound
semiconductors. In the wurtzite structure a dislocation on
the basal plane dissociates into two partial dislocations in
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Figure 4. (a) A dislocation loop on a slip plane, and atomic arrange-
ments at the core of (b) an � dislocation, (c) a 	 dislocation, and (d) a
screw dislocation (glide set) in a III–V (II–VI) compound. The shaded
regions denote an intrinsic stacking fault. In diamond-cubic structure
open and solid circles all represent group IV atoms and there is no
distinction between an � dislocation and a 	 dislocation. In sphalerite
structure open circles represent group III (II) atoms and solid circles
group V (VI) atoms.

a similar way. Here, it is commonly accepted that the geo-
metrical dangling bonds are reconstructed to make bonds
between two atoms neighboring each other along the dislo-
cation line [41].

Figure 5a shows a typical HREM image of a 60� disloca-
tion in deformed GaAs in the �011̄� projection. In the image,
differing from that in Figure 3a, the 60� dislocation is known
to dissociate into two partial dislocations of 30� and 90�,
denoted A and B, respectively, bounding a strip of intrinsic
stacking fault. The type of the dislocation, whether � or 	,
corresponding to Figure 4b or c, was not clarified. Figure 5b
shows a HREM image of a screw dislocation, dissociated
into two 30� partials, in GaAs, corresponding to Figure 4d.
The difference of the dissociation width originates from the
dislocation nature. The width of the stacking fault is typically
of the order of 6–10 nm in elemental and III–V compound

(a)

(b)

A

A

B

B

Figure 5. End-on HREM images of (a) a 60� and (b) a screw disloca-
tion in deformed GaAs in the �011̄� projection. Normally the 60� dislo-
cation dissociates into two partial dislocations of 30� and 90�, denoted
A and B respectively, and the screw dislocation dissociates into two 30�

partials, A and B, bounding a strip of intrinsic stacking fault.

semiconductors such as Si, Ge, GaAs, InP, CdTe, ZnSe, etc.
The width can be applied for estimating the stacking fault
energy in various semiconductors together with their ionicity
[42] as shown in Table 1 [28, 37, 43–55].

Figure 6 shows a plane-view image of a dissociated 60�

dislocation in Si [18]. Shockley partial dislocations of 90�

and 30� were observed to be dissociated by a stacking fault

Table 1. The structure, the magnitude b of the Burgers vector, the ion-
icity f , and the stacking fault energy � of various semiconductors.

Crystal Structure b (nm) f [42] � (mJ/m2)/ Ref.

C diamond-cubic 0.252 0 285 [43]
Si diamond-cubic 0.384 0 55 [44]
Ge diamond-cubic 0.400 0 60 [45]
Ge0�6Si0�4 diamond-cubic 0.394 0 57 [46]
SiC 3C, 4H, 6H, 15Ra 0.308 0�18 2.9–15 [28]
AlN wurtzite 0.311 0�45 220 [47]
GaN wurtzite 0.318 0�50 20 [37]
GaP sphalerite 0.385 0�33 43 [48]
GaAs sphalerite 0.400 0�31 45 [49]
GaSb sphalerite 0.431 0�26 53 [50]
InP sphalerite 0.415 0�42 18 [50]
InAs sphalerite 0.427 0�36 30 [50]
InSb sphalerite 0.458 0�32 38 [50]
ZnO wurtzite 0.325 0�62 100 [47]
ZnS sphalerite 0.384 0�623 <6 [51]
ZnSe sphalerite 0.401 0�63 13 [52]
ZnTe sphalerite 0.430 0�61 16 [53]
CdS wurtzite 0.414 0�685 8.7 [54]
CdSe wurtzite 0.430 0�699 14 [55]
CdTe sphalerite 0.458 0�72 9 [53]

a SiC: typical polytypes.
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Figure 6. Plane-view HREM image of a dissociated 60� dislocation in
Si in the [111] projection. The 90� and 30� partial dislocations with kinks
are shown by black lines. Reprinted with permission from [18], H. R.
Kolar et al., Phys. Rev. Lett. 77, 4031 (1996). © 1996, American Physical
Society.

in width of 5.8 nm. Such a kind of a plane-view image can
be obtained under the condition of forbidden reflections
arising from the stacking fault that separates partial disloca-
tions [56]. On the 90� partial dislocation, kinks can be seen
clearly. The dynamic motion of kinks was observed directly
in an atomic scale during in situ observation at 600 �C.
Such a direct observation addressed the understanding of
the elementary process of dislocation motion. Such a plane-
view observation has been attempted also for Ge and GaAs
[57, 58].

In addition to the direct observations of partial disloca-
tions by the plane-view imaging, the investigation of the
electronic structure of the partial dislocations has been con-
ducted in Si by electron energy loss spectroscopy (EELS)
[59] and by convergent beam electron diffraction (CBED)
[60] to clarify the core reconstruction of dislocations as men-
tioned previously. It is thought that the geometrical dangling
bonds make bonds between neighboring atoms in a single
or double period along the dislocation line [61, 62].

Here it might be noted that as seen in Figures 3a and
5a, dislocations are found both in undissociate (perfect) and
dissociate states in some semiconductors [15, 24]. In GaN,
for example, 60� undissociate (perfect) and dissociate dis-
locations with a Burgers vector of a/3�112̄0� on the basal
plane were reported [37]. There is controversy over which
type of dislocation plays a detrimental role in plastic defor-
mation [31]. It is necessary to discuss their energetic stability
in motion and in rest [63, 64].

In semiconductor crystals the dislocation velocity v is
described using the empirical equation as a function of the
stress � and temperature T

v = v0��/�0�
m exp�−Q/kBT � (2)

where �0 = 1 MPa. kB is the Boltzmann constant. The con-
stants v0, m, and Q are experimentally determined con-
stants. The different types of dislocations in any compound
semiconductors have different mobilities and show differ-
ent physical characteristics in a variety of interactions with
impurities [65–68]. Thus, the determination of the disloca-
tion type, � or 	, is important to understand the dislocation
activities originating from the atomic structure of dislocation
cores. For the determination of dislocation type the CBED
technique [69] is useful as will be shown. The type of partial
dislocation, � or 	, in SiC was distinguished by the evalua-
tion of the image contrast of the large difference in atomic
number of the constituents [70].

3.3. Misfit Dislocations

Epitaxial semiconductor films are important and lead to
various applications in the present microelectronics and
optoelectronics technology. The lattice parameter difference
between the grown thin film and substrate leads to the gen-
eration of misfit dislocations in the interface when the film
thickness exceeds a certain critical magnitude. There has
been a lot of effort to observe such interfacial dislocations
and twins in various epitaxial semiconductor systems. At the
interface an array of Lomer dislocations and 60� disloca-
tions has been observed in the heteroepitaxial interface of,
for example, ZnTe on GaAs by HREM [71, 72] and of CdTe
on GaAs by high resolution Z-contrast imaging [16]. Lomer
dislocations are generated by the mutual interaction of dis-
locations as will be described. Figure 7 shows a Z-contrast
image of 60� dislocation at the interface of GaAs on Si
and plausible atomic structure [73]. The ellipse-like white
spots in the image correspond to columns of the Ga and
As atom pairs (i.e., the dumbbells). The dislocation core was
known to have dangling bonds emerging from As atoms at
the interface. Sources for misfit dislocation were found at

As Ga Si

(b)

[110]

(a)

0.5 nm
[001]

[110]
–

Figure 7. (a) High resolution Z-contrast image of a 60� misfit disloca-
tion viewed along the �11̄0� direction at GaAs/Si and (b) the atomic
structure model of the dislocation core. The epitaxial-grown GaAs
appears brighter than the substrate Si in the Z-contrast imaging since
GaAs is heavier than Si. Reprinted with permission from [73], S. Loptin
et al., Appl. Phys. Lett. 81, 2728 (2002). © 2002, American Institute of
Physics.
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surface ripple troughs in InGaAs on GaAs heteroepitaxy
[74]. The electronic structure of 60� dissociate misfit disloca-
tions generated at the heteroepitaxial interface of GeSi on
Si has been investigated by the EELS method to clarify the
core reconstruction [75]. The EELS method and Z-contrast
imaging are successfully applied to evaluate quantitatively
the composition and also the compositional variation at the
interfaces of Si/GeSi/Si multiepitaxial layers [76].

4. DISLOCATION INTERACTION

4.1. Lomer–Cottrell Dislocation

Reaction between two dislocations gliding on the intersect-
ing slip planes can lead some types of dislocation junctions,
among which a Lomer–Cottrell dislocation is well known.
Lomer–Cottrell dislocations are found in Si [77] and in sub-
boundaries and heteroepitaxial interfaces in GaAs on Si [73,
78] and ZnTe on GaAs [17]. Figure 8a shows a HREM end-
on image of a Lomer–Cottrell dislocation within bulk GaAs
deformed plastically. Two extra half �111� planes, emerging
at the core at an angle of 55� between them, can be seen.
The image is consistent with the asymmetrical structure as
shown in Figure 8b, where the stacking fault extends slightly
only on one �111� glide plane [79]. Lomer–Cottrell disloca-
tions are sessile since the Burgers vector a/2�11̄0� perpen-
dicular to the dislocation line [110] is not on the slip plane
and acts as a strong barrier for the motion of other disloca-
tions, leading a strong work-hardening of materials.

4.2. Z-Shape Faulted Dipole

Figure 9a is a high-resolution image of a Z-shape defect
within deformed GaAs recorded with the incident electron
beam parallel to �011̄�. The three intrinsic stacking faults
and four partial dislocations (i.e., two stair-rod and two 90�

Shockley partial dislocations) delineating the defect can be
seen clearly [21, 80]. A stair-rod partial dislocation is sessile
since the Burgers vector a/6�110� perpendicular to the dis-
location line is not on a slip plane. A Burgers circuit around
the whole defect shows no closure error, which confirms the
defect to be a faulted dipole. Schematic illustration of the

(a) (b)

Figure 8. (a) HREM image of a Lomer–Cottrell dislocation within bulk
GaAs deformed plastically. The images are consistent with the asym-
metrical structure as shown in Figure 6b. Single and double lines mean
that an atom located at the corner of hexagons puts out one or two
interatomic bonds.
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Figure 9. (a) HREM image of a Z-shape faulted dipole in deformed
GaAs. (b) Schematic illustration showing the configuration of intrinsic
stacking faults and partial dislocations which form the Z-shape faulted
dipole. (c) Atomic arrangements around a Z-shaped faulted dipole.
(d) and (e) Enlarged images of the central stacking fault and the lower
stacking fault in the Z-shape faulted dipole, respectively, obtained with
defocus conditions different from that of (a). (a) Reprinted with per-
mission from [24], I. Yonenaga et al., Mater. Sci. Eng. A 309–310, 125
(2001). © 2001, Elsevier Science. (b) Reprinted with permission from
[23], D. Shindo et al., Mater. Characterization 44, 375 (2000). © 2000,
Elsevier Science.

configuration of the intrinsic stacking faults and partial dis-
locations that form the Z-type faulted dipole is shown in
Figure 9b. Figure 9c shows the atomic arrangement around
a Z-shaped faulted dipole. The contrast from the stacking
faults is consistent with them being of the intrinsic, while
extra half-planes located at the top and bottom stacking
fault also imply this to be a vacancy-type defect [13]. By the
CBED technique it was found that the partial dislocations at
the top of this Z-shape defect are to be of the �-type, while
those at the bottom of the defect are 	-type [81]. Z-shape
defects are generated following the interaction of dissoci-
ated � and 	 dislocations, having opposite Burgers vectors
and moving on parallel slip planes, and become a stable
Z-shape configuration, confined to lie along �11̄0� directions
[82, 83]. Z-shape faulted dipoles are sessile. Similar Z-shape
dipoles are also reported in Ge [84] and Si [85].
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Figure 9d and e shows an enlarged image of the cen-
tral stacking fault, lying between the two stair-rod partial
dislocations, and the lower stacking fault between the stair-
rod dislocation and 90� Shockley partial dislocation in the
Z-shape faulted dipole, respectively. The white spots in the
HREM image were confirmed to correspond to columns
of the Ga and As atom pairs in the �011̄� projection. By
drawing the line AB in the central region between the two
stair-rod dislocations of the defect in Figure 9a, the white
spots (dumbbells) in the region are found to be displaced
parallel to the (111) plane asymmetrically on either side of
the defect. In addition, it is remarkable to see splitting of the
white spots on the central stacking fault in contrast to the
lower and upper stacking faults. These aspects of the central
stacking fault are quite distinct and very different from the
atomic arrangement of other stacking faults.

5. DISLOCATION CLIMB
It is well known that dislocations can glide easily on their
slip plane during electron microscope observation. The phe-
nomenon is termed recombination enhanced motion of a
dislocation and is considered to be caused by nonradia-
tive electron–hole recombination at the dislocation [86]. The
energy released by recombination is converted to a lattice
vibration and can affect the elementary process of disloca-
tion motion. Also, after prolonged electron irradiation, dis-
locations climb by absorbing or eliminating intrinsic point
defects. Figure 10 shows a high resolution image of the
faulted dipole modified during the irradiation [87]. Even
though the whole image shows signs of irradiation damage,
it is clearly seen that both 	- and �-type 90� Shockley par-
tial dislocations (A and D, respectively) have climbed from
the stacking fault plane a few atomic distances in length
to the position A′ and D′. This means that the 90� partials
have climbed through absorption of both Ga and As inter-
stitials. However, it is noted that the 	 partial dislocation
has climbed over a longer distance than the � partial.

From these observations, we can consider a climb process
of a 90� Shockley partial dislocation as follows. During elec-
tron irradiation, the same number of Ga and As interstitials
are generated, and these migrate and collapse to form per-
fect dislocation loops on the partial dislocations. This is in

β

α

A

A'

B

D

D'

C

Figure 10. HREM image of a Z-shape faulted dipole showing the mod-
ification by the prolonged electron irradiation. The 90� partial dis-
locations A and D have climbed to A′ and D′, respectively, during
irradiation. Reprinted with permission from [87], I. Yonenaga et al.,
Mater. Sci. Eng. A 253, 148 (1998). © 1998, Elsevier Science.

good accordance with a model based on the observations by
weak-beam transmission electron microscopy [88]. Climb of
dissociated dislocations was also reported in Si [89].

The force necessary to nucleate a perfect dislocation loop
AA′ of size l is given by the interaction force between a
partial dislocation (A) and a perfect dislocation (A′),

FAA′ = −�3/16�Ga2/�l (3)

where a is the lattice constant and G is the shear modulus.
The osmotic force for dislocation climb due to an interstitial
concentration is given by the equation [29]

FO = �
√
6/4� kTa�−1 ln�c/c0� (4)

where c0 is the equilibrium concentration and � is the
atomic volume. For nucleation of a perfect dislocation loop
on a partial dislocation, the osmotic force due to the satu-
ration of interstitials is balanced with the elastic interaction
force between the relevant dislocations:

FAA′ + FO = 0 (5)

Accordingly, at room temperature, the required supersatu-
ration of interstitials should be of the order of 107 cm−3

which will be obtained by irradiation.

6. DEFECT COMPLEXES
In semiconductor crystals various kinds of defect complexes
have been found by transmission electron microscopy includ-
ing HREM. Here a few typical examples of HREM obser-
vations are shown. Figure 11a shows a HREM image of a
hydrogen-induced platelet in Si viewed along the [110] direc-
tion [90]. The size is a few tens of nanometers. The image
with one extra row of bright dots inserted into the �111�
stacking planes is due to hydrogen atoms breaking the [111]
atomic bonds and saturating the broken bonds between the
adjacent wide-type interatomic (111) planes. The structure
shown in Figure 11b has been derived theoretically from the
energetic calculation [91]. The defect acts as a nucleation
site of �111� cleavage in the smart cut technique in hydrogen
implantation.

In implanted or irradiated Si wafers rodlike defects run-
ning along �110� directions are generated. Figure 12 shows
a HREM image of a rodlike defect with a �311� habit plane
[92]. The defects are generated by precipitation of excess
interstitials on �311� planes as a single layer of hexagonal Si.

HREM investigations of atomic structure of impurity pre-
cipitates, especially NiSi2, CoSi2, Cu3Si, etc., in Si, have been
applied to relate to their electronic structures for the harm-
ful degradation of the devices [93].

7. NUMERICAL ESTIMATION
OF ATOMIC DISPLACEMENT
AROUND THE DEFECTS

Quantitative evaluation of the atomic displacement around
the defects has been attempted in a perfect 60� dislocation
[24] and a central stacking fault of the Z-shape defect [21].
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0.31 nm

[111]

(a)

(b)

Figure 11. (a) HREM image of a hydrogen-induced platelet in Si
viewed along the [110] direction [90]. (b) Atomic structure of the defect
derived theoretically [91]. Open circles represent Si and solid circles
H atoms. (a) Reprinted with permission from [90], S. Muto et al., Phi-
los. Mag. A 72, 1057 (1995). © 1995, Tayor & Francis Ltd. (b) Reprinted
with permission from [91], Y.-S. Kim and K. J. Chang, Physica B 308–
310, 143 (2001). © 2001, Elsevier Science.

Figure 13 shows the variation of the displacement of the
(111) layers along the [111] direction (i.e., the component of
the displacement perpendicular to the extra half-plane) as a
function of distance from the dislocation core for the per-
fect 60� dislocation in Figure 3a. Here, the displacement is
defined as a difference between the (111) layer spacing and
that of the perfect crystal. The displacement of the white
spots is essentially zero in the region far from the dislocation
core in the left side. The displacement of the white spots
becomes large gradually through the following ∼15 (111)
layers (≈5 nm) from the dislocation core. The upper layers
above the glide plane show negative displacement while the

[311]

Figure 12. HREM image of a rodlike defect with a �311� habit plane
in Si. Excess interstitials agglomerate on �311� planes as a single hexag-
onal layer. Reprinted with permission from [92], D. J. Eagelsham et al.,
Appl. Phys. Lett. 65, 2305 (1994). © 1994, American Institute of Physics.
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Figure 13. Variation of the displacement of white dots from the (111)
planes along the [111] direction plotted against distance from the 60�

perfect dislocation core in Figure 3a. The displacements of white dots
on the three layers closest to the glide plane �1̄11�, either upper or
lower side, are given with various symbols.

lower layers below that show positive displacement, which
mean the existence of compressive and expansive strain of
the dislocation with an edge component. On the right side
the changes of the displacement of the upper and lower
layers decrease from ∼15 (111) layers away from the dislo-
cation core. Finally the total difference of the displacement
of the upper and lower layers is 0.326 nm, corresponding to
the displacement by one perfect dislocation.

Figure 14a shows the deviation of the white spots from
the line AB along the �2̄11� direction, that is, the compo-
nent of the deviation parallel to the central stacking fault of
the Z-shape defect in Figure 7a, as a function of distance
from the stacking fault. The deviation of the white spots is
essentially zero in the regions far from the stacking fault and
increases in an antisymmetric manner from both sides. The
extent of deviation of the white spots then decreases gradu-
ally through the following ∼10 (111) layers (≈3.3 nm). Such
deviations were almost homogeneously distributed along the
central stacking fault. Figure 14b shows the changes of the
displacement of the (111) layers, which is defined as a dif-
ference between the (111) layer spacing and that of the per-
fect crystal. The predominant deviations of the white spots
occur along the direction parallel to the central stacking
fault along �2̄11�, which means the central stacking fault was
generated by a shear process. That is, the motion of a Shock-
ley partial dislocation between the two 30� Shockley partials
of an original dislocation dipole results in the formation of
one stacking fault and two stair-rod dislocations [94, 95].

8. FORMATION MECHANISM OF THE
CENTRAL stacking fault OBSERVED IN
Z-SHAPED DIPOLES

Furthermore, the atomic arrangement around the central
stacking fault of the Z-shape defect and the formation pro-
cess have been discussed in comparison with theoretical
simulation [21]. First, an intrinsic stacking fault can be gen-
erated into a perfect crystal, with Ga and As atoms on
the (111) planes in the perfect crystal being displaced at a
narrower interatomic plane � � �CcAa/BbCc � � � according to
the faulting procedure in a sphalerite structure as shown in
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Figure 14. (a) Variation of the displacement of white dots on the �1̄11�
plane in the vicinity of the central stacking fault from �1̄11� along the
�2̄11� direction and (b) from the (111) planes along the [111] direction
plotted against distance from the stacking fault observed in the Z-shape
faulted dipole in Figure 9a. Circles, squares, and diamonds correspond
to measurements from HREM images with different defocus condi-
tions. Reprinted with permission from [24], I. Yonenaga et al., Mater.
Sci. Eng. A 309–310, 125 (2001). © 2001, Elsevier Science.

Figure 15a and b. Ga and As atoms combined at a wide-
type interatomic plane displace as a unit (e.g., Aa, Bb� � � ).
The faulting between the 30� Shockley partial dislocations
of a dislocation dipole is induced through shear displace-
ment of (a/6) �112̄� or (a/6) �12̄1� type dislocations (inclined
to the plane of the page). Thus, the pair Bb of Ga and As
atoms above a narrow-type (111) interatomic plane and that
Aa below the plane, resulting in the intrinsic stacking fault,
are displaced by components (a/24) �21̄1̄� and (a/24) �2̄11�
in opposite directions parallel to the plane of the page. The
extent of displacement of Ga and As atom pairs located
at successive planes decreases away from the stacking fault.
However, no explicit splitting of the Ga and As atom pairs
along the central stacking fault was obtained in the consid-
eration of shear mode.

In order to reproduce the observed splitting of the white
spots, the As and Ga atoms combined at the stacking
fault plane in the model of Figure 15b were shifted in
the range of 20–50% in �2̄11� and �21̄1̄� directions, respec-
tively, along the stacking fault plane as shown in Figure 15c.
The shift of the As and Ga atoms was given as the
percentage of the increased distance between Ga and
As atoms, relative to that of the perfect crystal, at the
intrinsic stacking fault plane in the model. Essentially
the stacking fault width of a dissociated dislocation is
given by the balance between the interaction force of

(a)
[111]

(b) (c)[211]
–

SF

A

B

C

C

a

b

c

c

Figure 15. Model of atomic structure and formation of (a) a perfect
sphalerite crystal viewed along �011̄�. (b) Schematic indicating the fault-
ing procedure required to create an intrinsic stacking fault SF. (c) The
atomic shif to reproduce the splitting of white spots corresponding to
the observed central stacking fault in the Z-shape faulted dipole. The
arrows in (b) and (c) denote the atomic shifting to create an intrinsic
stacking fault and the splitting of white spots, respectively. Open and
solid circles in the figures correspond to Ga and As atoms, respectively.

two partial dislocations and the interfacial energy of the
stacking fault. Conversely, the central stacking fault of a
Z-shape defect is induced by the motion of a (a/6)[112]
Shockley partial dislocation between a pre-existing dipole
of two dissociated dislocations. Generally, the mutual inter-
action of two stair-rod partial dislocations is weaker than
that of two Shockley partial dislocations, and the width of
the former might become narrower if the two stair rods are
mobile. The induced stacking fault in a Z-shape defect thus
may show some relaxation due to these competing interac-
tion energies, thereby giving it a nature different from that
of an intrinsic stacking fault.

GLOSSARY
Burgers vector A translation vector of the crystal lattice
representing the displacement of the material to create a
defect such as a dislocation, stacking fault, etc.
Defect An irregularity (imperfection) of the atomic
arrangement in the crystalline structure (point, line, and pla-
nar defects).
Dislocation A line defect running along the certain direc-
tions in which there is an atomic displacement from the
regular arrangement in the crystalline structure.
Misfit dislocation A dislocation induced by the difference
of the lattice constants at the epitaxial film and substrate
interface.
Recombination enhanced motion A promotion of disloca-
tion motion induced by the optical and electrical excitations.
stacking fault A planar defect in the crystal structure in
which there is a change from the regular sequence of posi-
tions of atomic planes in the crystal structure.
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1. INTRODUCTION
Diamond films grown by chemical vapor deposition (CVD)
have a great number of potential applications in nano-
technology including electronic devices, sensors, field emis-
sion (FE) electron sources, and microelectromechanical sys-
tems (MEMS). Current commercial applications include
cutting tools, heat spreaders, optical windows, and speaker
diaphragms. These applications utilize the unique bulk and
surface properties of diamond such as extreme hardness,
high thermal conductivity, wide bandgap, optical trans-
parency from infrared to ultraviolet wavelengths, high FE
current, and low frictional coefficient. There are numer-
ous good books [1–5], conference proceedings [6–7], and
review articles [8–16] on the CVD growth and properties
of diamond films. Our focus in this review article, however,
is to present a comprehensive and up-to-date description
of the atomic structure of diamond surfaces as determined
using scanning tunneling microscopy (STM) in air and ultra-
high vacuum (UHV). We emphasize the diamond (100) sur-
face and UHV STM techniques. In Section 2, we describe
the development of CVD diamond growth techniques and
the basic properties and applications of diamond films. In
Sections 3 and 4 we describe the CVD diamond growth
and STM techniques, respectively. In Section 5, we describe

the atomic structure of diamond (100), (111), and (110)
surfaces.
STM in UHV has been extensively used to study the sur-

face structure and epitaxial growth of Si and other semicon-
ductors at the atomic scale [17–19]. However, UHV STM
has not been extensively used to study diamond [20–24].
Most STM studies of diamond have been performed in
air where sample preparation is limited to room tempera-
ture techniques and usually a hydrogen-terminated surface
[25–33]. A recent study reported that STM was not pos-
sible in UHV because the diamond surface was not con-
ductive enough until it was exposed to air [33]. One would
like to see UHV STM results of diamond comparable in
quality to those that have been reported for Si. The STM
techniques described in this review article can be used to
study adsorbates and processes such as etching, diffusion,
and growth with atomic resolution. Such studies are cru-
cial in understanding the growth and properties of diamond
surfaces, which are currently not well understood. Earlier
reviews of diamond surfaces describe structure and chem-
istry [34, 35], electronic properties [36, 37], and tribological
properties [38].

2. DEVELOPMENT OF CHEMICAL
VAPOR DEPOSITION DIAMOND
TECHNIQUES

2.1. Historical Development

Diamond is metastable at atmospheric pressure and trans-
forms into a stable form, graphite, when heated above
1700 �C in vacuum [39]. In the past, diamond has been
used exclusively as a gemstone and cutting material. In 1955,
General Electric reported a technique to produce diamond
from solid carbon in a liquid melt by using high tempera-
tures (1500–2000 �C) and high pressures at which diamond
is stable (50–100 kbar) [40]. Although this process has been
extensively used to produce diamond for commercial appli-
cations such as abrasives and cutting tools [41], it has proven
to be limited in electronic applications because diamond
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crystal sizes are small and the temperatures needed would
melt most materials on which it would be useful to deposit
diamond. During the 1970s and 1980s, the growth of dia-
mond at high rates using CVD at low substrate temperatures
(700–1000 �C) and low pressures (30 Torr) was developed
[42–45]. This process uses atomic hydrogen and a gas such as
methane (CH4� that contains carbon. Although diamond is
metastable under these conditions, it is believed that atomic
hydrogen etches away stable graphitic forms of carbon, and
promotes diamond growth by terminating the diamond sur-
face in an sp3 configuration. However, the exact growth
mechanism is not well understood. CVD is compatible with
microfabrication techniques and scalable to large areas. In
addition, CVD growth conditions such as gas species, sub-
strate temperature, and bias can be controlled, resulting in a
variety of carbon-based films with useful properties, such as
amorphous diamond, amorphous carbon, tetrahedral amor-
phous carbon, diamond-like carbon, and nanocrystalline dia-
mond films [46–53]. During the past two decades, there
has been considerable worldwide interest in the growth and
properties of such carbon films.
The history of the development of CVD diamond growth

techniques has been described in detail [42, 43, 45, 54].
In 1952, W. G. Eversole at the Union Carbide Corpo-
ration demonstrated CVD growth of diamond on dia-
mond seeds using carbon monoxide (CO) at tempera-
tures of 900–1000 �C and pressures of 100–300 atmospheres
[42, 55]. He also grew diamond using hydrocarbons and
other carbon-containing gases and used a cyclic growth/etch
process to remove codeposited graphite. Independently,
B. V. Spitsyn and B. V. Deryagin in the Soviet Union
grew diamond on diamond seeds using carbon tetrabro-
mide (CBr4� and carbon tetraiodide (CI4� [43]. In these
experiments, growth rates were less than 0.001 �m/hr, too
low for commercial applications. During the 1960s, research
on CVD diamond growth techniques was continued by a
few researchers including Angus in the United States and
Deryagin’s group [42, 43, 54]. Angus developed a cyclic pro-
cess that consists of a growth cycle followed by an etching
cycle in which only atomic hydrogen was used to efficiently
remove graphite. The atomic hydrogen was produced by
using a hot-tungsten filament to dissociate molecular hydro-
gen (H2); however, growth rates remained too low. In the
mid-1970s and early 1980s, the Soviet group made signif-
icant advances by using both a carbon source and atomic
hydrogen during growth, which increased the growth rate to
on the order of 1 �m/hr and nucleated diamond on non-
diamond substrates [43, 44]. During the early 1980s, Setaka’s
group in Japan developed CVD techniques that used a hot-
tungsten filament [45, 56] or microwaves [57] to dissociate
a hydrocarbon gas and H2. Positively biasing the substrate
was found to increase the diamond nucleation density and
growth rate [45]. In Japan, other CVD techniques were
developed, including low pressure DC and RF plasma tech-
niques with growth rates of 20 �m/hr; atmospheric pres-
sure techniques using DC, RF, and microwave plasmas with
growth rates of up to 900 �m/hr; and oxygen-acetylene com-
bustion flame techniques with growth rates of 100 �m/hr
[45]. These techniques share in common the use of a carbon
containing gas and hydrogen or oxygen, which are activated
at high temperatures. In atmospheric and combustion flame

techniques, the growth rate is higher because the gas tem-
perature is higher; however, the film quality is lower.
These innovations triggered considerable research in the

United States, Europe, and the rest of the world in CVD
diamond synthesis. Since the late 1980s, the cost of grow-
ing diamond films has decreased from $5,000/carat to below
$5/carat [58]. It is now possible to grow polycrystalline dia-
mond films on a variety of substrates including Si, W, Ta, Mo,
Ni, Cu, and SiO2, and to produce high-quality free-standing
films that are on the order of 2 mm thick and 6 inches in
diameter [59, 60].
In the early 1990s, it was predicted that by the year

2000 diamond films would be extensively used in a wide
range of technological applications from cutting tools to
electronic devices, and the market for diamond films would
be $2 billion per year [13]. Several companies currently pro-
duce diamond films for heat spreaders, tool coatings, optical
windows, and other applications [61–68]. However, market
predictions have not been met mainly due to the high cost
of growing thick films and the inability to grow single-crystal
films on nondiamond substrates [13]. Heat spreaders and
optical windows require thick high-quality polycrystalline
films having a low concentration of nondiamond carbon
phases and other defects. Widespread commercial use of
these products has been limited by the high cost of growing
and polishing such films [58].
Applications in coatings for cutting tools have been lim-

ited by poor film adhesion and roughness [9, 58]. Poor film
adhesion is due to the difference in thermal expansion coef-
ficient between diamond and tool materials and the disso-
lution of carbon in Co, Ni, and Fe at high temperatures.
Film adhesion has been improved by lowering the growth
temperature and using diffusion barriers. Several companies
currently produce polycrystalline diamond coated drills, end
mills, etc. for the cutting of nonmetallic materials, such as
graphite and plastic composites, and nonferrous materials
such as aluminum and copper [61–64, 67, 68]. For applica-
tions that require precise cutting of aluminum, such as in the
automobile industry, diamond coatings with small crystallite
size are being investigated [9].
Applications in electronic devices have been limited by

grain boundaries in polycrystalline films and by the lack
of dopants having low activation energies. Although p-type
doping with B is possible, the large activation energy of
0.37 eV results in room-temperature conductivities that are
low and highly temperature dependent [69–72]. N -type dop-
ing with P has been reported [69, 70, 73, 74]. However, phos-
phorus has a large activation energy of 0.5 eV and electron
mobilities of doped films are low. Sulfur has been predicted
to have an activation energy of 0.2 eV, and is currently being
investigated [69].
Although applications that require thick high-quality poly-

crystalline or single crystal diamond films have been lim-
ited, there are a number of applications in areas that use
thin polycrystalline films, such as ultraviolet photodetec-
tors [11, 75, 76], pressure and acceleration sensors [77, 78],
electrodes [79], surface-acoustic-wave (SAW) devices [71],
field emitters [80], MEMS [81–85], probes for atomic force
microscopy [86], and X-ray lithography masks [87]. In addi-
tion, research in CVD diamond growth has generated con-
siderable interest in the growth of smooth hard films such
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as diamondlike carbon, nanocrystalline diamond, and boron-
and nitrogen-containing films [8, 46–50, 81]. Such films have
low wear rates and frictional coefficients that have applica-
tions in MEMS and coatings for medical implants and hard
disks.

2.2. Basic Properties of Diamond

Diamond crystallizes in the face-centered cubic (fcc) unit
cell structure with a basis at each lattice site consisting of
two carbon atoms at (0,0,0) and (1/4,1/4,1/4) [88]. There are
eight atoms per unit cell. A schematic of the unit cell in
three dimensions is shown in Figure 1. In the bulk, each
atom is covalently bonded to four nearest neighbors, and the
bonds form a regular tetrahedron centered about the atom.
The tetrahedral bonding configuration is due to the direc-
tional nature of the covalent bonds and also occurs in Si and
Ge. The side of the unit cell in diamond measures 3.56 Å,
making diamond the material with the highest atomic den-
sity. For comparison, the side of the unit cell in Si and
Ge is 5.43 and 5.65 Å, respectively. The high atomic den-
sity of diamond is responsible in part for its excellent fric-
tional coefficient, thermal conductivity, hardness, and opti-
cal transparency.
The surface of a crystal often has an atomic structure

that is different than that of the bulk. Figures 2–4 show
schematics of the bulk-terminated diamond (100), (111), and
(110) surfaces, respectively, in which atoms at the surface
have the same atomic structure as atoms in the bulk. As
shown in Figures 2–4, atoms at the surface are bonded to
fewer than four atoms, resulting in dangling bonds. The
atoms near the surface reposition themselves to form sta-
ble energy configurations. As a result, atoms from the top-
most layer to a few atomic layers in the bulk participate
in surface reconstructions. The reconstructions result in dif-
ferent atomic structures and electronic states from those
of the bulk. Many solid-state phenomena such as etching,
epitaxial growth, adsorption, oxidation, diffusion, and phase
transformations take place near the surface and are deter-
mined by near-surface atomic configurations [17, 18]. There-
fore, studying the surface of materials and understanding
the nature of structures and reactions of surface atoms has
been a primary aim of researchers around the world for

Figure 1. Schematic of the unit cell of the diamond lattice. Spheres are
carbon atoms.

Diamond (100) 

Figure 2. Schematic of the diamond (100) surface.

decades. Diamond surfaces are known to be hydrogen termi-
nated after growth. Annealing at 1,000 �C in UHV removes
the hydrogen termination and produces a clean surface. The
reconstructions of diamond surfaces are described in detail
in Section 5.
The properties listed in Table 1 are what make diamond

such an attractive material for nanotechnology applications.
Diamond is the hardest material known. It has a high car-
rier mobility, high dielectric breakdown field, and room-
temperature thermal conductivity that is five times greater
than that of copper. These properties make single crystal
diamond an excellent semiconductor for high power and
high speed applications [89]. Diamond has a wide bandgap
of 5.45 eV, and is inert and tolerant to high energy radiation,
which makes it ideal for applications in harsh environments
such as high temperature, chemical, and space environments
[77, 90].
Electronic applications of polycrystalline diamond films

include ultraviolet photodetectors, high energy particle
detectors, gas sensors, accelerometers, electrodes, SAW fil-
ters, and FE sources. Due to its wide bandgap of 5.45 eV,
diamond absorbs radiation at wavelengths <200 nm and
is insensitive to radiation at wavelengths >230 nm. These
properties have applications in solar blind ultraviolet detec-
tors [11, 75, 76], such as those used in space missions.
The wide bandgap, high carrier mobility, and high dielec-
tric breakdown field of diamond has applications in high-
energy particle detectors having low leakage noise and a
large collection distance [91]. Diamond films have been uti-
lized in hydrogen, oxygen, and carbonmonoxide gas sensors
that operate at high temperatures and in harsh environments
[77, 92, 93]. Such sensors consist of a catalytic film of Pd or

Diamond (111) 

Figure 3. Schematic of the diamond (111) surface.
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Diamond (110) 

Figure 4. Schematic of the diamond (110) surface.

SnOx that is deposited on an insulating diamond film that is
grown on a boron-doped diamond film.
Boron-doped diamond films have an electrical resistance

that varies with mechanical strain. This property, called
piezoresistance, is due to the lifting of the degeneracy
between light and heavy holes by strain. Piezoresistive dia-
mond films have been utilized in pressure and accelera-
tion sensors [77, 78]. Boron-doped diamond films also have
excellent electrochemical properties such as stability and
wide potential window [79]. These properties can be used in
electrodes for biomedicine, harsh environments, and reac-
tions involving high cathodic potentials. The high velocity of
sound in diamond has applications in high-frequency SAW
filters for cell phones [71]. In addition, CVD diamond films
and diamond-coated microtips are being investigated for use
as electron field emitters in flat panel displays, miniature
X-ray sources, and other vacuum microelectronics applica-
tions [94–97]. These applications utilize the high FE cur-
rent observed from diamond films. The high FE was initially

Table 1. Properties of diamond.

Property Value Units

Hardness 1�0× 104 Kg/mm2

Strength, tensile >1�2 Gpa
Strength, compressive >110 Gpa
Coefficient of friction (dynamic) 0.03 Dimensionless
Sound velocity 1�8× 104 m/s
Density 3.52 g/cm3

Young’s modulus 1.22 Gpa
Poisson’s ratio 0.2 Dimensionless
Thermal expansion coefficient 1�1× 10−6 K−1

Thermal conductivity 20.0 W/cm-k
Thermal shock parameter 3�0× 108 W/m
Debye temperature 2,200 K
Optical index of refraction (@591nm) 2.41 Dimensionless
Optical transmissivity (from nm to far IR) 225 Dimensionless
Dielectric constant 5.7 Dimensionless
Dielectric strength 1�0× 107 V/cm
Electron mobility 2,200 cm2/V-s
Hole mobility 1,600 cm2/V-s
Electron affinity NEA eV
Band gap 5.45 eV
Electron saturated velocity 2�7× 107 cm/s
Hole saturated velocity 1�0× 107 cm/s
Resistivity 1013–1016 	-cm
Graphitization temperature (vacuum) >1
700 �C

Source: Reprinted with permission from [3], K. E. Spear and J. P. Dismukes, Eds., “Synthetic Diamond:
Emerging CVD Science and Technology.” John Wiley & Sons, New York, 1994. © 1994 John Wiley & Sons.

thought to be due to the negative electron affinity (NEA)
of the hydrogen-terminated surface. It is now thought that
other mechanisms play a role in FE such as defects, surface
conductivity, and local field enhancement due to microstruc-
tures on the surface, back contact, or in the bulk [80, 94];
however, the exact mechanism is not known.
The surface properties of diamond are also unique and

have many potential applications. Hydrogen-terminated dia-
mond surfaces are inert and have p-type conductivity with a
low activation energy of approximately 0.05 eV [74]. Oxygen-
terminated surfaces are nonconducting. These properties
can be used to fabricate field effect transistors. Clean dia-
mond surfaces are highly reactive and can be functional-
ized with organic molecules for applications in chemical
and biological sensors and molecular electronics [98–100].
Hydrogen-terminated diamond, nanocrystalline diamond,
and diamond-like carbon films have low wear rates and fric-
tional coefficients [38, 46–51, 81, 101–104]. Such films are
currently being investigated as a material for MEMS and
coatings for medical implants.

2.3. UHV STM of Diamond

CVD diamond films are typically grown from a mixture of
a hydrocarbon gas, such as CH4, and H2 that is broken by a
hot-tungsten filament or microwaves into hydrocarbon rad-
icals and atomic hydrogen [1–5]. The ratio of H2 to hydro-
carbon gas is about 1–2%. The mechanism for CVD dia-
mond growth and the role of atomic hydrogen in this process
are not well understood. Understanding the CVD diamond
growth process at the atomic level is crucial in successfully
growing films at high growth rates with reliable properties.
A basic assumption concerning the CVD diamond growth
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process is that it involves the formation of carbon complexes
on the growth surface. Atomic hydrogen is well known
to etch graphitic forms of carbon and diamond. Also, the
etch rate of diamond is much slower than that of graphite.
Therefore, it is believed that the graphitic forms of carbon
are removed during the CVD growth process, thus leaving
the diamond by selective etching. In addition, atomic hydro-
gen is believed to play a role in the formation of sp3 bonded
carbon precursors on the growth surface.
By using UHV STM one can investigate the surface

of a conducting material and resolve the atomic structure
[105]. This technique has been instrumental in understand-
ing the atomic surface structure and the etch and growth
processes of other semiconducting materials such as Si and
Ge [17–19]. Other techniques such as X-ray diffraction and
ion channeling give information about the bulk properties
of crystalline materials [106]. Although low-energy-electron-
diffraction (LEED) and transmission electron microscopy
are used extensively in materials analysis [107], neither give
real spatial information about a sample surface. STM is
unique in that it has the ability to give real spatial loca-
tions of atoms at the atomic scale, thus revealing vacancies,
adatoms, adsorbates, and bond length.
Since the surface of a material is the location where depo-

sition of other atoms and chemical reactions occur, it is
important that the surface be the focus of study when one
wants to understand in detail crystal etching, growth, and
other processes. In the case of diamond, it is important to
understand the role of atomic hydrogen and its reaction
with the diamond surface during CVD diamond production.
There is no better way to understand this and other pro-
cesses than at the atomic scale where one can observe by
UHV STM the results of a physical process or chemical
reaction atom-by-atom.
UHV STM has many advantages over STM in air such

as sample surface cleanliness, ability to prepare the surface,
the possibility of the use of electrochemically etched tung-
sten tips that result in sharper images, and in-situ tip clean-
ing. Tunneling current versus voltage (I -V ) spectroscopy
using STM is also more reliable in UHV [18]. Originally,
when diamond (100) was studied by STM it was done in
air [25–33]. This was on the assumption that diamond is
a relatively inert material and that the diamond (100) sur-
face would be minimally contaminated by air. Also, air
experiments limited the STM to PtIr or gold tips, as well
as prevented reliable tip cleaning. Consequently, the air
experiments were limited to the inert hydrogen-terminated
diamond surface, and the image quality was poor and
unreliable.

3. CVD GROWTH OF DIAMOND

3.1. Growth Techniques

The most widely used CVD techniques to grow diamond
films are the hot-tungsten filament and microwave plasma
techniques. Figure 5 shows a picture of a hot-tungsten fil-
ament reactor in which an epitaxial diamond film is being
grown on a synthetic diamond (100) substrate. There are
four main parameters for diamond growth: gas mixture,

Figure 5. Picture inside a hot-filament CVD diamond growth system.
The sample holder is on a linear translator for translation into a UHV
STM system.

gas pressure, substrate temperature, and filament tempera-
ture. Typical growth conditions are H2 and CH4 flow rates
of about 200 and 1 standard cubic centimeters per minute
(sccm), respectively, pressures of approximately 30–100 Torr,
sample temperatures of 800–1000 �C, and a filament tem-
perature of about 2,000 �C. To grow diamond on Si requires
that the substrate be pretreated by scratching it with dia-
mond powder or using bias enhanced nucleation techniques
in which the substrate is negatively biased under a hydrocar-
bon plasma for about 20 minutes.
In order to produce high quality diamond via CVD, the

vapor quality must be controlled. It is imperative that the
ratio of the main constituent gasses (hydrogen, the catalyst,
and methane, the carbon source) be closely monitored in
order to produce a consistent crystal morphology. By vary-
ing the ratio, one can choose the dominant growth of low
index faces in polycrystalline films. Typically, this is done by
a combination of gas flow meters and metering valves. To
increase the electrical conductivity of films at room temper-
ature, doping with boron at high concentrations is carried
out. For example, diborane (B2H6) gas is introduced during
growth at concentrations on the order of 10 ppm relative to
H2. The conductivity is due to impurity bands or hopping
mechanisms [72].
Figure 6 shows an atomic force microscopy (AFM) image

of a polycrystalline diamond film grown on a Si substrate
for 12 hours using the hot-tungsten filament technique. The
sample temperature was 900 �C and the CH4/H2 concentra-
tion was 1%. As shown in Figure 6, the film has crystallites
with exposed square 100� and triangular 111� faces and
oriented with the �110� direction normal to the substrate.
Such a film is defined to have a 100�111��110� texture
[108]. In Figure 6, the 111� faces are rough and micro-
faceted, and the 100� faces are smooth.

3.2. Texture of Polycrystalline
Diamond Films

The texture of polycrystalline diamond films can be under-
stood using the primary bonded chain (PBC) [109, 110]
and Van der Grift [111] models. The PBC model is used
to explain differences in the growth velocities of crystal-
lographic faces. The growth velocity of a crystallographic
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Figure 6. AFM image of a CVD grown polycrystalline diamond film
showing 100� and 111� faces oriented in the �110� direction.

face is defined as the growth rate normal to the surface.
A PBC consists of a linear chain of atoms that grows pref-
erentially along the chain. The diamond lattice has only one
PBC, which consists of a zig-zag linear chain of atoms in
the �110� direction (see Fig. 4). The diamond 111� faces
contain three PBCs in nonparallel directions, the diamond
110� and all faces in the �110� zone except the 111� faces
contain one PBC, and the diamond 400� and all other
faces contain no PBCs [110, 112]. Therefore, 111� faces
have slow growth velocities, and 110� and 100� faces have
significantly faster growth velocities. Faces with fast growth
velocities grow themselves out to a point or edge and,
consequently, are not observed in crystallites. As a result,
diamond crystallites should have an octahedral shape with
111� faces. Most natural diamond crystals are observed to
have this shape [112]. However, CVD grown diamond crys-
tallites are observed to have shapes that range from cubic to
cubo-octahedral to octahedral depending on growth condi-
tions. The range of shapes that occurs during CVD growth
shows that the growth velocity of 100� faces is comparable
to that of 111� faces. This is thought to occur as a result of
the introduction of additional PCBs on the (100) surface by
a hydrogen-terminated 2× 1 reconstruction or an adsorbate
layer [112].
Figure 7 shows the shape of diamond crystallites as a func-

tion of the ratio of growth velocities of 100� and 111�
faces. In Figure 7, the growth parameter � = √

3V100/V111,
where V100 and V111 are the 100� and 111� growth veloci-
ties, respectively. At � = 1, crystallites are cubic with 100�
faces and corners in the �111� direction; at � = 1�5, they
are cubo-octahedral with square 100� and triangular 111�
faces and corners in the �110� direction; and, at � = 3, they
are octahedral with 111� faces and corners in the �100�
direction. By varying CVD growth conditions, this range of
shapes can be observed. The value of � for a growth exper-
iment is difficult to predict because it depends on various
conditions such as sample temperature, CH4/H2 concentra-
tion, and reactor geometry. The value of � can be deter-
mined after growth by measuring the dimensions of isolated

α = 2.00 α = 2.25 α = 3.00

α = 1.50α = 1.20α = 1.00

a

b

d
c

Figure 7. Shape of diamond crystallites as a function of � that is pro-
portional to the ratio of growth velocities of 100� and 111� faces.

crystallites and using the equations,

� = a+√
2b

a+ 2/3√2b for 1 ≤ � ≤ 1�5

� = 3 c + d
c + 2d for 1�5 ≤ � ≤ 3

where a, b, c, and d are as shown in Figure 7. It is gener-
ally observed that � decreases as the substrate temperature
increases and the CH4 concentration decreases [9, 112].
The Van der Grift model [111] provides an explanation

for the development of texture in polycrystalline films in
terms of evolutionary competition between crystallites that
have nucleated on the substrate. This model assumes that
crystallites nucleate on the substrate with random orien-
tations. During growth, crystallites oriented such that the
fastest growth direction is normal to the substrate will over-
grow all other crystallites. Crystallites oriented with their
fastest growth direction normal to the substrate will have
specific faces that are exposed on the surface, such as shown
in Figure 7. Eventually, such crystallites cover the sur-
face of the film resulting in a specific texture. As a result of
this process, the film also has a columnar cross-sectional
structure.
The Van der Grift model describes polycrystalline film

growth for conditions that are consistent with the model’s
assumptions that diffusion does not affect cystallite shape
and new phases and orientations do not form during growth.
These assumptions are met for a range of CVD diamond
growth conditions, allowing texture to be controlled by
varying growth conditions [9, 108]. However, at high CH4
concentrations and high temperatures, nondiamond carbon
phases develop. In addition, twinning easily occurs on 111�
faces, and penetration twins occur on 100� and 111� faces.
These processes have a significant effect on the morphol-
ogy and growth rate of polycrystalline diamond films [113,
114]. For example, at low temperatures, twinning on 111�
faces frequently occurs and films develop a 111��110� tex-
ture independent of methane concentration [9].
For a given �, multiply twinned diamond crystallites

form with untwinned crystallites. Untwinned crystallites have
shapes shown in Figure 7. Figure 8a and b show scan-
ning electron microscopy (SEM) images of multiply twinned
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Figure 8. SEM image of multiply twinned diamond crystallites.
(a) Icosahedra with 20 111� faces. (b) Decahedra with ten 111� and
5 100� faces. Bar denotes 1 �m.

diamond crystallites that have icosahedral and decahedral
shapes, respectively. The icosahedra has twenty 111� faces,
and the decahedra has ten triangular 111� faces and five
square 100� faces. These shapes are due to the formation
of five � = 3 twins [114]. Depending on �, multiply twinned
crystallites show reentrant grooves between 111� and 100�
faces [115], as observed in Figure 8. Reentrant grooves
between 111� faces have enhanced growth and greatly
increase the growth rate of 111� faceted crystals [116].
Polycrystalline diamond films having a specific texture are

grown by varying growth conditions such as sample tem-
perature and CH4/H2 concentration. For example, by set-
ting growth conditions such that 1�56 < � < 1�73, diamond
films with a 100�111��110� texture were grown [108]. By
increasing � to slightly greater than 1.73, films with 100�
faces in a near �100� direction were grown [108]. By increas-
ing � further, films with a 100�111��100� texture were
grown [108]. With � increased to about 2.60, films with a
111��100� texture were grown [108].

4. SCANNING TUNNELING
MICROSCOPY

4.1. Principle of Operation

The experimental techniques used to characterize surfaces
are often based on different physical phenomena. Prior to
the invention of STM, the atomic structure of surfaces was
characterized using LEED and other techniques that gave
indirect and incomplete information. Not until STM [105]
and other scanning probe techniques were invented was a
detailed understanding of the atomic structure of surfaces
possible.
The basic principle of STM is quantum mechanical tun-

neling of electrons between a conducting tip and sample.
Quantum tunneling is the transmission of electrons through
a potential barrier higher than the energy of the electrons.
Tunneling can be observed when a tip under bias is posi-
tioned above a sample at a distance of approximately 10 Å.
The direction that the electrons flow, tunneling into unoc-
cupied states or from occupied states on the surface, is con-
trolled by the polarity of the tip. The tunneling current at
small bias is described by the following equation [18]

I ∝ �V /s� exp�−A�1/2s�
where A = �2m/h2�1/2 = 1�025/(eVÅ), I is the tunneling
current, V is the bias voltage applied between the tip and

sample, � is the local barrier height, s is the tip-to-sample
distance, and m is the mass of the free electron. This equa-
tion shows that I decreases exponentially as s increases.
Assuming a barrier height of about 4 eV, I decreases by
about an order of magnitude for every 1 Å increase in s. The
order of magnitude change in I with changes in s on the
order of 1 Å is responsible for atomic resolution in STM.
To obtain an image using STM requires positioning the

tip into tunneling range and scanning the tip above the sur-
face with atomic resolution. This requires highly precise con-
trol of tip positioning and isolation of the STM system from
external vibrations. In the early years of STM, achieving
atomic resolution was hindered by these difficulties. When
G. Binning et al. [105] published the first STM image of
the Si (111) 7× 7 surface reconstruction in 1983, the results
were not widely accepted because only a few groups were
able to reproduce them [117–119].
Tip positioning is accomplished using a piezoelectric

material that changes length under the application of a volt-
age. Piezoelectric scanners can be designed to have a resolu-
tion less than 1 Å in the x- and y-directions and 0.05 Å in the
z-direction, and movement that is approximately indepen-
dent along each axis and linearly proportional to the applied
voltage. A common design is the tube scanner [120], which
consists of a hollow piezoelectric tube, as shown in Figure 9.
The tube scanner has a scanning range on the order of
microns that is determined by the diameter and length of
the tube, and is compact and rigid for vibration isolation.
The inner surface of the tube is coated with a single silver
electrode, and the outer surface is coated with four elec-
trodes arranged in opposing pairs, as shown in Figure 9. To
perform x- and y-motion, voltages are applied to the appro-
priate electrodes to bend the tube. To perform z-motion,
the same voltage is added to all four electrodes. Figure 10
shows a schematic of a commercial STM head consisting of
a tube scanner mounted in an inchworm motor [121]. The
inchworm motor moves the tube scanner over a distance
of several millimeters with a step size on the order of a
micron. As shown in Figure 10, the motor is composed of
piezoelectric actuators that move the inchworm by using a
controlled sequence in which clamps 1 and 3 are activated
and deactivated, and segment 2 is contracted and extended
[121]. The inchworm motor and tube scanner move the tip
from a distance of millimeters from the sample to within
tunneling range. The STM head is mounted on a base plate

+X electrode

-X electrode

+Y electrode

-Y electrode

Tip

Piezoelectric scanning tube

Figure 9. Schematic of a piezoelectric tube scanner with an STM tip
attached.
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Figure 10. Schematic of a tube scanner as the movable shaft of an inch-
worm motor. The bottom schematic shows the locations of piezoelec-
tric clamps that are used to move the shaft. Reprinted with permission
from [121], ARIS 6000 Instruction Manual, Burleigh Instruments, 1994.
© 1994, Burleigh Instruments.

that is isolated from vibrations by springs. For UHV applica-
tions, the STM head is mounted on a UHV flange, as shown
in Figure 11. Other piezoelectric devices for moving the tip
and scanner to within tunneling distance are inertial sliders
that use the stick-slip principle [18].
After the tip is positioned within tunneling distance, a dig-

ital or analog feedback loop is used to maintain a constant
tip-to-sample distance to keep the tip from crashing into
the surface. As shown in Figure 12, the tunneling current is
converted to a voltage using a current-to-voltage converter.
The voltage is compared with a reference value that is set
by the user. The feedback loop minimizes the difference
between the measured and reference voltages by adjusting
the z-position of the tip. Digital feedback loops have the

Figure 11. Schematic of an STM head mounted on a flange for UHV
operation. Reprinted with permission from [121], ARIS 6000 Instruc-
tion Manual, Burleigh Instruments, 1994. © 1994, Burleigh Instruments.
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Figure 12. Block diagram of a digital feedback loop of an STM system.

advantages that they are assembled using standard boards
and are flexible. In a digital feedback loop, the difference
voltage is sent to a conventional proportional and integral
controller, as shown in Figure 12. The integral gain controls
the speed of the feedback response. If the integral gain is set
too low, feedback operation is slow and the tip will crash.
If it is set too high, the tip will oscillate. Proportional gain
controls how far the tip is advanced for a given difference
value.
To obtain an STM image, the tip is moved across the sur-

face by modulating the scanner in the x- and y-direction,
as depicted in Figure 13. Typical tunneling currents are
between 0.1 and 1.0 nA with a bias on the order of a volt.
Depending on which mode of operation the STM system
is in, the feedback is either on or off. With the feedback

Figure 13. Schematic illustration of the two modes of STM operation.
(a) Constant height with feedback off. (b) Constant current with feed-
back on. Reprinted with permission from [121], ARIS 6000 Instruction
Manual, Burleigh Instruments, 1994. © 1994, Burleigh Instruments.
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off, the tunneling current between the sample and tip is
recorded as the tip is scanned in the x- and y-directions.
With the feedback on, the tunneling current is held con-
stant by maintaining a constant tip-to-sample separation by
also modulating the z-direction as the tip is scanned in the
x- and y-directions. This second mode of operation, called
topographic, is the most common and produces a three-
dimensional image of the surface.
In addition to imaging, STM can be used to measure the

local surface density of states and barrier height with atomic
resolution. These techniques involve measuring at a specific
atomic location I as a function of V at fixed s, and I as a
function of s at fixed V [18]. These techniques are referred
to as I-V and I-Z spectroscopy, respectively.

4.2. Preparation of the STM Tip

The tip is one of the most critical parts of an STM sys-
tem. The shape and material of the tip influences imaging
and spectroscopic measurements. Multiple tips can result in
superimposed images. The best images are obtained when a
single sharp tip scans over a flat surface. The most widely
used tip materials are platinum-iridium (Pt-Ir) and tungsten
(W). Pt-Ir tips are stable in air and can be easily prepared
by cutting a Pt-Ir wire using a wire cutter. They can also be
electrochemically etched in a molten CaCl solution. W tips
form a thin oxide layer in air, and can only be used in
UHV after the oxide layer has been removed by heating.
The advantages of W tips are that they can be made ultra-
sharp by using electrochemical etching techniques [122] and
can be cleaned in UHV resulting in reliable imaging and
spectroscopic measurements.
Ultrasharp W tips have been reported to produce clear

large-area atomic resolution STM imaging of clean boron-
doped epitaxial diamond (100) films [21]. Figure 14a is an
SEM image of an ultrasharp STM tip. The tip was made
by electrochemically etching a 0.020 inch diameter tungsten
wire in a 1 molar solution of NaOH [24]. Figure 14b shows
a schematic for electrochemically etching ultrasharp tung-
sten tips. The drop technique [123] shown in Figure 14b is
employed because it gives the best tip geometry. Also, the
drop section of the tungsten wire provides an event that can
be electronically detected and used to signal that the etch
process has completed. The electronic control box provides
the bias voltage and the circuitry to detect the drop and
terminate the etching process by opening the electrical cir-
cuit. It is important that the voltage be controlled electroni-
cally because a manually operated switch cannot be opened
quickly enough in order to obtain an ultrasharp tip. It is also
possible to shut off the bias voltage too soon. If that occurs
then the tip will have a stretched and curved tail, as shown
in Figure 15a. The curvature is probably due to recoil of the
tip as the drop section falls and no longer supplies tension
to the submicron tip. A small delay after the drop section
has fallen, on the order of a few microseconds, is necessary
to etch away the tail portion. If the shut off delay is too long,
the tip sharpness rapidly decreases. Figure 15b shows the
sharpest tip that typically can be obtained using a manual
cutoff.
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Figure 14. (a) SEM image of an ultrasharp STM tungsten tip. (b) Block
diagram of the electronic shut-off system used to etch the tip in (a).
Bar denotes 1 �m.

5. ATOMIC STRUCTURE
OF DIAMOND SURFACES

5.1. Diamond (100) Surface

5.1.1. Air and UHV STM Results
STM imaging of diamond film is possible by increasing the
conductivity of the surface by doping the film with boron or
terminating the surface with hydrogen. The first reports of
STM imaging of diamond were carried out in air using a
Pt-Ir tip. Turner et al. [25] reported STM imaging of boron-
doped polycrystalline diamond films with nanometer resolu-
tion. Everson and Tamor [26] imaged boron-doped polycrys-
talline diamond films with near-atomic resolution.
The first atomic resolution imaging of diamond was

reported by Tsuno et al. [27] who imaged epitaxial diamond
(100) films in air using a Pt-Ir tip. The epitaxial films were
grown on high pressure/high temperature (HPHT) grown
synthetic diamond (100) substrates using the microwave
plasma technique. A 2 × 1/1 × 2 dimer reconstruction was
observed with anisotropic extension of dimer rows. The
2 × 1 reconstruction after growth is known to be monohy-
dride terminated [34], and is denoted as diamond (100)-
2× 1:H. Figure 16 shows an air STM image of the diamond
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Figure 15. (a) SEM image of a tungsten tip made with an electronic
system that was shut off too soon showing a curved end. (b) SEM image
of the sharpest tungsten tip that can typically be made using a manual
shut-off. Bar denotes 1 �m.

(100)-2 × 1:H surface from [30]. The surface consists of
atomic planes with dimer rows rotated in the xy-plane 90�

relative to the dimer rows in the upper or lower atomic
planes. Each carbon atom in a dimer is attached to one
hydrogen atom. In Figure 16, there are two different types

Figure 16. Atomic resolution air STM image of the diamond (100)-
2× 1:H surface. Reprinted with permission from [30], Th. Frauenheim
et al., Phys. Rev. B 48, 18189 (1993). © 1993, American Physical Society.

of steps, denoted SA and SB. SA and SB steps are single
atomic layer steps that have dimer rows parallel and perpen-
dicular to the step edge, respectively. DA and DB steps are
double atomic layer steps that have dimer rows parallel and
perpendicular to the step edge, respectively. Figures 17a–c
show schematic representations of the hydrogen-terminated
diamond (100)-1 × 1, 2 × 1, and 3 × 1 reconstructions,
respectively.
Tsuno et al. [31] also used air STM to study epitaxial

diamond (100) films grown on synthetic diamond substrates
that were misoriented 4.3� from �001� towards �110� ±3�.
The films were grown using the microwave plasma technique
at CH4 to H2 concentrations from 2–6%. The films were not
annealed in a hydrogen plasma after growth. At a methane
concentration of 2%, a single domain 2 × 1 surface was
observed consisting of DA steps. The formation of DA steps
was attributed to a step flow growth mode in which dimer
rows preferentially grow in the direction of the dimer rows.
At a methane concentration of 6%, 2 × 1/1 × 2 domains
were observed using LEED indicating the formation of two-
dimensional islands.
Kuang et al. [32] used air STM to study boron-doped

epitaxial diamond (100) films that were grown on natu-
ral diamond substrates using the microwave plasma tech-
nique. After growth, the films were annealed in a hydrogen
plasma for 10 minutes at 875 �C. Observed were DB steps,
local hydrogen-terminated 3 × 1 reconstructions, antiphase
boundaries, and dimer vacancies. The DB steps were thought
to be nonbonded. As shown schematically in Figure 17c, the
hydrogen-terminated diamond (100)-3 × 1 reconstruction,
denoted as diamond (100)-3× 1:1.3H, consists of alternating
rows of dihydride and monohydride terminated subunits. It
was thought that the diamond (100)-3 × 1:1.3H reconstruc-
tion exists only locally due to strong steric repulsion between
hydrogen atoms [32]. In contrast, the Si (100)-3 × 1:1.3H
reconstruction is observed over large areas using STM [19].
Polycrystalline diamond films have also been used to

study the diamond (100) surface with atomic resolution.
Busmann et al. [28] imaged polycrystalline diamond films
with nanometer resolution using a mechanically prepared
Pt-Ir tip. Observed were disordered structures of clusters
5–30 nm in size. Zimmermann-Edling et al. [29] studied
polycrystalline diamond films at the micron and atomic
scale, and observed a diamond (100)-�2 × 1�:H reconstruc-
tion on the 100� faces of crystallites. In the above exper-
iments, the films were not intentionally doped and the
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Figure 17. Schematics of the hydrogen-terminated diamond (100) sur-
face. (a) 1× 1:2H. (b) 2 × 1:H. (c) 3× 1:1.3H.
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conductivity was due to hydrogen-termination or amorphous
carbon regions. Busmann et al. [33] carried out a detailed
investigation of the atomic structure of 100� faces of poly-
crystalline films as a function of morphology and texture.
The morphology and texture was varied by changing only the
substrate temperature during growth. At � = 2�8, a rough
surface was observed that could not be imaged with atomic
resolution. At � = 1�5, a diamond (100)-2× 1:H reconstruc-
tion with islands was observed. At � = 1�3, a diamond (100)-
2 × 1:H reconstruction was observed with a clear atomic
step structure in which SB steps were broader than SA steps.
This was attributed to a step-flow growth mode in which
dimer rows grow in the direction of the rows. At � = 1�2,
a 2× 1 reconstruction was observed with strongly asymmet-
ric islands that was attributed to a nonhydrogen terminated
diamond (100)-2 × 1 reconstruction.
Using LEED, Marsh and Farnsworth [124] and Lurie and

Wilson [125] showed that polished diamond (100) substrates
display a 1× 1 pattern. The diamond (100)-1× 1:2H recon-
struction is shown schematically in Figure 17a. Since this
surface is not observed using STM, it is believed that the
1 × 1 LEED pattern is due to a rough surface consisting
of a distribution of dihydride and monohydride units [34].
Annealing of polished substrates in UHV at temperatures
>1000 �C results in a 2× 1 LEED pattern [125] that is due
to the clean diamond (100)-2 × 1 surface. This surface is
described in detail in the next section. Exposure of the clean
diamond (100)-2 × 1 surface to atomic hydrogen results in
a 2 × 1 LEED pattern that is due to the diamond (100)-
2× 1:H surface [34]. Theoretical studies show that the most
stable configuration for the clean and hydrogen-terminated
diamond (100) surfaces is the 2× 1 reconstruction with sym-
metric dimers [34]. For clean and hydrogen-terminated dia-
mond (100)-2 × 1 surfaces, theoretical studies predict that
single and double layer steps are nonbonded [126].
Air STM has also been used to image natural and syn-

thetic diamond (100) substrates. In these studies, the con-
ductivity was due to boron doping. Couto et al. [127] studied
the morphology of HPHT grown type IIb diamond (100)
substrates after polishing along easy and difficult directions.
Different polishing mechanisms were observed. Nutzenadel
et al. [128] studied natural doped diamond (100) substrates
that were etched in a hydrogen plasma, and observed a dia-
mond (100)-2× 1:H reconstruction and large atomically flat
terraces.
UHV STM is required to study clean diamond surfaces

because such surfaces are highly reactive. In UHV, the sur-
face can be prepared in a controlled manner making pos-
sible detailed studies of adsorbates, diffusion, etching, and
growth. Tsuno et al. [20] used UHV STM to study clean
boron-doped epitaxial diamond (100) films and observed a
diamond (100)-2 × 1 reconstruction. Stallcup et al. [22, 23]
used UHV STM to study hydrogen-terminated epitaxial dia-
mond (100) films after growth. The surfaces of the films
were observed to be amorphous at the atomic scale. After
5 minutes of exposure to atomic hydrogen, the surfaces were
observed to consist mostly of 2 × 1:H regions. Stallcup and
Perez [21] also used UHV STM to study anisotropic etch-
ing of boron-doped epitaxial diamond (100) films by atomic
hydrogen, as described in detail in the next section. Recently,

Bobrov et al. [129] used UHV STM to image clean insulat-
ing natural diamond (100) substrates with atomic resolution
using resonant electron injection into the conduction band.
In these experiments, the tip-to-sample bias was approxi-
mately 5.4 V, corresponding to an energy higher than the
work function of diamond of 5.3 eV. At such a high bias, the
STM operates in the near-field emission regime that typi-
cally has a resolution on the order of 3 nm. In the case of
diamond, it was thought that atomic resolution is possible
due to the large dz/dV slope at resonance. It was thought
that the sample conducted the tunneling current due to the
long diffusion lengths in diamond of 150–250 �m.

5.1.2. Anisotropic Etching
The diamond (100) surface is of particular interest because
epitaxial diamond (100) films grow smooth at substrate tem-
peratures of approximately 1000 �C, unlike epitaxial dia-
mond (111) and (110) films that grow rough [2]. The growth
of smooth diamond (100) films is not well understood. Sur-
face diffusion of adsorbates, which is responsible for the
growth of most smooth films, is not widely accepted as
responsible for the growth of smooth diamond (100) films
because the hydrogen-terminated surface prevents diffusion
[129]. Diffusion on the diamond (100) surface during growth
has been modeled as occurring along surface sites where
hydrogen has been removed by abstraction [131]. However,
recent theoretical models have shown that the addition of
surface diffusion to models would lead to higher growth
rates than are experimentally observed [132]. Other mech-
anisms that have been proposed to explain the growth of
smooth diamond (100) films are anisotropic etching [133]
and preferential etching of undercoordinated atoms [132].
Using UHV STM, Stallcup and Perez [20] found that etch-
ing by atomic hydrogen is highly temperature dependent
resulting in a rough and pitted surface at T ≈ 200 �C and
T ≈ 500 �C, respectively. At T ≈ 1000 �C, etching results
in a smooth surface and is highly anisotropic occurring pre-
dominantly in the direction of dimer rows. This observation
supports recent theoretical models that propose anisotropic
etching as the mechanism for the growth of smooth diamond
(100) films.
Previous STM results on the hydrogen-terminated dia-

mond (100)-2 × 1:H surface [22, 23] were limited to small
area scans due to tunneling instabilities resulting from
physisorbed hydrogen and carbon on the sample surface.
Imaging such a surface with loosely bound atoms was prob-
lematic and short-lived but necessary in order to study the
CVD diamond growth process. Scanning tips did not last
long because of contamination from the surface to the tip.
During instances of tunneling current instabilities caused by
this contamination, “tip crashes” would occur and often this
resulted in rendering the tip useless. In this case, a “tip
crash” is when the STM feedback overcorrects or undercor-
rects as a result of the current instabilities and the tip comes
into hard contact with the sample surface, usually deforming
the tip.
The results in [21] are without these problems because

of three factors. The first important factor is that the
samples were etched by atomic hydrogen after growth
for at least five minutes, thereby removing the excess and
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loosely bound carbon from the surface. The second fac-
tor is that desorbing the loosely bound hydrogen from the
surface by heating the substrate to 800 �C for one minute
resulted in improvement of the tunneling current stability,
which produced clearer STM images. Further heating to
1000 �C removed the hydrogen-terminated surface and fur-
ther enhanced the STM image quality. These techniques
for cleaning the diamond surface can only be performed in
UHV. The third and very important factor was the use of
ultrasharp tungsten tips that were described in Section 3.
These factors make possible atomic resolution STM imag-
ing over large areas measuring 80× 80 nm2. From images of
large areas, both the atomic structure and large-scale mor-
phology of the surface resulting from etching, growth, and
other processes can be studied.
The CVD diamond films were grown epitaxially on

2 mm × 2 mm× 0.25 mm type 2b (100) diamond substrates.
The films were grown for two hours in a UHV compati-
ble hot tungsten filament CVD reactor and were approxi-
mately 2 microns thick. The films were doped with boron
during growth to increase their conductivity for STM stud-
ies. Without the incorporation of boron, the diamond sur-
face would have become highly insulating when the hydro-
gen was desorbed by heating in UHV. The CVD growth
pressure was 30 Torr with the hydrogen, methane, and dib-
orane gases having flow rates of 200 sccm, 0.5 sccm, and
6.0 sccm, respectively. The substrates were resistively heated
to 900 �C using a tantalum heater foil. The tungsten fila-
ment temperature was that typically used for CVD diamond
growth of 2200 �C. The growth process was terminated by
shutting off the methane flow and maintaining all of the
other parameters for 5 minutes. This step was a post-growth
etch with atomic hydrogen. The filament was then turned off
followed by the sample heater and then the hydrogen flow
being turned off. After the growth process was terminated,
the CVD reactor was evacuated to 1 × 10−8 Torr and the
samples were transferred to the UHV STM chamber via a
linear translator without exposure to air.
After verifying by STM that the diamond films were of

good quality, the samples were returned to the CVD reactor,
via the linear translator, for additional exposure to atomic
hydrogen. The hydrogen flow rate, pressure, and filament
temperature were 200 sccm, 30 Torr, and 2200 �C, respec-
tively. These parameters were the same as those for the
CVD diamond growth to ensure that the diamond surface
was exposed to the same amount of atomic hydrogen flux
as during growth. From this point on, two different groups
of experiments were done. In Group A, the sample temper-
ature was a constant of 500 �C and the atomic hydrogen
exposure times were 2, 7, 12, and 17 minutes. After each
additional exposure, the sample was translated to the UHV
STM and analyzed to determine if additional etching had
an effect on the surface morphology. In the group B experi-
ments, the exposure time was held constant, 5 minutes, with
the substrate temperature being the variable and having the
values of 200 �C, 500 �C, and 1000 �C. Each diamond sample
was then returned to the UHV STM to determine whether
the atomic surface structure had changed as a result of the
atomic hydrogen etching at the different temperatures. Tun-
neling currents of 1 nA with a sample bias of −1 to −1�5 V
were used.

Figure 18 shows a UHV STM image of a CVD grown
boron doped epitaxial diamond (100) film after exposure
to atomic hydrogen for 5 minutes at a sample tempera-
ture of 500 �C. As previously discussed, the diamond (100)-
2 × 1 surface exposed to atomic hydrogen is known to be
monohydride terminated. In Figure 18, unmarked arrows
indicate regions where SA steps were etched perpendicular
to the rows resulting in islands marked I. The islands are
believed to be due to etching and not the growth process
because the islands were not observed until the 500 �C etch-
ing. The islands have a 3× 1 reconstruction consisting of a
wide monohydride-terminated row and a narrow dihydride-
terminated row, as indicated in Figure 18. The 3× 1 recon-
struction on diamond (100) has been previously observed
along step edges [32]. There are many antiphase boundaries
in Figure 18 marked ", and these boundaries are necessary
in order for a terrace to accommodate both 2× 1 and 3× 1
reconstructions.
Figure 19 shows a UHV STM image of an epitaxial dia-

mond (100) film after exposure to atomic hydrogen for
10 min at 500 �C. A square etch pit several atomic lay-
ers deep and containing a bright circular structure having a
diameter of approximately 2.5 nm is observed. Other regions
of the film showed similar etch pits with bright structures.
The bright structures are conjectured to be etch byprod-
ucts or groups of hydrogen atoms because the structures
disappear after the sample is heated to 1000 �C, as shown
in Figure 20a and b. It is well known that hydrogen can
be stored in carbon nanotubes and nanostructured carbon
materials. Similar sized bright structures have been observed
in etched Si and attributed to etch byproducts [19]. The pit
in Figure 19 is pyramidal in shape and has 111� faces. This
shows that, at 500 �C, the etch rate in the 111� direction is
slower than that in the 100� and 110� directions.
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Figure 18. Atomic resolution UHV STM image of the diamond (100)-
2 × 1:H surface after etching by atomic hydrogen for 5 min at 500 �C
obtained using an ultrasharp tungsten tip. Observed are 2× 1 and local
3× 1 reconstructions, islands marked I, and dimer phase shifts marked
". Both SA and SB steps are rough. Reprinted with permission from
[21], R. E. Stallcup and J. M. Perez, Phys. Rev. Lett. 86, 3368 (2001).
© 2001, American Physical Society.
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6 nm 

Figure 19. UHV STM image of the diamond (100)-2 × 1:H surface
after exposure to atomic hydrogen for 10 min at 500 �C showing an
etch pit containing a bright circular structure. Reprinted with permis-
sion from [21], R. E. Stallcup and J. M. Perez, Phys. Rev. Lett. 86, 3368
(2001). © 2001, American Physical Society.

In order to further explore pit formation and how pits
evolve, the previously mentioned Group A experiments were
done. Figure 20a and b show the results of the 500 �C
time exposure experiments of Group A. These results show
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10 nm 

(b)

β

α

Figure 20. UHV STM image of a CVD epitaxial diamond (100) film
after sequential exposures to atomic hydrogen at 500 �C showing the
evolution of pits. (a) After a total of 7 min of exposure. (b) After expo-
sure to 0.001 Torr of oxygen for 1 min and an additional 5 min atomic
hydrogen etch for a total of 12 min. The unmarked arrows indicate
hydrogen that has aggregated in the etch pits. � indicates the original
nucleated etch pits, and # indicates the new etch pits that were nucle-
ated by the oxygen.

that the pit nucleation density does not significantly change
with added exposure to atomic hydrogen. But, with increas-
ing exposure time, the pits increase in area and depth,
which is what one might expect with additional surface etch-
ing. Although the pits are becoming larger with additional
atomic hydrogen exposure, the pits on each new surface are
about the same size relative to each other. The small vari-
ation in pit size indicates that over time no new pits are
being nucleated. The arrows marked � in Figure 20a and
b are indicating the original pits. Only until exposure to
oxygen and then further etching with atomic hydrogen are
new pits nucleated, as indicated in Figure 20b by the arrows
marked #. It is unknown what the cause of nucleation is for
the first group of pits, but it is hypothesized that they are
the result of lattice dislocations. It is well known that etch
pits on crystal surfaces are nucleated on lattice dislocations
[88]. Figure 20a and b show the dramatic improvement in
the STM imaging of diamond (100) after annealing in UHV.
Figure 20a is a UHV STM image of the hydrogen saturated
2×1 surface before annealing in UHV. Figure 20b shows the
sample after it was heated to 1000 �C for 1 minute, result-
ing in desorbtion of all the hydrogen in the etch pits and
removal of the hydrogen that terminated the 2 × 1 surface.
Note the dramatic improvement in image quality shown in
Figure 20b after the 1000 �C anneal.
Figures 21–24 show UHV STM images of the Group B

variable temperature experiments in which the diamond
(100)-2 × 1 surface was exposed to atomic hydrogen for
5 minutes at substrate temperatures of 200, 500, and
1,000 �C. In these images, the diamond (100) surface
was heated to 1000 �C for 1 minute in UHV after the
atomic hydrogen exposure in order to desorb the hydrogen
physisorbed and chemisorbed on the surface. Using LEED
and electron-energy-loss spectroscopy, it has been reported
that desorbtion of hydrogen at 1,000 �C in UHV results
in a nonhydrogen terminated diamond (100)-2 × 1 surface
[34], in agreement with Figures 21–24. The stability of the

10 nm 

Figure 21. Nonhydrogen terminated diamond (100)-2× 1 surface after
atomic hydrogen exposure for 5 min at 200 �C. Reprinted with permis-
sion from [21], R. E. Stallcup and J. M. Perez, Phys. Rev. Lett. 86, 3368
(2001). © 2001, American Physical Society.
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10 nm 

Figure 22. Nonhydrogen terminated diamond (100)-2× 1 surface after
atomic hydrogen exposure for 5 min at 500 �C. Unmarked arrow indi-
cates vacancy island. Reprinted with permission from [21], R. E. Stall-
cup and J. M. Perez, Phys. Rev. Lett. 86, 3368 (2001). © 2001, American
Physical Society.

tunneling current was found to increase after the hydro-
gen desorbtion. For example, Figures 22 and 23 show tiled
STM images obtained one after the other showing excel-
lent reproducibility. As shown in Figures 21–24, the diamond
(100)-2 × 1 surface has dimer rows that are narrower than
those in the diamond (100)-2 × 1:H surface. In addition, in
the diamond (100)-2 × 1 surface, individual dimers are not
observed.
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Figure 23. Nonhydrogen terminated diamond (100)-2× 1 surface after
atomic hydrogen exposure for 5 min at 1000 �C. Observed are SA, SB ,
and DA steps. Reprinted with permission from [21], R. E. Stallcup and
J. M. Perez, Phys. Rev. Lett. 86, 3368 (2001). © 2001, American Physical
Society.
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Figure 24. Nonhydrogen terminated diamond (00)-2 × 1 surface after
atomic hydrogen exposure for 5 min at 1000 �C. Observed are vari-
ous DA steps. Reprinted with permission from [21], R. E. Stallcup and
J. M. Perez, Phys. Rev. Lett. 86, 3368 (2001). © 2001, American Physical
Society.

Figures 21–24 show that the temperature of the surface
during exposure to atomic hydrogen had a significant effect
on the resulting morphology. It was found that the mor-
phologies shown in Figures 21–24 are due to the atomic
hydrogen exposure at the various temperatures instead of
the subsequent annealing at 1,000 �C in UHV. For exam-
ple, additional annealing of the surface at 1,000 �C in UHV
for 15 minutes did not result in any observable changes in
morphology. In addition, films with any one of the three dif-
ferent morphologies shown in Figures 21–24 could be con-
verted to any of the two other morphologies by simply etch-
ing at that specific temperature. For example, a film with
the smooth morphology of Figure 24 was exposed to atomic
hydrogen with a sample temperature of 200 �C and resulted
in producing a surface morphology like that of Figure 21.
The observed morphology was then changed back to the
smooth morphology by etching at 1,000 �C.
As shown in Figure 21, exposure at 200 �C results in a

very rough surface at the atomic scale. The rough surface
shows that etching at 200 �C is isotropic. No large pits are
observed, and the largest domain size is about 6.25 nm2. As
shown in Figure 22, exposure at 500 �C results in a surface
that is smoother at the atomic scale with larger domains
measuring about 100 nm2. In addition, this surface contains
large single atomic layer vacancy islands, single height steps,
and deep pits. The pits have a pyramidal shape, as was pre-
viously discussed in the Group A experiments. The vacancy
islands have an average length along the dimer rows that
is 2.1 times greater than the average length perpendicular
to the dimer rows. This shows that etching at 500 �C is
anisotropic and that it is 2.1 times more likely to occur along
the dimer rows than perpendicular to them. Shown in Fig-
ures 23 and 24, exposure at 1,000 �C results in a smooth
surface with single and double atomic steps, and the largest
domains of the three experiments measuring approximately
350 nm2.
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The step morphology in Figures 23 and 24 shows that
SB steps, in which the dimer rows are perpendicular to the
steps, are very rough. However, SA steps, in which the dimer
rows are parallel to the steps, are very smooth. In contrast,
the 500 �C etched sample shown in Figure 22 has rough
SA steps. In addition, SA steps having a few dimer rows
above them are not etched, as shown by the unmarked arrow
in Figure 24. In Figures 23 and 24, vacancy islands con-
sist mainly of single row vacancies and no large pits, and
there are DA steps in which the middle SB step has been
completely etched. These observations show that etching at
1000 �C is highly anisotropic with the etch rate along the
dimer rows much greater than that perpendicular to the
rows.
The anisotropic etching in the direction of dimer rows

supports recent theoretical models of the growth of smooth
diamond (100) films. Figure 25 shows a schematic of the dia-
mond (100)-2 × 1:H surface. In theoretical models, growth
on this surface occurs by the adsorption of CH3 on sur-
face sites where hydrogen has been abstracted [130]. The
adsorbates then form methylene bridges and dimers. In the
anisotropic etching model described in [133], extension of
the dimer row at atoms 1 and 2 in Figure 25 can occur as
long as hydrocarbons have not adsorbed at the dimer bonds
to their right. For example, the presence of a methylene
bridge between atoms 3 and 4 will prevent adsorption of
CH3 at atoms 3 or 1 due to steric repulsion, and growth will
wait until this methylene bridge is etched. Growth of dimers
at SA steps, corresponding to atoms 5 and 6 in Figure 25, is
not kinematically stable against etching because all dimers
grown at SA steps are similar to dimers at the ends of SB
steps and can be etched [133]. In contrast, only the last
dimer in a row of an SB step has a high probability of being
etched. For example, atoms 7 and 8 can be etched only after
atoms 9 and 10 are etched. Therefore, growth at SB steps can
proceed via dimer row extension and produce a continuous
monolayer. The UHV STM results described above provide
direct evidence for this model. A recent model that consid-
ers the preferential etching of undercoordinated atoms pre-
dicts the observed growth rate and a smooth surface [132].

5.1.3. Steps and Defects
Steps and defects on the surface play an important role
in the growth of films and nanostructures. As previously
described, the diamond (100)-2 × 1:H surface is inert and
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Figure 25. Schematic of the diamond (100)-2 × 1 surface. The large,
intermediate, and small circles represent the top, second, and third
layer carbon atoms, respectively. The shaded carbon atoms are hydro-
gen terminated. Reprinted with permission from [21], R. E. Stallcup
and J. M. Perez, Phys. Rev. Lett. 86, 3368 (2001). © 2001, American
Physical Society.

consists of single- and double-layer steps, local 3× 1 recon-
structions, phase shifts, and dimer vacancies. The clean
diamond (100)-2× 1 surface is reactive and has been inves-
tigated as a substrate for metal films [134], buckyballs [135],
functionalized organic molecules [98–100], and mechanosyn-
thesis of nanostructures [136]. Stallcup and Perez [137] stud-
ied the atomic structure of steps and defects on the diamond
(100)-2× 1 surface using UHV STM and found that single-
and double-layer steps are rebonded. The main types of
defects observed were single, multiple, and row dimer vacan-
cies, and antiphase boundaries. Buckling of dimers was not
observed, in agreement with theoretical predictions that
dimers are symmetric [138].
Figure 26 shows schematics of single SA and SB, and dou-

ble DA steps on the diamond (100)-2× 1 surface. As shown
in Figure 26, rebonded SB steps have edge atoms on the
bottom plane that are bonded. For such steps, the distance
from edge dimers on the upper plane to the nearest dimer
row on the bottom plane is 3d, where d is the lattice con-
stant of the unreconstructed 1 × 1 surface. For nonbonded
SB steps, the distance from edge dimers to the nearest dimer
row on the bottom plane is 2d. DA steps consist of an SA
step on an SB step, and have edge atoms on the bottom
plane that are rebonded or nonbonded in a manner similar
to that of SB steps. For the Si (100)-2 × 1 surface, UHV
STM studies have shown that SB and DA steps are rebonded
[17, 18]. Theoretical studies of this surface have shown that
rebonded steps are more energetically favorable than non-
bonded steps because they have fewer dangling bonds per
step length [139]. In contrast, for the diamond (100)-2 × 1
surface, theoretical studies predict that SB and DA steps
are nonbonded because carbon dimers form strong double
bonds that effectively reduce the number of dangling bonds
[126].
Boron-doped epitaxial diamond (100) films were grown

and imaged using UHV STM as described in the section
on anisotropic etching. After growth, the films were exposed
to atomic hydrogen for 10 minutes at 900 �C to produce
a smooth surface. Figure 27 shows a UHV STM image of
a clean diamond (100)-2 × 1 film showing SB, SA, and DA

steps. Figure 28a is a higher resolution image of the same

Figure 26. Schematic representations of SB , SA, and DA steps.
Reprinted with permission from [137], R. E. Stallcup and J. M. Perez,
Appl. Phys. Lett. (In press.) © 2002, American Institute of Physics.
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Figure 27. UHV STM image of the clean diamond (100)-2× 1 surface
showing the atomic structure of steps and defects. Reprinted with per-
mission from [137], R. E. Stallcup and J. M. Perez, Appl. Phys. Lett. (In
press.) © 2002, American Institute of Physics.

film showing rebonded SB steps near regions marked “R.”
Figure 28b shows a high-resolution image of the SB step
near the center of Figure 28a and a superimposed schematic
of a rebonded SB step. As shown in Figure 28b, the dis-
tance from edge dimers on the upper plane to the nearest

Figure 28. (a) UHV STM image of the diamond (100)-2 × 1 surface
showing rebonded SB steps. (b) High resolution UHV STM image of
the SB step near the center of (a) and a superimposed schematic of a
rebonded SB step. Reprinted with permission from [137], R. E. Stallcup
and J. M. Perez, Appl. Phys. Lett. (In press.) © 2002, American Institute
of Physics.

full dimer row on the bottom plane is 3d. In Figure 28b,
the dimer row indicated by the unmarked arrow forms a
local nonbonded step. On the Si (100)-2 × 1 surface, local
nonbonded steps are thought to be stabilized by vacancies
[17, 18]. Therefore, the nonbonded step in Figure 28b is
attributed to vacancy V indicated by the arrow in Figure 28a.
Figure 29 shows a UHV STM image of a rebonded DA step
in which the bonding configuration of edge atoms on the
bottom plane is similar to that of rebonded SB steps. The
observation of rebonded steps on the diamond (100)-2 × 1
surface contradicts recent theoretical predictions that single-
and double-layer steps are nonbonded [126].
Also observed in Figures 27 and 28 are defects consist-

ing of dimer vacancies indicated by V that are single, mul-
tiple, and arranged in rows parallel and perpendicular to
dimer rows. The density of single and multiple vacancies is
about 8× 1012/cm2. In addition, a large number of antiphase
boundaries indicated by P are observed on type A steps.
The antiphase boundaries occur such that the phase shift is
accommodated at a step edge, or vacancy row that is per-
pendicular to the boundary and has a width of d and 2d
on either side of the boundary. It is thought that antiphase
boundaries are formed during exposure to atomic hydrogen
and remain after desorption of hydrogen at 1000 �C. Evi-
dence of buckled dimers or stabilization of buckled dimers
by steps and vacancy defects was not observed. On the Si
(100)-2 × 1 surface, buckled dimers are stabilized by such
structures at room temperature [17, 18]. These observations
are consistent with theoretical predictions that the diamond
(100)-2 × 1 surface has symmetric dimers and the Si (100)-
2 × 1 surface has asymmetric dimers [138].

5.2. Diamond (111) Surface

STM studies of the diamond (111) surface have been carried
out in air using polycrystalline [33, 140, 141] and homoepitax-
ial [142] diamond (111) films. To our knowledge, UHV STM
studies of the clean diamond (111) surface have not been
reported. Large-area air STM studies of diamond (111) films
show that the surface is rough with islands having 111� faces
[33, 140, 141]. Figure 30 shows a large-area UHV STM image
of an epitaxial diamond film grown on a synthetic diamond
(111) substrate [143]. The film was not annealed in UHV
after growth. In Figure 30, the derivative of the data, dz/dx, is
shown in order to accentuate steps. Observed are triangular
islands oriented in the �111� direction, mono-atomic steps,
and screw dislocations [143]. While the film is defective, it is
in atomic registry with the crystalline substrate.

Figure 29. UHV STM image of the diamond (100)-2× 1 surface show-
ing a rebonded DA step. Reprinted with permission from [137], R. E.
Stallcup and J. M. Perez, Appl. Phys. Lett. (In press.) © 2002, American
Institute of Physics.
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30 nm

Figure 30. Large-area UHV STM image of an unannealed epitaxial
diamond (111) film.

Atomic resolution studies of diamond (111) films show
coexisting regions having 1 × 1, 2 × 1, 2 × 2, and√
3X

√
3R30� reconstructions [30, 33, 140–142]. Figure 31

shows an atomic resolution UHV STM image of an unan-
nealed epitaxial diamond (111) film showing a 1× 1 recon-
struction [143]. Theoretical calculations show that the only
stable 1 × 1 structure is the diamond (111)-1 × 1:H sur-
face [30], shown schematically in Figure 32. Therefore, this
surface is thought to be the surface observed using STM
[33]. Calculations also show that the hydrogen-terminated
2× 1 single chain and Pandey [144] reconstructions are sta-
ble [30], as shown in Figure 33a and b. The diamond (111)-
2 × 1 surface observed using STM is thought to be either
of these two reconstructions [33]. The diamond (111)-2 ×
2 and

√
3X

√
3R30� reconstructions observed using STM

are thought to be due to adsorbed hydrocarbon radicals
[33]. Calculations also predict that the clean diamond (111)-
2 × 1 single chain and Pandey reconstructions, and clean
and hydrogen-terminated

√
3X

√
3R30� reconstructions are

6 Å

Figure 31. Atomic resolution UHV STM image of an unannealed epi-
taxial diamond (111) film showing a 1× 1 structure.

Figure 32. Schematic representations of stable hydrogen-terminated
diamond (111)-1 × 1 surface. Reprinted with permission from [30],
Th. Frauenheim et al., Phys. Rev. B 48, 18189 (1993). © 1993, American
Physical Society.

stable [30]. However, STM imaging of such surfaces has not
been reported. LEED studies have shown that the diamond
(111) surface annealed in UHV at temperatures higher than
1,000 �C shows a 2 × 1 pattern [34, 145]. This 2 × 1 surface
changes to a 1×1 surface after exposure to atomic hydrogen
[34, 145].

5.3. Diamond (110) Surface

Few STM studies of the diamond (110) surface have been
reported. Mercer et al. [146] used AFM to study dia-
mond (110) substrates after exposure to atomic hydrogen at

Figure 33. Schematic representations of stable hydrogen-terminated
diamond (111)-2 × 1 reconstructions. (a) 2 × 1 single chain. (b) 2 × 1
Pandey. Reprinted with permission from [30], Th. Frauenheim et al.,
Phys. Rev. B 48, 18189 (1993). © 1993, American Physical Society.
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150 nm 

Figure 34. Large area UHV STM image of an epitaxial diamond film
grown on a synthetic diamond (110) substrate. Observed is a rough
surface having striations.

a temperature of 900 �C. They observed that atomic hydro-
gen exposure results in a very rough surface at the micron
scale with deep pits having 111� faces. They also observed
that polished diamond (110) substrates have pits with 111�
faces. Lim et al. [147] used UHV STM to study epitaxial
diamond films grown on a synthetic diamond (110) sub-
strate. The epitaxial films were not annealed in UHV after
growth. The surface of the film was observed to consist of
striations with 111� faces on the side and 100� faces on
top, as shown in Figure 34. Using LEED, Lurie and Wilson
[125] observed a 1 × 1 pattern for polished diamond (110)
substrates and no reconstructions after annealing the sub-
strate at 1000 �C in UHV. Cheng et al. [148] used LEED
to study the etching of diamond (110) substrates by atomic
hydrogen and found that 111�-oriented facet formation
occurs.
As shown in Figure 4, the bulk-terminated diamond

(110) surface consists of zig-zag chains of atoms having
one dangling bond per atom. For the clean and hydrogen-
terminated surface, theoretical studies of Davidson and
Pickett [149] predict weak dimerization of the chains. Cal-
culations of Alfonso et al. [150] predict a buckling of
nondimerized chains for the clean surface and bulk-like
nondimerized chains for the hydrogen-terminated surface.
Kern and Hafner [151] recently predicted no buckling or
dimerization and an inward shift of the top layer for the
clean surface and a bulk-like structure for the hydrogen-
terminated surface. Using UHV STM, Lim et al. [147]
observed isolated regions on unannealed epitaxial diamond
(110) films showing a zig-zag atomic structure that was
ascribed to the hydrogenated (110) surface.

6. CONCLUSIONS
In conclusion, the atomic structure of diamond surfaces has
been successfully studied using STM. Although diamond
is an insulator, STM imaging is possible by increasing the

surface conductivity by doping the film with boron or hydro-
gen terminating the surface. UHV STM results of diamond
comparable in quality to those that have been reported for
Si are possible by cleaning the surface in UHV and using
ultrasharp tungsten tips. For the diamond (100) surface,
air STM has been used to study the atomic structure of
the hydrogen-terminated surface. UHV STM studies of the
clean surface have revealed the atomic-scale properties of
steps, defects, and the atomic hydrogen etching mechanism.
For the diamond (111) surface, air STM studies have shown
various reconstructions of the hydrogen-terminated surface.
There have been no reports of studies of the clean surface
using UHV STM. For the diamond (110) surface, there have
been few STM studies, mainly because the surface is very
rough. The UHV STM techniques described can be used to
study etching, adsorbates, growth, and other processes at the
atomic scale that are crucial in understanding the growth
and properties of diamond.

GLOSSARY
Diamond film Diamond deposited as a film using chemi-
cal vapor deposition with hydrogen and a carbon-containing
gas such as methane. Typical substrate temperatures and gas
pressures are 700–900 �C and 30 Torr, respectively.
Diamondlike carbon film An amorphous and typically
hydrogenated carbon film.
Epitaxial film A single crystal film in atomic registry with
the substrate.
Nanocrystalline diamond Carbon film having nanometer-
size grains and mostly sp3 bonding. Such films are made
using buckyballs or a carbon containing gas and Ar or N gas
that are activated using a microwave plasma or laser.
Polycrystalline film A film composed of crystallites having
different orientations and separated by grain boundaries.
Scanning tunneling microscopy (STM) A technique for
imaging the surface of a conductor with atomic resolu-
tion that uses tunneling between the surface and a sharp
tip that is scanned across the surface using a piezoelectric
device.
Surface reconstruction Rearrangement of atoms in the
near surface region from their bulk positions.
Ultrahigh vacuum (UHV) A vacuum having a pressure
<10−9 Torr.
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The variety of atomic wires can now be synthesized on
furrowed and stepped surfaces, which provides opportuni-
ties for systematically tailoring surface properties. One of
the most important issues for investigators in the field is
the metallicity of the atomic wires and how one can con-
trol this metallicity. Hence, the nature of nonmetal-to-metal
transition is a key problem. The different ways of casting
the explanation of the nonmetal-to-metal transition (NMT)
has provoked the classification of the NMT into types such
as the Mott-Hubbard, the Wilson, and the Peierls transi-
tions. In fact this complexity is illusionary; there is a single
phenomenon, which is revealed by the gap at EF, which is
characteristic for a dielectric state, and closing this gap leads
to the NMT.

In the present article, the NMT is analyzed from the view-
point of transformation of band structure. This approach
provides results that can be directly justified by angle-
resolved photoemission (ARUPS) and other techniques that
allow band structure mapping to be undertaken near the
Fermi level. This is illustrated by the example of Mg atomic
wires adsorbed on a Mo(112) surface, one archetypal exam-
ple much exploited in this review. The band structure
approach to explaining the NMT in monovalent crystals is
brought into sharp perspective through the consideration of
a coupling of adjacent atoms (Peierls’ distortion) that results
in a lowering of the total energy and affects an even number
of valence electrons in the unit cell.

At low coverages, alkali, alkaline earth, and rare earth lay-
ers adsorbed on furrowed transition metal surfaces—such as
the Mo(112) surface—demonstrate a quite unusual behav-
ior. In contrast to well-known formation of one-dimensional
wires lying in furrows of reconstructed surfaces of semi-
conductors and noble metals, these metals adsorbed on the
W(112), Mo(112), and Re(1010) surfaces tend to form com-
mensurate linear structures built of mono-atomic chains
directed across the furrows. Monte Carlo simulations of the
increasing disorder of the chains with increasing tempera-
ture provide a transparent presentation of typical fluctua-
tions in such linear structures. Such studies provide insight
into the parameters of indirect interaction that are the basis
for the formation of the atomic wires. As with most “metal-
lic” wires on semiconductor surfaces, the linear alkaline
earth chains on the furrowed transition metal surfaces do
not exhibit strong metallic character but, rather, may be con-
sidered as dielectric atomic chains. Such a behavior results
from interaction with the substrate, which “ties up” the
valence electrons in the adsorption bonds. The local char-
acter of these bonds is replaced by a metallic one when
the lattice period of the adsorbed layer becomes incoherent
with the substrate period along the furrows. In this cover-
age range, both theory and experiment indicate a Wilson-
type NMT transition in the adsorbed layers. Atomic wires,
adsorbed on furrowed transition metal surfaces, seem very
attractive for the study of fundamental physical problems
such as NMT in overlayers.

1. INTRODUCTION
“Wires” call to mind an association with something long and
thin and definitely metallic. To this end, atomic chains built
from atoms of a metal represent a limiting case of a wire.
When adsorbed on stepped or reconstructed surfaces, many
metals tend to form long linear or zigzag chains lying in the
troughs of the substrate surface. This feature may be con-
sidered the “self-assembly” of adsorbed atoms into atomic
wires, supported by a “steering effect” along substrate fur-
rows or step edges.

The great interest in the quite special behavior of atomic
wires [1–19], in large part, has been caused by the potential
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for the creation of conductors of the smallest possible
dimensions. The investigation of such systems provides a
unique perspective on the limits of nanotechnology [17–
28]. The present capabilities of modern techniques, such as
scanning tunneling microscope (STM) atomic manipulation,
gives the experimentalist precise control of the formation of
atomic wires on various substrates. It is now becoming possi-
ble to create both single atomic chains and arrays of atomic
wires with desirable electronic properties. This opens a new
branch of nanotechnology—nanoelectronics [17–28].

Electronic properties of atomic chains depend substan-
tially on the substrate. The Si(111) surface is a particularly
convenient substrate, not only for achieving metallic charac-
ter, but also for obtaining straight and regular step arrays.
Thus, stepped (vicinal) Si surfaces, with a slight misfit from
the low-index crystallographic plane, form suitable templates
for the fabrication of atomic wires [18–26]. The distance
between the atomic wires can be adjusted in a wide range by
controlling the preparation parameters, and thus the fabri-
cation, by design, of a wide range of novel artificial materials
is possible.

To obtain good templates for tailoring atomic wires, one
can also explore vicinal surfaces of transition metals, for
example, Pt(997), a highly stepped Pt(111) surface [19].
More suitable substrates, however, are the inherently fur-
rowed (112) surfaces of W or Mo and (1010) faces of
hexagonal close-packed (hcp) Re [29, 30]. These surfaces
have very similar structures, which can be described as built
from close-packed (2.73–2.76 Å) atomic rows with rather
large spacing between them (4.43–4.45 Å). Here the sur-
face potential is corrugated, and one can expect similar for-
mations of the chains of adsorbed alkali or alkaline earth
atoms lying in the deep furrows. In fact, at low coverages,
the adlayers usually form chains orthogonal to the expected
direction. Increasing coverage results in a decrease in spac-
ing between the adatoms due to compression of the films
along the furrows, which leads to dramatic transformations
of the electronic structure of the overlayers [29, 30]. Hence,
at a complete monolayer coverage, the films may be bet-
ter characterized as metallic chains lying along the substrate
furrows. In the case of adsorption of rare earths, the situa-
tion is more complicated because of strong interaction with
the transition metal surface, which can cause, at elevated
temperature, reconstruction of the substrate surface. Never-
theless, in the second layer of Gd on a Mo(112) surface [31],
well-developed self-assembled arrays of atomic wires have
been found (Fig. 1).

It should be clarified what is actually implied when we
speak about the metallicity of adsorbed layers [32, 33]. Of
course, metallic wires must be conductive. However, there
are inherent problems with direct measurement of the con-
ductance of adsorbed wires [14, 24–27]. Apart from obvi-
ous technical complications, any extrinsic contact would
unavoidably affect the properties of adsorbed layers, and
therefore only limited information could be obtained. On
the other hand, a metal can be characterized by the absence
of a gap at the Fermi energy and, to some extent, by col-
lective electronic excitations [29, 30, 34]. If we accept these
criteria of metallicity, the state of the adsorbed films can
be probed (at least in principle) by electron spectroscopy
techniques such as ultraviolet photoelectron spectroscopy

Figure 1. Gd atomic wires on the Mo(112) surface. STM images,
obtained for two different scales, illustrate a “self-assembly” forming
atomic wires (Courtesy of Ya. B. Losovyj, private communication).

(UPS) [35, 36], inverse photoelectron spectroscopy (IPES)
[37], STS (scanning tunneling spectroscopy) [38–40], and
electron energy loss spectroscopy (EELS) [34, 41–43]. From
the theory side, a metallic state can be better characterized
by bands crossing EF, which also provides a nonzero density
of states at the Fermi energy.

Strange as it may sound, in most cases “metallic” wires
demonstrate dielectric behavior. For example, STM, core-
level and valence-band UPS, and IPES studies of Cs on var-
ious AIIIBV semiconductor surfaces (GaAs(110), InAs(110),
and InSb(110)) reveal the dielectric state of the adsorbed Cs
film, even at complete monolayer coverages [44–50].

The issue of metallicity of adsorbed atomic wires is fur-
ther complicated by the presence of the substrate surface.
In many experiments, it is not always clear whether just the
adsorbed layer or the semiconductor surface attains a metal-
lic character. In the case of a metallic substrate the situation
becomes even more involved. Nevertheless, there are sev-
eral examples of such adsorption systems for which a NMT
has been observed by UPS and EELS [51–57]. The evidence
of metallization of adsorbed layers in such experiments is
obtained from the increase in the density of states at the
Fermi energy (UPS), the appearance of bands crossing EF
(ARUPS), and the appearance of characteristic losses that
can be attributed to plasmon excitations.

Actually, our understanding of the electronic structure
of atomic wires is based on certain model descriptions of
adsorption systems. The more realistic the model, the bet-
ter the explanation of various phenomena at the surface. To
this end, it should be noted that the term “atomic wires”
inherently implies a model treatment of wires as free atomic
chains. Hence, to learn more about the metallicity of atomic
wires, its seems reasonable to study the experimental data
within a framework of certain theoretical models, such as a
one-dimensional chain or a free monolayer.

The quasi-“one-dimensional” outlook of atomic wires
provokes a number of theoretical considerations of elec-
tronic structure that are both interesting and exciting, but
applying these ideas to real adsorption systems, in terms of a
model one-dimensional system, must be done with extreme
care. Predictions for one-dimensional electron systems are
very exotic [1–18, 58–60]. The increasing amount of correla-
tion between electrons in one dimension results in different
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statistics for quasi-particles. In three dimensions the elec-
tronic and optical properties of metals are well described by
the Fermi liquid theory. In one-dimensional metallic systems
the electron-phonon interaction leads to the Peierls insta-
bility, whereas the electron-electron interaction may lead to
Luttinger liquid behavior. In a Luttinger liquid [58], the elec-
tron losses its identity and separates into two quasi-particles,
a spinon that carries spin without charge and a holon that
carries the positive charge of a hole without spin. It seems
possible (in principle) to visualize a holon in a Luttinger
liquid as a charge density wave and a spinon as a spin
density wave, which might allow one to justify the theory
through experimental confirmation from electron spectro-
scopies applied to atomic wires [9–11, 59, 60].

However, we live in a three-dimensional world, and there-
fore for real material systems such one-dimensional con-
cepts, as well as main statements based on these theoreti-
cal concepts, must be accepted very cautiously. In fact, an
atomic wire is not a one-dimensional system. Indeed, atomic
size in a wire is compatible with the period and, in many
cases, with the length of the wire. The “degree” of the one-
dimensionality becomes a challenge when possible mecha-
nisms of the NMTs in atomic wires are considered.

The issue of “dimensionality” emphasizes a fundamen-
tal problem of relation between many-body and one-particle
approaches in solid-state physics. Usually all discrepancies in
calculated band structures with experiment are attributed to
limitations of local density approximation (LDA) or, further-
more, density functional theory (DFT) [61–64]. Of course,
the band structure rigorously describes only the ground state
of an electronic system and cannot treat coherent excita-
tions (plasmons). However, the modern understanding of
the band structure [61] implies that it is pertinent to one-
particle excitations, that is, for quasi-particles (still called
“electrons”), which are not just the “real” electrons as in
the Hartree-Fock method. This means that the band struc-
ture approach can be applicable to the interpretation, in
large measure, of photoemission and inverse photoemission
spectra. In spite of many limitations, theory does often give
the correct physical picture of surface electronic structure.
We will revisit the well-known failure to describe the NMT
in the case of monovalent metals, which implies involving
many-body effects through the Mott-Hubbard scheme [65],
as discussed in some detail below.

In the following sections, we will first consider several
examples of real atomic wires built on various semiconduc-
tor surfaces (Section 2). The metallicity of atomic wires,
which is a focus of this chapter, requires consideration of
various types of NMTs and their applicability to the trans-
formations of the electronic structure of adsorbed layers.
These issues are discussed in Section 3. The band structure
approach to the NMT is the perspective from which this
chapter has been prepared. An example of the power of
this approach is Mg overlayers on Mo(112), and both band
mappings by ARUPS and calculated band structures of this
system are presented in Section 4.

2. ATOMIC WIRES ON
SEMICONDUCTOR SURFACES

Metals on semiconductors generate a large variety of low-
dimensional surface structures with interesting electronic
properties. There have been reports of correlation effects
destroying the metallicity of surfaces despite an odd electron
count per unit cell [66–70], which is somewhat related to the
anomalous surface corrugation by charge density waves or
by large atomic displacements [71–75]. There has also been
mention of metallic nanowires [76–78], of a surface state
with mixed dimensionality [19], of spin-charge separation in
a Luttinger liquid [1, 2, 60, 79–81], and of a surface with an
even electron count becoming metallic [20]. Theory predicts
a variety of exotic phases in such low-dimensional systems,
which are generated by the increased interactions and sub-
sequent correlations that electrons experience when they are
confined.

2.1. Alkali Metal Chains on
Reconstructed Si Surfaces

Alkali metal adsorption on a Si(100) surface is among the
most heavily investigated systems in surface physics and sur-
face science. The Si(100) surface reconstructs, as a result of
dimer formation, and this 2 × 1 surface has been the sub-
strate of choice for many alkali metal overlayer studies. The
adsorption of alkali metals on Si(100) is supposed to lead to
the formation of a metallic overlayer with increasing cover-
age, and the Si(100)2×1 reconstructed surface is considered
nonreactive with respect to alkali metal adsorption. Yet this
system remains controversial. Details of charge transfer to
the substrate and the overlayer structure are not completely
resolved and call into question whether the substrate or the
alkali metal overlayer undergo the nonmetal-to-metal phase
transition [82].

The 2 × 1 reconstruction of the Si(100) surface has been
characterized by a variety of techniques [82, 83], includ-
ing STM studies [84]. The buckling of the surface remains
a subject of controversy, particularly with respect to the
charge distribution of the buckled dimer [85], though recent
photoemission studies indicate that the surface dimers are
essentially covalent [86]. One problem with the symmetric
2×1 reconstruction of the Si(100) surface is that the surface
is metallic in the one-electron picture [87–89]. However, a
metallic surface is inconsistent with experiment [90–92]; thus
the addition of spin considerations is necessary theoretically
to open up a gap [87, 89].

The issue of the adsorption site for alkali metals, which is
important with regard to the possible metallicity of atomic
wires, is further complicated by the fact that under some
circumstances alkali metals will induce 3× 2 or 4× 1 recon-
struction of the Si(100) surface [93–97]. While there have
been some theoretical and experimental indications that ini-
tial adsorption at least partly favors the highly coordinated
sites [93, 94, 98–108], recent STM studies indicate adsorp-
tion into T sites [84, 109, 110], largely consistent with LEED
intensity analysis [111]. On the other hand, it is important
to realize that the theoretically derived “most stable” bind-
ing sites are dramatically affected by the choice of the basis
function cutoff used in the calculation [112].
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There is a general consensus [88, 98–103, 113–126] that
at one-half monolayer coverage, the alkali metal overlayer
on Si(100) is one-dimensional rows of atoms, that is, atomic
wires, with a spacing of 3.84 Å and with the rows more
widely separated by some 7.68 Å. Aruga et al. [113] reported
a metallic state of K linear chains adsorbed on the recon-
structed Si(001)2 × 1 surface. Evidence for metallization
[113, 119–126] of the K wires, lying on top of the rows of the
reconstructed substrate, was derived from the overlayer plas-
mon dispersion in a K adlayer measured by angle-resolved
electron energy loss spectroscopy. At saturation coverage,
the intraband plasmon mode was observed, which could
identify a metallic character of the K chains. It was proposed
that “the K chains adsorbed on Si(001) are in the nature
of a one-dimensional metal.” (It should be mentioned here
that nature does not provide any example of a real one-
dimensional material!)

However, according to suggested estimates [113] of the
dipole moments of adsorbed K atoms, the adlayer must
be strongly polarized, if not ionized. This follows from a
decrease in the work function as well as from the signif-
icantly reduced (17%) interatomic distance between adja-
cent K atoms (3.84 Å along the chain, and the K diameter
is 4.62 Å). Therefore, the K valence electrons must all be
essentially localized to provide a polar covalent bonding with
the semiconductor surface and can hardly be considered as
nearly free electrons that are the signature of the metallic
state for simple metals. Such a behavior has been reported
for Mg layers adsorbed on the Cr2O3(111) surface [127]. In
contrast to the expected metallic state for a complete Mg
monolayer, metallization of the film starts only with the for-
mation of the second layer. Again, a dielectric state of the
Mg monolayer results from a strong polar covalent bonding
with the substrate. This feature seems typical for adsorption
on dielectric and semiconductor surfaces and, unfortunately,
prevents observation of metallization within the first mono-
layer or lesser coverage for alkali metals on silicon [32, 69].

Work with Si(111) [128] suggests that alkali metal interac-
tion with the silicon substrate results in different amounts of
charge transfer to the surface as a consequence of changes
in the extent of electron occupancy of the gap states at the
surface. For clean Si(111), alkali metal adsorption appears
to be covalent as in the case of Si(100); indeed there are
results obtained with metastable (He∗) deexcitation spec-
troscopy (MDS) studies of cesium adsorption on Si(111)
[129] and lithium on Si(111) [130] that are similar to those
obtained with Si(100). There are differences between alkali
metal adsorption on Si(100) and Si(111) nonetheless.

Total energy calculations [99–102] suggest that alkali
metal adsorption induces a substantial surface reconstruc-
tion on Si(111), though calculated band structures can still
be compared to the photoemission results for Cs on Si(111)
[131]. Na [132] and Li [133] adsorption on Si(111) destroys
the 2 × 1 reconstruction on Si(111) [99]. Cs adsorption, on
the other hand, changes the 2× 1 reconstruction to a (

√
3×√

3)-R30 reconstruction [134], whereas K adsorption pre-
serves the 2 × 1 reconstruction [135].

Band structure measurements from Reihl and co-workers
[132–135] suggest that for Cs, Na, and Li adsorption, the
surface remains semiconducting to quite high alkali metal
coverages close to one monolayer, in contrast to the total

energy calculation [115] for K on Si(111). Jeon et al. [136]
have also used the STM in the microscopy and spectroscopy
modes to show that the Na/Si(111) system is a Mott insula-
tor and that a Mott-Hubbard transition occurs as the second
layer begins to form at a coverage greater than 2/3. The
problem with these measurements, as pointed out by Weit-
ering and Perez [137], is that an STM cannot tell the differ-
ence between a Si atom and a Na atom. The 1× 3 structure,
which Jeon et al. [136] believed to be a third of a mono-
layer of sodium, is, in fact, reconstructed Si, with a sodium
coverage as low as 0.1 of a monolayer, as this is all that is
required to reconstruct the Si(111) [137, 138].

The charge transfer from the adsorbed alkali metal to
the silicon dangling bond is also uncertain. The calcu-
lated charge densities [99–104, 114–116, 126] suggest a
nearly complete charge transfer to the silicon dangling bond,
indicative of a fairly ionic bond. Ishida and Terakura [126]
and others [103, 104] suggest that the adatom is essen-
tially neutral if the electron density is averaged in the alkali
adatom sphere. The brightly imaged Li, K, or Cs adatoms
on Si(100) in STM pictures have suggested that the alkali
adatoms are not completely ionized upon adsorption [84],
though the appearance of the lobes of charge density per-
pendicular to the Si(100) dimer rows for lithium adatoms
has been taken as evidence of a charge redistribution due to
the silicon-lithium interaction [109, 110].

The degree of charge transfer may in fact be a prob-
lem of definition, and the degree of charge transfer may
depend solely upon how space is assigned to the alkali metal
atoms or silicon dangling bonds [102, 126]. Hybridization
between the semiconductor substrate and the alkali metal
s,p states undoubtedly plays a role, but relating hybridiza-
tion to charge transfer, with all of the problems associated
with image plane location and atomic locations and size, is
difficult at best.

With the large charge transfer to the surface, theory [99–
103, 108, 126] predicts that the Si(100) surface becomes
metallic at a half-monolayer alkali metal coverage. In the
picture where there is a large charge transfer to the silicon,
the Si(100) surface has a half-filled band at half-monolayer
alkali metal coverage. The silicon surface becomes semicon-
ducting as this band fills completely, which would occur at
one monolayer coverage of alkali metal. This is consistent
with the increase and subsequent decrease of the apparent
density of states with increasing alkali metal coverage, as
observed both in MDS [139] and photoemission [140, 141].
In this scheme it is the silicon surface, not the alkali metal
overlayer, which becomes metallic. In fact, in this picture,
the alkali metal overlayer has no free electron band below
the Fermi energy since there is, after all, a depletion of elec-
trons from the alkali metal layer, and therefore the over-
layer is essentially nonmetallic [99–103, 126]. Indeed, in the
experimental band structure [141–143], the electronic struc-
ture of the Si(100)–2 × 1 potassium overlayer resembles a
semiconductor consistent with this picture.

There is evidence that the surface of Si(100) does not
become semiconducting with alkali metal coverages greater
than half a monolayer. Inverse photoemission studies [144]
provide strong indications that the high-coverage potassium
overlayers are metallic, at coverages where the MDS and
photoemission intensities at the Fermi energy are no longer
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at a maximum. Other band structure studies also suggest an
onset to metallicity at close to one monolayer of coverage.
On this basis of changes in band structure, Reihl et al. [133]
suggested that the NMT occurs at one monolayer, in agree-
ment with Tikhov et al. [145]. The energies of potassium
desorption [146] also indicate that for coverages greater than
half a monolayer, the adlayer is metallic. The core level
shift data from Soukiassian et al. [147] for Na 2p and Cs 4d
also indicate an onset of metallicity, but well above half
a monolayer. The appearance of a plasmon loss near the
alkali metal core-level feature was interpreted to mean that
it is the alkali metal overlayer, not the substrate, which goes
metallic [147]. In addition, core-level binding energy shifts
[148] and second-harmonic generation signals [149] suggest
that the onset of metallicity occurs at very low alkali metal
coverages (0.25) and the surface remains metallic to sat-
uration (monolayer coverage), as is also indicated by the
plasmon-induced electron energy loss [120, 121]. It should
be noted that the plasmon data are complicated by the pres-
ence and persistence of a clean Si(100) electron energy loss
feature at 1.7 eV due to single particle excitations [90, 121,
150–153], and some results indicate the onset of metallicity
at relatively low coverages.

2.2. Fabrication of Metallic Atomic Wires

In recent years, several metallic chain structures have been
found on semiconductor surfaces [1–28]. The Si(111) sub-
strate has been particularly useful as a substrate, not only
as a laboratory for achieving metallic character in surfaces
and ultrathin overlayers, but also as a surface for obtaining
particularly straight and regular step arrays.

Beyond the flat Si(111) surface, there are opportunities
for using stepped Si(111) surfaces to produce tailored, one-
dimensional structures with exotic electronic states [18–21,
24–28, 74]. Low step densities, formed with a miscut angle
of about 1�, stabilize a single domain of the one-dimensional
532 structure. High miscut angles, such as 9�5� for Si(557)
[18–21], create a whole new category of one-dimensional
structures that incorporate a step into the unit cell (Fig. 2).

Several of the structures induced by Au on flat and
stepped Si(111) have been reported to be metallic [18–21].
Another metallic chain structure is formed by In on Si(111)
[79]. One-dimensional structures of Au on Si(111) give a
nice example of the options for tailoring electronic states.
The number of atomic chains can be modified by adding
steps and by varying the Au coverage. This affects the elec-
tron count in the unit cell and is critical for metallic versus
insulating character.

Gold adsorbed on stepped (vicinal) Si(111) surfaces forms
two distinct one-dimensional structures: highly stepped
Si(557)-Au (metallic) and flat Si(111)5 × 2-Au (semicon-
ducting) [18, 19]. Both exhibit the chains along the �110�
direction. The Si(111)5 × 2-Au surface contains two rows
of Au atoms separated by a single Si row spacing, accord-
ing to transmission electron microscopy and diffraction. The
Si(111)532-Au surface contains one such chain per unit cell,
and the Si(557)-Au contains two chains with a spacing of
two rows. In addition, the electron count differs in these
two structures [19]. The Si(557)-Au surface, with an even

Figure 2. Templates for atomic wires. The images have been obtained
with STM with the method of step decoration. (a) Stepped Si surface
decored by CaF2 adsorbed molecules. (b) Ag wires provide bright dec-
oration of the step edges on Pt(997), a highly stepped Pt(111) surface.
Reproduced with permission from [18], F. J. Himpsel et al., J. Phys.:
Condens. Matter 13, 11097 (2001). © 2001, IOP Publishing Ltd.

electron count, is metallic and seems to defy the conven-
tional wisdom that an even electron count produces a semi-
conductor and an odd count a metal. Si(111)5 × 2-Au, on
the other hand, exhibits a pseudo-gap where the “parabolic”
free electron-like band abruptly loses spectral weight before
reaching the Fermi level [18, 19].

Metallic behavior is deduced from the observation that
the bands extend all the way up to the Fermi level EF
for Si(557)-Au, as in a metal. By way of contrast, the flat
Si(111)-Au surface shows a band that does not reach EF.
Another metallic chain structure is formed by In on Si(111)
[18, 19]. Vicinal Si surfaces, with adsorbed Au atomic wires,
can, in turn, serve as a template for fabrication of meso-
scopic wires of Pb [23]. The spontaneous formation of
mesoscopic Pb wires, on a 4� off-cut Si(001) vicinal sur-
face, Si(755), Si(533), and Si(110) substrates, was studied
by low-energy electron microscopy. Before the deposition
of Pb the substrates were modified by predeposition of a
submonolayer amount of Au followed by annealing. The
Au-induced reconstruction creates quasi-one-dimensional
facets and superstructures. Their widths ranged from sev-
eral hundred nanometers, in the case of the vicinal Si(001)
surfaces, down to atomic-scale dimensions, for the Si(110)
surface. The best-developed arrays of parallel aligned meso-
scopic wires were obtained during the deposition of Pb
on substrates cooled slightly below room temperature [23].
Wires with length-to-width ratios reaching 130 were pro-
duced on the Si(755) and the Si(533) substrates. The width
of these nanowires was uniform over the whole substrate
and was about 60 nm. The driving forces for the formation
of the mesoscopic wires are the anisotropic strain due to
the large misfit between the Pb and the Si lattice and one-
dimensional diffusion of Pb.

2.3. Surface Plasmon Modes
and Metallicity of Overlayers

The work discussed above raises the issue of what is a metal-
lic state [32, 33] and whether the appearance of the plasmon
peak is indeed indicative for the NMT in adsorbed layers. If
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we accept the concept of a one-dimensional K metal [121,
131], derived from anisotropy in the plasmon dispersion, it is
then quite difficult to explain a dielectric state for adsorbed
Cs films. Furthermore, plasmons can be excited in semicon-
ductors, such as silicon, and not just metallic systems. Hence,
identification of a metallic state of films and adlayers by
EELS needs additional justification.

In general, the EEL spectra contain information about
one-particle and collective excitations in bulk as well as in
the surface region [154–162]. It is not easy to distinguish the
yields from surface and bulk, especially in the presence of
an adsorbed layer. Therefore, it is essential to characterize
the excitations from the substrate and the adsorbed layer.

A true surface plasmon is a monopole sheet of charge,
whose field at q = 0 penetrates infinitely into the bulk, that
is, the surface plasmon depends upon the bulk charge den-
sity [32, 33, 163–165]. This means that such a mode cannot
directly characterize excitations just in the adsorbed layers.
At submonolayer coverages, there exists so-called multipole
surface plasmon mode [32, 33, 163–170] that is dipolar in
character and, consequently, because of a fast decay of the
field along both vacuum and the bulk directions, develops in
very thin films [164, 165]. Thus, the multipole mode of col-
lective excitations is extremely well localized within the sur-
face region, so that its energy, which is usually about 0.6–0.8
of the bulk plasmon energy, is roughly determined by a local
electronic density at the surface [164, 165]. A detailed anal-
ysis of the collective excitations in thin adsorbed films has
shown [163, 164] that with increasing density and thickness
of the overlayer film, these modes transform into ordinary
surface and bulk plasmons characteristic for the adsorbate.

With an oscillating electrostatic field normal to the sur-
face, this multipole mode (MM), in contrast to a “regular”
surface plasmon, can be excited directly by incident pho-
tons, which will lead to a strong absorption resonance of
the incident light. This occurs when the energy of the inci-
dent radiation is close to the energy of the multipole mode
[33, 164–170]. The excitation and subsequent decay of the
multipole surface plasmons [163–170] are intimately related
to enhanced surface photoemission—the surface photoeffect
[29, 165–168, 171–177] predicted by Makinson [178].

Obviously, a bulk plasmon as well as a multipole sur-
face plasmon, once excited, can contribute to the photoe-
mission intensity to the extent that each decays to a single-
particle excitation with a final-state electron that can escape
from the solid [164, 165]. A bulk plasmon that propagates
away from the surface also results in strong absorption
that can contribute to the photoemission, as in the special
cases of a strong coupling of the plasmon with interband
transitions in d-metals [164], but generally this is not pro-
nounced. In contrast, the multipole modes are located just
at the surface. Therefore, the decay of the MM to electronic
excitations gives rise to the resonance in the intensity of the
surface photoemission. It should be mentioned, however,
that a detailed description of induced electromagnetic fields
near the surface (suggested by Feibelman [177]) does not
require the MM excitation but provides, nonetheless, expla-
nation of the surface photoeffect in excellent agreement with
results of photoemission studies from simple metal surfaces
and thin films [165–168, 171, 172, 179–181].

The multipole modes have been directly observed by
EELS for surfaces of simple metals [168]. For transition
metals, a strong decay of the plasmons due to a high density
of states, provided by the d bands, makes the EELS spectra
too involved to detect the multipole modes unambiguously.
Thus it is not surprising that, for transition metal surfaces,
the surface photoeffect has been observed only for Mo(112)
[182].

2.4. The “One-Dimensional” Concept
and the Free Monolayer Model

While it might appear that the multipole modes might be
described as “two-dimensional excitations,” it should be
emphasized that these excitations imply a polarization in
direction normal to the surface. This feature makes mul-
tipole modes, in fact, three-dimensional objects. This is in
contrast with inherently one-dimensional Luttinger liquid
[58].

It has been put forth that the Luttinger liquid is the
proper model for describing an interacting one-dimensional
electron system without a gap in the spin or charge excita-
tion channel [2–10]. The characteristics of these excitations
must be significantly different from those of the Fermi liq-
uid model for 3D systems. It is one of the peculiarities of
Luttinger liquids that elementary excitations are not quasi-
particles with charge e and spin 1

2 , but collective charge and
spin density fluctuations with bosonic character, so-called
spinons and holons. These spin and charge excitations prop-
agate with different velocities, which leads to the separation
of spin and charge [2–10, 18].

It was suggested that angle-resolved photoemission stud-
ies [3, 4] on “one-dimensional” SrCuO2 and CuO chains
revealed excitations that could not be explained within the
conventional band theory, but required a picture in which
the spin and charge degrees of freedom for a single elec-
tron were separated. Using the one-particle Green function
approach for the Tomonaga–Luttinger model of one-
dimensional interacting fermions, Meden and Schönham-
mer [17] have obtained spectral functions that determine
photoemission and inverse-photoemission spectra. With this
theory, the dispersion relationship can be explained by
underlying spinon and holon branches, indicating separated
spin and charge excitations [3, 4, 17].

The possibility of the opening of a pseudo-gap that could
affect the metal-to-nonmetal transition was questioned by
Lieb and Wu [6]. The ground-state energy, wave function,
and chemical potentials, obtained with the short-range, one-
band model for electron correlations in a narrow energy
band, suggested that the ground state should not exhibit
the conductor-insulator transition with increasing correla-
tion strength.

Apart from the spin-charge separation, suppression of
spectral weight at the Fermi energy EF is a characteristic
feature of a Luttinger liquid. Such a suppression of spectral
weight has been reported for a number of quasi-1D com-
pounds (for example, “Berchgaard salts”) by photoemission
experiments [59]. Another example is the atomic Au wires
on vicinal Si(111). With this system Segovia et al. [2] found
collective excitations in photoemission spectra, as one could
expect for one dimensional systems. On the other hand,
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interpretation of these experiments is still ambiguous. Thus,
for Au on the Si(557) surface, Altmann et al. [19] have found
that the observed band splitting at EF rules out the spinon-
holon splitting suggested as its origin initially [9, 10, 17].
Indeed, spinon and holon bands are to converge at EF, and
therefore a natural interpretation of the splitting is a closely
spaced doublet of ordinary bands crossing EF.

As commonly recognized, in three dimensions the elec-
tronic and optical properties of metals are qualitatively
described by the Fermi-liquid theory. There is no reason
for the existence of inherently one-dimensional systems,
with the associated exotic behavior, in our three-dimensional
world. We note that the suggested transformation of elec-
tronic excitations into spinons and holons, that is, bosonic
excitations, ultimately negates any meaning of a Fermi
energy and therefore all related electronic phenomena.
Hence, to get exotic behavior one must study extremely
exotic systems, but not atomic wires on semiconductor sur-
faces, which may be better characterized as real objects, with
strong anisotropy of electronic properties.

As is evident from the above arguments, the appearance
of a loss peak that corresponds to plasmon mode excitations
cannot, by itself, prove the existence of a metallic state, nor
prove, in particular, the existence of metallic character in
the adsorbed layer. Therefore, it is quite important to also
explore another approach to determining the presence or
absence of metallic character, namely, band structure mea-
surements and calculation.

In the band structure picture, a nonmetal must have
a gap at the Fermi energy, while a metallic state could
be convincingly characterized by bands crossing the Fermi
level. Unfortunately, in reality, the situation is very com-
plicated because of strong complex interactions in the sys-
tem, and therefore interpretation of the results is not always
as straightforward as one would expect. Thus, there is only
qualitative agreement between the experimental [140–142]
and the theoretical band structures. The theory does not
agree with the dispersion relationship for the unoccupied
bands, determined by inverse photoemission [88, 133, 144],
or the dispersion relationship obtained from photoemission
for the occupied bands [102, 140]. The occupied density
of states seen in metastable deexcitation spectroscopy [130]
and photoemission [140, 141] does resemble the calculated
density of states in some calculations [116, 126] but not
others [104, 108].

A free monolayer, possible only in model calculations
[182–187], avoids the complications caused by the influence
of a substrate surface. Obviously, such a simplification can
provide only a qualitative description of the electronic struc-
ture of adsorbed layers (specifically, atomic wires). Never-
theless, as will be illustrated below by several examples,
the free monolayer approach is really capable of explain-
ing many important features of metallic films adsorbed on
transition metal surfaces, in particular, the NMT in alka-
line earth films with increasing coverage [187]. Application
of this idealized model to metal films adsorbed on semicon-
ductor surfaces, however, is rather ambiguous because of a
localized character of adsorption bonds, which results in sub-
stantial redistribution of valence electrons within the surface
region. To this end, it may be noted that it was suggested [18]
that interaction with a semiconductor surface should be less

important than that with a metal surface. This statement, it
was argued, is in line with empirical considerations, by the
lack of the band hybridization that should occur when the
bands of the adsorbed metallic layer appear in the energy
gap of the substrate. In fact, the situation is just opposite.
Usually, in semiconductors, there are narrow bands of sur-
face states in the vicinity of the Fermi energy, which provide
strong polar covalent bonding to the adsorbed metal atoms.
These bonds remain of a local character even at a complete
monolayer coverage, which prevents metallization of the
adsorbed films [127]. In the case of a metal substrate, while
at low adsorbate coverages the bonding should be somewhat
similar (i.e., localized), near a complete monolayer, because
of metallization of the overlayer [29, 30, 51–54], the bonding
attains a metallic (delocalized) character. Hence, the film
acquires a certain “independence,” which makes the free
monolayer approximation more realistic.

3. THE NONMETAL-TO-METAL
TRANSITION IN FREE MONOLAYERS

Because of strong interaction of the Fermi electrons
with phonons, structural instability is characteristic of
low-dimensional metals [188]. Hence, unsupported linear
metallic atomic wires must be unstable, and therefore the
interaction with the substrate surface is essential for the
appearance of the appropriate film structures, particularly
linear or zigzag atomic chains. Nevertheless, many important
properties of the atomic wires can be learned by studying the
electronic structure of free, unsupported monolayers. This
simple model allows for rigorous band structure calculations
for various spacings between atoms. We can describe the
dramatic changes in the state of the system, NMT, which
must take place with increasing density of a crystal built from
atoms of “nominal” metal.

To calculate electronic structure, one may choose,
depending on the type of interactions between adsorbed
atoms, between quantum-chemical calculations for clusters
and the crystal-based band structure approach that is valid
for infinite periodic monolayers [182–187]. Each approach
has its place. That is, when the attraction between adsorbed
particles results in the growth of islands [189–192], it worth-
while to simulate the onset of metallicity by increasing the
cluster size [192–194]. On the other hand, when metalliza-
tion is caused by a compression of adlayers with repulsion
between adatoms, which is mostly the case for alkali and
alkaline earth layers adsorbed on smooth transition metal
surfaces [29, 30], the calculations for free periodic mono-
layers with decreasing lattice period [186, 187] seem to be
more appropriate for simulating the adsorbed film. In each
case, there is the essential issue of what a metal is. Compar-
ison between approaches makes the question rather critical.
Thus, a metal may be considered a piece of matter that
exhibits conductivity, in other words, that has a certain den-
sity of states in the vicinity of the Fermi energy. Such a metal
may be a cluster of sufficient size, a liquid or a fluid. Alter-
natively, a metal is associated with a metallic band struc-
ture, whose existence necessarily implies periodicity that is
characteristic for crystals. In the literature, this distinction
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between the two possible definitions of a metal is usually
obscured, thus leaving the reader to guess which approach
is actually adopted.

The system studied by the widest variety of approaches,
perhaps, is mercury [32, 195–200]. The evolution of the elec-
tronic structure of adsorbed films of mercury shows different
behavior on different substrates. Various experimental and
theoretical approaches have been applied, giving a compre-
hensive description of the role of a strain in adsorbed Hg
layers [195, 196], as well as the critical volume and coordi-
nation number [197–200] in the NMT. While fully metallic
behavior in Hg clusters occurs for free clusters 70 to 110
atoms [197, 198] in size, corresponding to a coordination
number of 9 to 20, the deviation from nonmetallic behav-
ior and the transition toward metallic behavior begins at a
coordination number of about 6. A similar cluster approach
for Cs overlayers on GaAs [199] has revealed the critical
coordination number to be about 3.

What we underscore here is that the cluster-based calcu-
lations definitely suggest a nonmetallic state for a coordina-
tion number of 2. This means that this approach precludes
dielectric behavior in atomic wires for any spacing between
atoms.

We will consider the NMT from the point of view of the
crystal-based approach, and therefore the complex issues
of the “degree” of metallicity (which appears in sufficiently
large but still finite sized clusters), density of impurities, and
finite temperatures (better described by Anderson transi-
tion, but in only three dimensions [201–203]) remain beyond
the scope of this chapter. In other words, we will deal with
perfect infinite crystals at zero temperature limit to out-
line basic principles of the NMT resulted from increasing
density.

3.1. The Wilson Transition

Most handbooks on solid-state physics associate NMT with
the names Mott and Hubbard [65, 204–208] (Mott-Hubbard
transition) but sometimes omit Wilson [209, 210], who first
(in 1931) described NMT for divalent atoms in a two-band
model. The Wilson transition is illustrated in Figure 3 by
results of model calculations for free Mg monolayers with
a square lattice. When spacing between divalent atoms in
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Figure 3. The Wilson transition in a Mg monolayer with a square lat-
tice. A decreasing lattice constant results in a metallic state, which is
evident from closing of the gap at EF.

a crystal is large, the lower s-band is filled and the upper
p-band is empty. This results in a dielectric state (at T = 0,
in the most rigorous definition, the Fermi level locates at
the topmost occupied level that is the edge of the s band,
as shown in Fig. 3). As the spacing decreases, increasing
overlap of atomic orbitals is followed by increasing width of
the bands and their hybridization. The gap at EF vanishes
and the crystal becomes metallic.

Wilson’s NMT does not need any special transformation
of the structure, and, thus, with decreasing spacing between
adsorbed alkaline earth atoms, the NMT is revealed by
the rise in the density of states at the Fermi level, which
can be observed by ultraviolet photoelectron spectroscopy
(UPS) [51–54]. Obviously, a metallic substrate complicates
the study of the NMT in adsorbed layers but, on the other
hand, provides a unique opportunity to change the density
of the adlayer over a rather wide range. To this end, it is
important to understand how the changing spacing, between
atoms in a free monolayer film, would be revealed in the
evolution of the electronic structure. This can be performed
by band structure calculations for various structures and lat-
tice densities.

Wimmer [183, 184] and Boettger and Trickey [185] cal-
culated the band structure, density of states (DOS), and
cohesive energies for close-packed monolayers of free alkali
and alkaline earth. Both studies reported a metallic state in
monolayers for lattice spacings that were chosen to be equal
to experimental bulk lattice constants or related to the min-
imum in total energies. According to these calculations, a
hexagonal lattice structure has the lowest total energy and,
therefore, is the most probable structure for free alkaline
earth monolayers.

Transformations of the band structure of alkaline earth
free hexagonal monolayers [187] with increasing lattice peri-
ods have been studied by the LAPW method for thin films.
Results of these calculations revealed a Wilson-type tran-
sition that occurs at certain critical spacings between alka-
line earth atoms. Thus, when interatomic spacing is large,
a dielectric state of Be, Mg, or Ca layers is evident from
the band gap at EF, separating s and p bands (the predomi-
nantly s and p characters of the bands are derived from the
partial DOS). As the density increases, the bands gradually
become wider and hybridization makes the gap close. For
close-packed monolayers, the band structure clearly shows a
metallic state with two parabolic bands crossing the Fermi
level. A rather high DOS at EF is provided by both the s and
p partial densities, which indicates that the metallic state is
established because of the s-p band hybridization. This is
characteristic of the Wilson NMT. Such a behavior is typical
also for Sr and Ba, apart from the substantial contribution
of d states to the DOS at EF.

The issues concerning the role of the coordination num-
ber in the NMT have been investigated by calculating the
evolution of band structures for bulk Ba and various mono-
layer structures of Ba as a function of increasing lattice con-
stant [211]. Among the alkaline earth metals, Ba is attractive
for model studies because it is rather close in size and behav-
ior to Hg, of which metallization with decreasing spacing is a
classic example of the NMT [65]. The calculations were per-
formed by the scalar relativistic (film-) LAPW method [212],
assuming a bcc structure for the bulk Ba and hexagonal,
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square, and diluted linear structures for monolayers. In the
latter case, a rectangular lattice with a longer period of
10 Å was employed to simulate the absence of electron
density overlap between the linear chains, while the atomic
spacing along the chains was varied. Using essentially the
same methods for the bulk and the monolayers, the role of
the coordination and dimensionality of the system has been
studied by comparing, for each different lattice geometry,
the interatomic spacing that corresponds to a sharp rise of
DOS at EF.

The main result in comparing the nearest-neighbor dis-
tances between Ba atoms, which is related to the critical
NMT point [211], can be summarized as follows. The tran-
sition point for bcc Ba corresponds to the nearest-neighbor
distance of 7.9 Å, which is much greater than the value of
5.7 Å for the NMT in the monolayers with a hexagonal or
square lattice. There is a generally larger critical spacing
associated with the larger coordination number in the bulk
(8 for bcc Ba), as compared with 6 for hexagonal, 4 for
square, and 2 for linear lattices. However, the comparison
shows that the critical spacing does not scale as a simple
inverse function of the coordination number.

Hence, quasi-one-dimensional atomic wires can be metal-
lic provided that the interatomic spacing is small enough—
the NMT in these wires must occur at much smaller lattice
periods than in a bulk crystal. This feature may be a reason
why Yamada [24] claimed that one-dimensional Mg chains
are always nonmetallic. Indeed, apart from well-known lim-
itations of the tight-binding approach when used for simple
metals, these calculations do not address the possibility of a
small compression of the wires, which is typical for adsorbed
layers. For example, in the (1 × 1)Mg/Mo(112) structure
[29, 52–54], the distance between Mg atoms in the wires
lying in the furrows is 2.73 Å, which is approximately 14%
less than the distance between Mg atoms in a bulk crystal.
Figure 4 shows the results of model self-consistent LAPW
calculations of one-dimensional band structures for linear
Mg wires at various characteristic distances between atoms.

-6

-5

-4

-3

-2

-1

0

1

2

3

p

s

a = 3.5

XΓ

E
 [e

V
]

-6

-5

-4

-3

-2

-1

0

1

2

3

p

s

a = 3.2

XΓ

E
 [e

V
]

-6

-5

-4

-3

-2

-1

0

1

2

3

p

s

a = 2.73

XΓ

E
 [e

V
]

Figure 4. The Wilson transition in linear Mg chains. While for a =
3�5 Å the Mg chain is dielectric, at a = 3�2 Å, which is about the
bulk lattice period of hcp Mg, the wire becomes metallic. For the
p(1×1)Mg/Mo, the distance between Mg atoms located in the furrows
is 2.73 Å, and the wires are definitely metallic.

Whereas for a = 3�5 Å the chain is obviously dielectric, at
a = 3�2 Å, which is about the bulk lattice period of hcp
Mg, the wire becomes metallic. It should be noted that the
position of the Fermi level is determined here from the den-
sity of states evaluated while accounting for other chains,
which form a rectangular unit cell of the monolayer. In other
words, despite of negligible overlap of wave functions of the
atoms in neighboring chains (with 10 Å spacing), the sys-
tem, in fact, still remains three-dimensional (in the direction
of the normal to the model monolayer, wave functions are
evaluated by numerical integration).

3.2. Mott-Hubbard Transition
and the “Failure” of Band Theory

No ghost “many-body effects” are needed to describe the
Wilson transition—this can be done solely in terms of elec-
tronic band structure transformations resulting from the
increasing density of the crystal. This mechanism evidently
fails to directly explain the NMT in alkali crystals. Indeed, in
considering one-electron (per atom) systems, it seems that
the crystal must be metallic, because the lower s band is
half-filled, regardless of the lattice constant. For this reason,
it has been claimed that a band structure approach should
be invalid for the case of strongly localized valence elec-
trons. Thus, it has become a conventional wisdom that the
DFT needs certain many-body corrections to account for
enhanced correlations that appear in Mott insulators and
ferromagnets. To date, it is generally believed that while the
NMT in divalent crystals still can be explained as a Wilson
transition (that is, in terms of hybridization of the s and p
bands), the NMT in monovalent metals unavoidably involves
many-body effects and therefore must be attributed to the
Mott-Hubbard transition [32, 33, 61, 65, 126, 213–220].

Mott and Hubbard [65, 204–208] suggested a semiem-
pirical picture of the transformation from metallic to insu-
lating phase based on considerations of the gain in total
energy. Using atomic ionization potential, affinity, and Hub-
bard interaction energies U , they have obtained a rather
transparent explanation of the transition from localized to
delocalized states of valence electrons with decreasing spac-
ing between alkali atoms.

Let us consider two well-known explanations of the Mott-
Hubbard transition with changing spacing between mono-
valent atoms. When the spacing is large, a transfer of an
electron from an atom to a neighboring atom would be very
unfavorable because of the large increase U in the total
energy, which can be roughly estimated as the difference
between the ionization potential and the electron affinity of
the atom. This is a dielectric state, and valence electrons
stay bounded with their atoms. Such a state is described
by two narrow Hubbard bands (or several bands in some
more sophisticated approaches) that originate from atomic
occupied (ns1� and empty states, separated by an energy U .
With decreasing lattice period, increasing overlap of atomic
wave functions leads to an increase in the widths Bupper and
Blower of the upper and lower Hubbard bands, respectively.
The resulting increase in widths leads to band tail over-
lap, which corresponds to the transition to a metallic state.
Establishment of a metallic state results in a decrease in
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total energy, which largely compensates for the lost U , and
electrons gain some freedom (delocalize). The criterion of
the NMT [32, 65] may be roughly estimated from the rela-
tionship between U and the widths of Hubbard bands as


Bupper + Blower�/2 = U

This interpretation of the NMT, in general, seems very
reasonable. Indeed, there must be a transition to a dielectric
state when the spacing between monovalent atoms becomes
large. What is questionable here, however, is validity of
the linear combination of atomic orbitals (LCAO) approach
based on tight-binding approximation. Such an approach
might be more or less justified for describing the dielectric
state but becomes, obviously, rather poor for attempting to
describe the nearly free electron bands in a simple metal.

Another popular explanation of the Mott-Hubbard tran-
sition is based on the consideration of screening (which is
a many-body effect) and its dependence on electron den-
sity [32, 65]. The screening parameter ls (inverse screening
length) is introduced through the Thomas-Fermi approxima-
tion:

V 
r� = 
−e2/r� exp
−lsr�

When the screening length exceeds the distance between
monovalent atoms, the crystal will be metallic; otherwise the
electrons will remain bounded to the ions and therefore the
crystal will be a dielectric. Such a description presents an
attempt to explain NMT by starting from a metallic state, for
which the Thomas-Fermi approximation is acceptable. How-
ever, near the transition point and for a dielectric state, the
system must be very far from a free-electron gas, and thus
macroscopic parameters of screening can lose their physical
meaning.

Another challenge with regard to the Mott-Hubbard tran-
sition is the order of transition and related transformations
in the magnetic state. Though it is generally believed that the
Mott-Hubbard transition must be of the first order [32, 65],
the situation with magnetic transition is still unclear. Mott
[65, 204, 205] considered an array of hydrogen atoms at zero
temperature fixed rigidly on a lattice. The ground state of
this system can be characterized as follows. At very high den-
sity the system will be a paramagnetic metal, while at low
densities it will be an insulator and probably antiferromag-
netic. Between these two limits there must be a transition
from metallic to insulating behavior and from paramagnetic
to antiferromagnetic behavior. Thus, Mott [65] suggested
that with a decreasing lattice constant, there will occur, at
some critical interatomic distance, the dielectric-metal and
magnetic transitions (that is, in fact, a single transition). In
contrast, the Hubbard model [207] predicted two separate
phase transitions that should occur at two different distances
between monovalent atoms.

This problem was studied by Rose et al. [221], who used
tight-binding band calculations to describe a hydrogen crys-
tal at various interatomic spacings. They also found two sep-
arate transitions that originated from the indirect overlap
of the spin-split bands. As the spacing decreases, first, the
second-order transition from a spin-ordered (ferromagnetic)
state to a paramagnetic state occurs. Then, second, with a

further decrease in the spacing, the first-order phase transi-
tion from the dielectric state to the metallic state occurs.

For atomic wires, the picture seems even more compli-
cated because of enhanced correlations in a one-dimensional
case [1, 32]. Using the short-range one-band model for elec-
tron correlations in a narrow energy band, Lieb and Wu
[6] have found the ground-state energy, wave function, and
chemical potentials in the one-dimensional case. Based on
these results, they have found that the ground state exhibits
no conductor-insulator transition as the correlation strength
is increased.

In contrast, on the basis of self-consistent DFT calcula-
tions, Zabala et al. [16] predicted that three-dimensional
nanowires of simple metals should undergo a transition from
a spin-polarized magnetic state at critical radii. Noteworthy
here is that the wires are considered as three-dimensional
objects, for which an inherently one-dimensional descrip-
tion, pertinent to excitations in Luttinger liquid [1], is not
applicable.

To find a guideline in this quite involved situation and
to gain a clear description of the NMT, we will adopt the
band structure approach. The present understanding of band
structure [61] precludes assigning true one-electron meaning
to the bands, as suggested by the Hartree-Fock approach.
Rather, the bands should be treated as energies of quasi-
particles that may be considered as electrons combined
with exchange-correlation holes. Therefore, the many-body
effects are in fact included in the band structure (apart from
coherent excitations that cannot be treated in the model of
quasi-particles with weak interaction). These ideas, first sug-
gested by Wigner and Slater [222–224], have found their jus-
tification in the famous Hohenberg-Kohn-Sham DFT [225–
227] as well as in a number of experiments. It is the intro-
duced effective exchange correlation potential that has con-
nected the many-body effects to the band structure, thus
unavoidably changing its original one-electron meaning.

In some special cases, however, the applicability of the
DFT approach was questioned. It was established that the
local spin density approximation (LSDA) fails to describe
correctly the electronic structure of strongly correlated sys-
tems such as Mott insulators, insulator ferromagnets, and
4f metals [228–230]. The inability of LSDA to correctly
describe 4f metals occurs mainly because of the incorrect
position of spin up f↑ and spin down f↓ bands if the 4f elec-
trons are treated as bands (not as core states) [231–233].
The increasingly compelling evidence that gadolinium was
a local moment system with correlated electrons [234, 235]
provoked the development of an improved version of the
LSDA method by including the Hubbard U , taken from the
mean-field approach to the many-body problem [228, 229].
To date, the LSDA + U method is widely recognized and
has proved fruitful in recent calculations of the bulk and
surface electronic structure of Gd [236–238]. Because of a
better accounting of the intra-atomic correlations, the 4f
minority band rises away from the Fermi level, while the
4f majority band increases in binding energy to the correct
position [236]. Implementation of the LSDA in the LAPW
method for thin films has been accomplished [237], and cal-
culated self-consistent densities of states for Gd(0001) sur-
face provide a reasonable positioning of the occupied 4f
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band. Again, inclusion of the Hubbard U allowed for a cor-
rect estimation of the magnetic moment as well as of the
width of the s-d valence band (above 4 eV) [238]. Nonethe-
less, the correlation U remains something of a “fudge” fac-
tor even in ab initio calculations.

On the other hand, the LSDA+U results ultimately pre-
dict the existence of the spin minority unoccupied band
approximately at +2 eV above EF. This band originates from
the Gd 4f spin minority localized “atomic” state and there-
fore is very narrow (0.5 eV [236, 238]). This band results in
an extremely sharp peak in the unoccupied DOS (the “pure”
LSDA approach puts this peak on EF [236]). The challenge
here is that for the Gd surface, such a peak is very difficult to
observe in angle-resolved inverse photoemission [239], and
the existing assignment cannot be completely definitive.

An alternative approach to the rare earths, with consid-
eration of 4f states as core states, has been argued [240]
to be relevant, because of a strong localization of the 4f
electrons within the Gd core. It has been suggested [233]
that the “first-principle” (pure) LSDA approach can be res-
cued and resuscitated, provided that the 4f states are treated
as core states. Bylander and Kleinman [231, 232], in con-
sidering 4f states, proposed that the key to the problem is
that exchange and correlation should be treated differently
for core states and for bands. Thus, LSDA must be ade-
quate for valence electrons in the band states, whereas for
core electrons the Hartree-Fock approximation seems more
appropriate. It should be mentioned also that the authors
have questioned the validity of the LSDA + U approach in
providing a correct electronic structure of Gd.

The example of Gd electronic structure illustrates the
essential issues concerning the validity of band structure for
strongly correlated systems. Indeed, regardless of the actual
description of the system, to obtain some physical picture
one needs consideration of the bands. Having the “tenta-
tive” band structure, it is possible to estimate certain “many-
body corrections” such as the Hubbard U [228, 229] and the
inner potential, which is roughly equal to one-half of the
bandwidth [32, 182]. However, it is this method, but not
the band structure, that has inherent problems, because if
the bands are invalid, they cannot be used to properly evalu-
ate the corrections. To this end, using LSDA in a slab model,
the electronic structure of the Gd(0001) surface has been
obtained in good agreement with spin-resolved ARUPS and
IPES results [241], which indicates the validity of the band
structure approach, even in the case of localized 4f states.

For the sake of completeness, the very recent evidence
of limitations of DFT should be mentioned as well. Using a
number of the most sophisticated calculational techniques,
Feibelman et al. [112] have suggested that DFT total energy
calculations are incapable of predicting correct atomic struc-
tures. This tends to negate the value of all total energy cal-
culations performed to date and does not open any new
options as an alternative either. The only hope that remains
is that, in fact, increasing matrix size (used to achieve a
unique convergence) could result in unexpected mathemat-
ical problems with numerical stability and applicability of
standard diagonalization procedures. In any case, fortu-
nately, this issue concerns only total energy, but not band
structure calculations.

Hence, the band structure approach, buttressed with the
density functional theory, gives a correct description of
the ground state of a crystal. Therefore, it must explain
the NMT in alkali crystals as well. Indeed, increasing the
lattice spacing cannot cancel the band structure because its
formation is determined only by the periodicity of a crys-
tal. As the spacing increases, the local density approximation
becomes worse, but the challenge is to obtain a qualitative
picture of the transition rather than achieve great accuracy
in band structure calculations. If, for divalent atoms, the
band approach is valid, how can such calculations be com-
pletely invalid for monovalent metals?

3.3. Peierls Transition

A natural explanation of the dielectric state of an expanded
alkali chain is the Peierls’ distortion [188]—a charge wave
that provides a coupling of adjacent atoms (Fig. 5). This
coupling leads to a doubling of the period along the chain
and thus to an associated decrease in the Brillouin zone.
Then the Fermi level falls within the gap that opens at the
new edges of the zone, which gives rise to a dielectric state.

The Peierls instability is induced by strong electron-
phonon interactions, enhanced by so-called nesting—overlap
of parts of the Fermi surface as a result of a translation,
�k� = 2kF. For a spherical Fermi surface of a simple metal,
the nesting is negligible and therefore the metal can be sta-
ble. In contrast, for a single one-dimensional metallic chain
of atoms, the Fermi surface consists of two points, k = +kF
and k = −kF, which results in a perfect nesting and thus
leads to instability of the chain. This is why the Peierls dis-
tortion is usually considered as a characteristic of essen-
tially one-dimensional metals. However, substantial nesting
appears also for a three-dimensional, periodic sequence of
noninteracting (or weakly interacting) chains [2–4, 8–17]. In
this case, the Fermi surface is very flat and can be approx-
imated by two parallel planes that are perpendicular to the
chain direction and can be shifted onto each other by the
translation �k� = 2kF. Hence, the Peierls instability results
from the strong anisotropy of metallic chains (wires) rather
than from just one-dimensional properties of the system.
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Figure 5. The Peierls transition. Coupling of the atoms in the metallic
chain opens the gap at EF.
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It is this behavior that allows one to expect the Peierls dis-
tortion and related opening of the gap at EF for real atomic
wires.

In other words, an atomic wire must be unstable toward
static periodic lattice distortions due to lowering of the
total energy when the gap opens. On the other hand, such
a distortion increases the phonon energy, and, hence, the
instability of the metallic chain will occur below the Peierls
temperature.

In spite of the expectation of dielectric character (due to
Peierls instability), some of the atomic wires, such as Au on
stepped a Si(557) surface, were found to be metallic [18, 19].
To explain this result, it was suggested [18] that the metal
atoms at a silicon surface were locked into the silicon crystal
lattice. This provides a means for “anchoring” the chain to
prevent dimerization.

3.4. Zigzag Structures and the “Gapless”
Peierls Transition

It has been noticed that various adsorbates tend to form
zigzag chains when adsorbed to metal or semiconductor sur-
faces. For example, Cs on AIII-BV(110) surfaces (GaAs and
InSb) forms stable one-dimensional zigzag chains extend-
ing for several hundred angstroms along the [110] direc-
tion [44–46] (Fig. 6), as observed in scanning tunneling
microscopy (STM). At 40% of saturation coverage, the
quasi-linear chain phase evolves into a 2D cluster layer.
Over this whole coverage range, the 1D chains and 2D clus-
ters are found to be insulating. The measured tunneling gap,
which narrows with the transition from the 1D to the 2D
film structure, provides strong evidence for a band gap and
the insulating state of Cs at coverages below a monolayer
[44]. The metallic character is observed only with formation
of the second Cs overlayer [44].

Such zigzag structures can be a result of Peierls-like dis-
tortions but are accomplished by a transverse displacement
of every other atom in the chain, and one might expect that
this distortion could open up a gap at the Fermi energy.
This idea was very attractive, in particular, in the picturesque
explanation of a dielectric state of zigzag Cs chains on GaAs.
However, purely transverse displacement of the atoms in
alkali metal chains will not open a gap at the zone edge, as

Figure 6. Zigzag Cs wires on GaAs. STM images of Cs chains on the
GaAs(110) surface at � = 0�03. Left: Overview (1370× 1370 Å). Right:
A single Cs zigzag chain (70 × 70 Å). Reprinted with permission from
[44], L. J. Whitman et al., Phys. Rev. Lett. 66, 1338 (1991). © 1991,
American Physical Society.

illustrated by Figure 7. Such a behavior has been explained
by Batra [99, 100], who has found that a transverse distor-
tion does not lift the degeneracy at the Brillouin zone edge.
Hence, in spite of lowering energy, a transverse distortion,
the “gapless Peierls transition,” cannot result in a dielectric
state of the Cs atomic wire. This is why the nonmetal state
of zigzag Cs chains on GaAs was suggested to be an example
of a Mott insulator [47, 48, 100–102, 213–220, 242–248].

These ideas have provoked a number of investigations
focused on the search for the gapless Peierls transition in
adsorbed atomic wires. For alkali metals on Si(100), the long
chains of alkali metal atoms for the metallic half-monolayer
coverage surface could potentially exhibit a Peierls-like
phase distortion. Longitudinal distortions for such chains
are unlikely (spacing distortions along the chain) because
of the close spacing between alkali atoms, and in general
these “steric” effects favor transverse distortion [102, 104].
However, strong interaction with a semiconductor surface
complicates interpretation, and the results obtained thus far
are not clearly indicative of the Peierls transition. A more
fruitful approach in seeking the evidence for the Peierls
transition [100] has been investigation of the trivalent metal
overlayers, like Al, Ga, and In, on reconstructed semicon-
ductor and metal (Cu(110) [248–250]) surfaces.

Symmetric dimer formation, rather than the more con-
ventional transverse bulking of the gapless Peierls phase, has
been proposed for the 3 × 2 (third of a monolayer), 2 ×
2 (half monolayer), and other structures observed by low-
energy electron diffraction for gallium overlayers on Si(100)
[143, 251–253]. Similar results from STM studies [251] tend
to confirm that the structures formed by gallium on Si(100)
are either more akin to a conventional Peierls distortion (as
opposed to a transverse distortion) or a dimer row forma-
tion. This is supported by photoemission [143]. Such struc-
tures are, in fact, different from both the expected longitu-
dinal and transverse Peierls phase distortions. In Figure 7
(on the right), model band structure calculations are shown
to illustrate the opening of the gap in this more complex
situation.
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Figure 7. The “gapless” Peierls transition. While a transverse distortion
does not open the gap at EF, rotation of the pairs of monovalent atoms
in the chain leads to a dielectric state.
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Arsenic overlayers are also seen to form symmetric dimer
rows on Si(100) [82, 254–256]. The results for As on Ge(100)
2× 1 reconstructed surfaces are very similar [57]. Again, the
increasing binding energy of the surface state bands for As
on Si(100) [201–203] is not consistent with a gapless, purely
transverse Peierls phase transition. Unlike the clean Si(100)
reconstructed surface, the dimers of arsenic on Si(100) form
filled bonding and antibonding surface states, though these
states are not resolved in photoemission [254, 256].

The deposition of indium tends to result in metallic
indium island formation [258], but symmetric dimer forma-
tion is also observed with submonolayer coverages [258–
260]. Given the tendency for indium to aggregate into
islands, this overlayer system may not be particularly suit-
able for investigating a Peierls phase transition. Antimony
presents a similar complication, with the observed tendency
for the formation of Sb4 tetramers on top of a chemisorbed
Sb layer on Si(100) [261, 262]; nonetheless it is clear that
Sb on Si(100) will form dimer rows at submonolayer cover-
ages [260, 263, 264]. As a consequence of the Sb filling of
the dangling bond states, a suppression of the silicon surface
band structure is seen with Sb adsorption [259].

In adsorbed layers, the Peierls transition from the metallic
to the dielectric state has indeed been reported for triva-
lent Tl and In wires on furrowed p(1× 2)Si and GaAs(110)
semiconductor surfaces [79]. This mechanism of NMT must
be valid for alkali wires [216–218] as well and indicates
the importance of further experimental investigations of
electronic states of atomic alkali chains for elucidation
of this fundamental phenomenon. In particular, the NMT
in adsorbed alkali layers with increasing density must be
accompanied by a structural phase transition—in the quasi-
one-dimensional case of the linear chains, by the change
from the coupled to the uniform distribution of atoms along
the chains.

Concerning the gapless Peierls transition, it should be
noted that though a purely transverse distortion does not lift
degeneracy at the Brillouin zone edges, a rotation of pairs
of metal atoms in the chain (that is, complex longitudinal-
transverse distortion) does result in an opening of the gap
(Fig. 7). Experimentally, it will be very difficult to distinguish
between purely transverse and such complex distortions.
Nevertheless, this task is quite interesting and therefore is
worthy of some effort.

In summary, identification of Peierls-like transitions in
atomic wires may be characterized as a cornerstone prob-
lem in the experimental confirmation of the theory of
NMT. By considering Peierls-like distortions, one can reduce
the Mott-Hubbard transition to a picture with Wilson-like
hybridization, and thus it can be addressed with the band
structure approach.

4. ATOMIC WIRES ON FURROWED
TRANSITION METAL SURFACES

As follows from previous sections, direct application of the-
ory to atomic wires on semiconductor surfaces is compli-
cated by strong local adsorption interactions, particularly by
the localized bonds with possible charge transfer. To this

end, another kind of substrate may be more appropriate—
namely, furrowed transition metal surfaces. It might be sur-
prising that a metallic substrate, with its huge bath of free
electrons, would provide a better substrate than a good
dielectric, but this is indeed the case. We can expect that
near a monolayer of coverage the adsorption bonds will be
smeared out, giving rise to metallic bonding with the surface.
Hence the films will acquire a certain degree of “indepen-
dence,” which means that the free monolayer model would
provide a much better description of the band structure of
adsorbed layers than in the case of semiconductor substrate
surfaces.

On the other hand, a metal substrate complicates the
experimental determination of both metallic and nonmetal-
lic states of an adsorbed metal layer. In photoemission, evi-
dence for the metallization of overlayers can be obtained
from an increase in the density of states at Fermi energy and,
in the case of angle-resolved photoelectron spectroscopy,
from the appearance of surface bands crossing the Fermi
level [32]. However, the identification of such a behavior in
the photoelectron spectra is not always an easy task, and
this is where a comparison with the calculated band struc-
ture is essential. Additional evidence for the metallization
of overlayers can be obtained with EELS [29, 30, 32–34].
In contrast to semiconductor substrate surfaces, energies of
surface and bulk plasmons for transition metals are usually
far larger than the plasmon energies in alkali or alkaline
earth overlayers. This facilitates identification of the elec-
tron losses.

To study the transformation of the state of the overlay-
ers it is reasonable to use, as a substrate, those transition
metals that have a low bulk density of states at EF, such
as W or Mo [212, 265]. The (112) surface of these bcc
metals, as well as (1010) faces of hexagonal close-packed
(hcp) structures, has a furrowed structure built from close-
packed (2.73–2.76 Å) atomic rows with rather large spacing
between them (4.43–4.45 Å). Here the surface potential is
corrugated, and one can expect a similar formation of the
chains of adsorbed atoms lying in the deep furrows. In fact
the adlayers form chains orthogonal to the expected direc-
tion. Thus, as found by LEED studies, at low coverages,
many alkali, alkaline earth, and rare earth metals form lin-
ear chains—wires—directed across the furrows [29, 30, 51–
57, 266–279] (Fig. 8). Increasing coverage can result either
in a decrease in the spacing between the chains or in the
destruction of the chain structure, depending on the size and
dipole moment of adatoms. Evolution of electronic struc-
ture with increasing coverage has been the most extensively
studied for Mg on the Mo(112) surface [51–54]. Mg atoms
at low coverages form such chains with little lateral over-
lap between valence orbitals of adjacent atoms. At these low
coverages, it is now an issue whether these wires are metal-
lic or dielectric. Near the completion of a monolayer, the
spacing between Mg atoms along the furrows (2.73 Å for
the p(1× 1) structure) becomes smaller than that across the
furrows (4.45 Å), and, with increasing coverage, one may
presume dramatic changes in electronic structure resulting
from the compression of the Mg wires along the furrows.
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Figure 8. Linear structures on the furrowed transition metal surfaces.
Note that preferable distances between various atomic chains depend
on the substrate, in spite of the same atomic structures of the surfaces.
Reprinted with permission from [30], I. N. Yakovkin, J. Nanosci. Nano-
tech. 1, 357 (2001), © 2001, American Scientific Publishers.

4.1. Lateral Interaction and Formation
of Linear Structures

Formation of the commensurate p(1 × n� linear structures
originates from substrate-mediated “indirect” interaction
[266, 280–287]. While the distances between the chains in
these structures correspond to n periods of the substrate
along the furrows, the period along the chains is dictated by
the width of the furrows.

Gurney’s model [288] suggests a partial transfer of a
valence electron of an adsorbed atom, ideally a simple
metal, to the metal or semiconductor substrate surface. The
adatom acquires a positive charge, which, together with
its image in the substrate, forms a dipole. At low cover-
ages, increasing density of the dipoles leads to a linear
decrease of work function. For higher coverages, mutual
depolarization of the dipoles results in a gradual decrease
of the charge transfer within the double electrical layer, and
the film becomes “neutral.” This can be associated with the
metallization of the overlayer. This simple description of
the charge transfer from the adsorbed layer to the surface
has recently been questioned [124–126], causing an exten-
sive discussion [148, 289–306] on the nature of adsorption
bonding. For example, from the calculated charge distribu-
tion for Cs on W(110) [306], it appears more appropriate
to speak about a strong polarization of the adatom rather
than charge transfer. However, these results better demon-
strate that importance of the covalent part of the adsorption
bonding (even for alkali metals) than prove the absence of
the charge transfer because of the lack of a definition of
the position of the surface plane, which may be arbitrarily
chosen.

Regardless of which description is adopted, the decrease
of work function reveals the dipole moment � of adsorbed
alkali and alkaline earth atoms, which can be derived
through the Helmholz equation. Lateral interaction between
the dipoles with a parallel orientation is repulsive with
energy

Ed-d = 2�2/r3

where r is the distance between adatoms, and the factor of
2 is due to the location of the screening electrons at the
surface but not at the position of the image [280]. For exam-
ple, taking a typical value of the initial dipole moment of
Sr on a Mo(112) surface of 2.9 Debyes [270], one can esti-
mate the energy of the dipole-dipole interaction between Sr
atoms in adjacent furrows to be about 119 meV. This is why
the formation of the linear wires directed across the furrows
is so surprising! Hence, there must also be a another, strong
interaction that can provide the effective attraction between
the adatoms in spite of their substantial polarization.

Indirect interaction between adsorbed atoms on a metal
surface [280–284] is intimately related to the oscillations in
electron density that occurs during screening for an impu-
rity in the volume of a metal [285–287]. The energy of the
substrate-mediated (indirect) interaction Ein at the surface
[266] can asymptotically be estimated as

Ein ∼ r−n cos
2kFr + ��

This energy of the indirect interaction oscillates with dis-
tance (Fig. 9), whereas the period is determined by the
Fermi vector kF. Indeed, as illustrated by Figure 8, various
adsorbates on the W(112) form a p(1 × 7) linear structure
[266], which indicates the minimum in potential of the indi-
rect interaction between the chains at a distance of 7 periods
of the substrate along the furrows.

For Mo(112), presumably because of the smaller size of
the Fermi surface, the period of oscillations of the potential
seems to fall between 4 and 5 periods of the substrate. Of
course, at such a large spacing between the chains, indirect
interactions cannot provide any significant displacement of
the adatoms from adsorption sites, which is evident from
the formation of the coherent (that is, with periods related
to several periods of a substrate) linear structures. There-
fore, in this situation, the preferable distance between the
chains can be 4 or of 5 periods of the Mo(112) surface along
the furrows, which is consistent with LEED-derived results
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[269–277]. For example, at low coverages, Li and Mg on
Mo(112) form the p(1 × 4) structure, while Sr and Ba form
the p(1×5) structure. On the Re(1010) surface, the effective
minimum in the potential of the lateral interaction occurs
at the distance between Mg chains of 3 periods of the sur-
face [272]. Hence, despite the quite similar geometry of the
substrates, spacing between adsorbed chains is different for
these surfaces, which is most likely a consequence of the dif-
ferences in surface electronic structure that places the per-
tinent Fermi wave vectors kF at different values (for each
surface).

The effectiveness of the interaction depends on the decay
length, which is determined by a power law functional of
the distance between the adatoms [266, 287]. It is intuitively
clear that the strength of the interaction must depend on
the number of electrons that take part in the Friedel oscil-
lations, in other words, density of states at Fermi energy
and direction in k-space. Thus, a spherical Fermi surface
provides a strong screening and an unfavorable r−5 decay,
whereas flat electronic jacks lead to much better r−2 behav-
ior [266], which is much better for interactions on a longer
length scale. The most effective decay function, r−1, for the
indirect interaction was predicted for the case of surface
bands crossing the Fermi level [266]. Because of a deep min-
imum in the bulk density of states for W or Mo at the Fermi
energy [212, 265], it is just such surface states that can pro-
vide the quantity of electrons required for the formation of
the chains.

The existence of the surface bands crossing the Fermi level
has been confirmed, for the Mo(112) surface, by UPS and
IPES experiments [51–54, 182, 307–309] as well as by the
band structure calculations [182, 265, 309]. For the Mo(112),
“true” surface states occur only in the vicinity of the �� point
and presumably lie within a gap that relates to d states of
different symmetry [182]. Nonetheless, the surface resonance
bands crossing the EF, found from calculations, can facili-
tate the formation of the linear chains of adsorbed alkali and
alkaline earth layers.

Such a band crossing the Fermi level is essential for pos-
sible surface reconstruction [310–322] that causes a rela-
tive gap to open at Fermi the energy, thus decreasing the
total energy of the system. This mechanism was suggested
for the reconstruction of the Mo(112) surface induced by
hydrogen, oxygen, or carbon adsorption [308]. In particu-
lar, oxygen adsorption on Mo(112) leads to a surface recon-
struction. However, it is still possible to obtain a p(1 × 2)
linear structure of the oxygen layer on an unreconstructed
surface of Mo(112). This feature, due to conservation of the
Brillouin zone size in the ���Y direction (that is, across the
furrows), has permitted direct identification of the Mo(112)
surface bands through the study of the changes in position
and dispersion of the bands both with and without oxy-
gen adsorption. Recent IPES (inverse photoemission spec-
troscopy) data, combined with band structure calculations
and symmetry assignments for the surface states [309], sup-
plements our understanding of the electronic structure of
the Mo(112) surface, derived from extensive UPS and EELS
studies [51–54, 182, 307, 308].

Because of d electrons in the valence band, rare earth
adsorbates generally exhibit stronger bonding with transition
metal surfaces. Thus, adsorption of rare earth metals [55–57,

278, 279] at elevated temperatures causes a reconstruction
of the Mo(112) surface. In particular, a small amount of Dy
will drive a compound reconstruction [279] of the Mo(112)
surface that can be assigned to a “glassy” state. This means
that the Mo(112) surface is not rigid enough to provide a
template for the formation of robust rare earth wires across
the furrows. In contrast, the rare earths La, Sm, Gd, Dy, and
Ho do form the p(1 × 7) structure on the W(112) surface
[266].

No reconstruction of the Mo(112), W(112), or Re(1010)
surfaces has been reported with the adsorption of alkali or
alkaline earth metals. Having almost identical atomic struc-
tures, these surfaces do allow for comparative studies of the
influence of the electronic structure of the substrate on the
properties of adsorbate.

4.2. Monte Carlo Simulations of the
Order–Disorder Transition in Overlayers

Strength of the lateral interaction can be roughly estimated
by studying the disordering of the structures of adsorbed
layers with increasing temperature. A structure that is well
ordered at low temperature can undergo disordering as the
temperature increases. This order–disorder transition [267]
is due to thermal fluctuations, which can be related to
atoms “jumping” to neighboring adsorption sites. The tran-
sition point Ttr corresponds to the temperature for which the
energy of the fluctuations kBT reaches the energy of the lat-
eral interaction. Then, through measurement of the temper-
ature dependence of the intensity of the LEED reflections
related to the overlayer structure, the energies of interac-
tion between the adatoms can be derived. The value of Ttr is
usually determined by the inflection point in the I
T � plot.

In the case of linear structures, however, the I
T � depen-
dence is of a gradual character [266, 269–272], which can be
attributed to a strong anisotropy in the lateral interactions
[272]. Generally one presumes that the indirect interaction
along a wire must be much stronger than the interaction
between the wires. This feature can result in two sequential
stages of the disordering with increasing temperature [272].
In the first stage, characteristic fluctuations correspond to
adatoms shifted along the furrows from their position in the
chains to adjacent adsorption sites (transverse distortions).
Increasing the number of these displaced adatoms leads to
the formation of fragments of linear chains shifted relative
to their initial position. Therefore, the first stage is the loss
of coherence in the interchain distances. The second stage
is characterized by a disruption of the chains.

Justification of such a picture of the order–disorder tran-
sition in linear structures can be obtained from Monte Carlo
simulations [323–328] of the distribution of adatoms at var-
ious temperatures. Within the lattice gas model, dynamical
equilibration of a structure is achieved by moving randomly
chosen particles to neighboring sites along the furrows. The
probability of each replacement (one “jump”) of the particle
is determined by the partition function exp(−�E/kBT � or,
if the replacement leads to a decrease in the total energy,
that is, �E < 0, the probability is taken to be unity. As
a result of such an equilibration procedure (typically 10–
20 jumps per particle are required), at low temperatures,
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well-ordered structures of adlayers are formed, whereas at
higher temperatures, the adlayers become disordered. The
relative intensity of the corresponding LEED reflections can
then be evaluated in kinematic approximation, which gives
the model I
T � plot required for comparison with experi-
ment. Consideration for the experimental parameters, par-
ticularly the typical coherence width for LEED, makes one
inclined to choose the size of the matrix to be about 100 ×
100 Å2, with periodic boundary conditions. Obviously, for-
mation of the actual overlayer structure depends on the
coverage and assumed lateral interactions that can be intro-
duced as parameters that are determined from comparison
with experiment. In the case of alkali and alkaline earth
adsorption on furrowed surfaces, apart from a long-range
dipole-dipole repulsion (which requires one to take into
account all particles located at the sites within a rather large
circle around the one particle under consideration), the indi-
rect interaction is described by parameters E1, the energy
of attraction between adjacent atoms in a chain, and E2,
effective attraction along the furrows at favorable distances
derived from LEED experiments.

Shown in Figure 10 are results of the Monte Carlo sim-
ulation [328] for � = 1

4 at T < Ttr and T > Ttr. As seen
from the top panel, apart from several typical defects, at low
temperature, a well-ordered p(1 × 4) structure is formed,
representing the structure of Sr layers on Re(1010) or Na on
Mo(112). Though increasing the temperature of the system
leads to disordering of the p(1× 4) structure, as seen in the
bottom panel of Figure 10, at T ≈ 1�5 · Ttr some fragments

Figure 10. “Snapshots” of the distributions of adsorbed atoms [328] for
� = 0�25. At low temperature, T < Ttr (top), a well-ordered p(1 × 4)
structure is formed, representing the structure of Sr layers on Re(1010)
or Na on Mo(112). At T ≈ 1�5 · Ttr (bottom), the film is disordered, but
some fragments of the chains still exist, thus revealing a two-stage tran-
sition. Reprinted with permission from [30], I. N. Yakovkin, J. Nanosci.
Nanotech. 1, 357 (2001). © 2001, American Scientific Publishers.

of the chains still exist, thus confirming the above suggestion
concerning the character of the typical thermal excitations in
the linear structures. It is the possibility of fitting experimen-
tal I
T � plots not only at the transition point but over a wide
temperature range that allows for an independent determi-
nation of the parameters of lateral interaction. For example,
the energy of attraction between adjacent atoms in Li chains
on Mo(112) has been found to be 20 meV, which is con-
sistent with recent evaluations [278] obtained by adopting
the Ising model for the approximation of nearest-neighbor
interactions.

From the simulations [328], the most important trends in
the lateral interaction can be derived. First, the effective
attraction along the chains of alkaline earth adatoms sub-
stantially exceeds that obtained for alkalis. This enhanced
strength of the alkaline earth wires becomes even more evi-
dent if we recall that this indirect interaction must compete
with the dipole-dipole repulsion between the adatoms. Then,
second, among alkaline earth adsorbates (as well as among
alkalis), the strength of the wires increases with a decrease in
the dipole moment. It is also worth mentioning that the indi-
rect interaction between atoms of transition metals, reported
in an ion field microscopy study of migrations of atomic
pairs and clusters [284], much exceeds effective attraction
between alkaline earth adatoms, which can be attributed to
the significant role of d orbitals in the indirect interaction.

4.3. Nonmetal-to-Metal Transition in Mg
Layers Adsorbed on the Mo(112) Surface

Nearly free electrons in simple metals have a parabolic
energy dependence (dispersion) on the wave vector. In con-
trast, a dielectric state is characterized by a flat valence band
that does not cross the Fermi level. Hence, the postulated
NMT in adsorbed alkaline earth films must be accompa-
nied by a significant transformation of the band structure. In
particular, a decreasing distance between linear Mg chains
on Mo(112) with increasing coverage should be followed
by evolution of the bands from a flat to a parabolic shape
along the ��–�X direction in the Brillouin zone (BZ) that in
real space corresponds to the direction along the furrows
(Fig. 11). Such a transformation must result in the appear-
ance of a band crossing the Fermi level, thus proving that
metallization of the film occurs.

These ideas have been confirmed in a detailed ARUPS
study of the band transformations with increasing Mg cover-
age on the Mo(112) surface conducted by Zhang et al. [53,
54]. For the commensurate p(1 × 2) structure, the distance
between the chains (5.46 Å) substantially exceeds the diam-
eter of the Mg atom (3.20 Å). Therefore, at � ≤ 0�5, there
should be no significant coupling between the Mg chains.
The dispersion along ��–�X of the surface resonance (SR)
band of −1�6 eV (here and below, the bands are denoted by
their energy at �� point relatively to the Fermi level) is rather
weak (a “flat” band that is characterized by a large effective
mass [54]). As the coverage increases, this band gradually
attains the parabolic shape inherent for nearly free elec-
trons. For coverages above one monolayer, this SR band is
similar to that reported for the Mg(0001) surface [304, 329].

Presented in Figure 11 are the results of self-consistent
calculations (performed with the linearized augmented
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Figure 11. The surface bands [330] along the ��–�X for the p(1×2) (left)
and p(1× 1) (right) Mg/Mo(112) (dashed lines). The experimental data
by Zhang et al. [53] for surface sensitive bands for the Mg/Mo(112)
are shown by solid dots. Increasing Mg coverage results in increasing
dispersion of the bands and in the band crossing of the Fermi level.

plane wave method for thin films) of the electronic struc-
ture of Mg layers, adsorbed on the Mo(112) surface [330],
for two characteristic coverages: � = 0�5, when the alkaline
earth films are believed to be dielectric, and � = 1, when
the films are metallic. The states with predominantly sur-
face weight—surface states and resonances—are marked by
dashed lines.

As the coverage increases, the one-dimensional compres-
sion of the Mg layer along the furrows results in increas-
ing dispersion of the bands and in an increase in the local
density of states within the Mg layer. The most convincing
evidence of the metallization of adsorbed Mg film is the
appearance of the −0�5 eV surface resonance band, which,
having a parabolic shape, crosses the Fermi level along the��–�X direction related to the direction along the furrows (see
Fig. 11). Such a behavior is typical for nearly free electrons
in simple metals and is therefore indicative of metallicity.
Indeed, for the p(1×2) Mg/Mo(112) adsorption system, this
band is absent both in ARUPS data [53, 54] (shown by sym-
bols in the Fig. 11) and in the calculated band structure. It is
the one-dimensional compression of the Mg layer along the
Mo(112) furrows that leads to a loss in coherence with the
substrate and attainment of the metallic state of the film.

The increasing density of the adsorbed layer leads to
noticeable changes in the charge distribution of the reso-
nances. Thus, for the p(1× 1) Mg, the −1�5 eV surface res-
onance attains certain “metallic” features, such as a more
pronounced s character of the charge distribution [330].
In other words, the polar covalent bonding at low cov-
erage transforms to a more delocalized electron “state,”

that is, metallic adsorption bonding at higher coverages.
Indeed, on breaking bonds with the substrate, which results
from the commensurate-incommensurate phase transition,
the valence electrons are largely restored to the Mg film and
thus provide the basis for the overlayer film metallization.
In this situation the adsorbed films attain a certain indepen-
dence from the substrate, and the free-monolayer model can
give a qualitatively correct description of the surface elec-
tronic structure.

5. CONCLUSION
A variety of atomic wires can now be synthesized on fur-
rowed and stepped surfaces, which provides opportuni-
ties to systematically tailor the surface properties. These
almost one-dimensional systems can be formed by both self-
assembly and artificial preparation with STM techniques for
a wide variety of adsorbate and substrate combinations. The
very unusual electronic features of such systems provide for
new possibilities in atomic chain electronics.

For further progress in this new field of nanotechnology,
much of the underlying physics remains to be investigated.
One of the most important issues here is the metallicity
of the atomic wires and how one can control this metal-
licity. Hence, the nature of the NMT is a key problem to
be investigated. Strange as it sounds, but after half a cen-
tury of study of this fundamental problem of solid state
physics, there is no general consensus about mechanisms of
the NMT. In large measure, this situation has been provoked
by the huge variety of approaches—such as many-body con-
siderations, band structure methods, growing clusters within
“first-principle” quantum chemical calculations, and so on—
that have, thus far, failed to provide a unified picture.

In this chapter, the NMT is analyzed from the viewpoint
of transformation of the band structure. The reason for this
choice is simple. The atomic wires are real, that is, three-
dimensional, material objects. This implies that exotic one-
dimensional theories need not necessarily be involved for
an explanation of their behavior. With regard to a many-
body approach, it should be mentioned that, aside from its
recognized validity in all possible cases, little gain in under-
standing can be extracted from this quite sophisticated view.
Understanding means that a clear picture of a phenomenon
is evident. It is very possible that such simple insights can
be drawn with semiempirical mean-field approximations that
include a variety of parameters such as Hubbard’s U . Nature
requires a natural explanation, which, for NMT, can be
obtained in terms of transformations of the band structure.

The different ways of describing the NMT have provoked
the classification of the NMT into different types, such as
the Mott-Hubbard, Wilson, and Peierls. In fact, there is a
single phenomenon, revealed in the closing of the gap at
EF, which is characteristic for a dielectric state. Obviously,
the gap implies the existence of at least two bands—one
below and one above EF. Whether these bands are called
Hubbard bands (that appear through a semiempirical tight-
binding approach while claiming to account for many-body
effects) or ordinary bands (which can be obtained by using
band structure calculation techniques) obviously depends on
the approach and view one wishes to apply. Whereas the



186 Atomic Wires

former method allows, at best, only qualitative compari-
son with experiment, the latter provides results that can be
directly justified by ARUPS and other techniques that allow
band structure mapping, as illustrated in this chapter for Mg
atomic wires adsorbed on a Mo(112) surface.

In this context, the issue of the ability of the band struc-
ture approach to explain NMT in monovalent crystals is of
particular importance. This challenge has provoked much
discussion about the interplay between a classical solid-state
many-body consideration and the band structure approach.
However, there is a simple argument that leads one to advo-
cate the band method. If many-body effects can be avoided
in explaining the NMT in divalent crystals, which follows
from excellent agreement with experiment, how many body
effects could be crucial for the case of monovalent metals?
No compelling reason has yet been given, though the sugges-
tion that it is essential has been implicit in many theoretical
arguments to date. Hence, there should be another expla-
nation of the nonmetallic state that extends to monovalent
crystals. The coupling of adjacent atoms, which results in
a lowering of the total energy, affects an even number of
valence electrons in the unit cell and could be the unifying
idea extending a band structure picture to monovalent sys-
tems. Such a coupling is not a particularly one-dimensional
effect that can only be attributed to the Peierls distortion,
but also occurs in adsorbed films (charge density waves) and
in bulk crystals (recall the Jones model for semimetal prop-
erties of Bi).

Speaking about the metallicity of atomic wires, we should
keep in mind that in reality there must always be present
a substrate surface, which unavoidably affects the proper-
ties of the overlayers. The interaction with a semiconductor
surface can be strong enough even to effect “anchoring” of
adsorbed atomic wires, and therefore arguments based on a
one-dimensional approach or free monolayer model may be
suspect. The success of the application of the free monolayer
models in describing atomic wires on furrowed transition
surfaces seems to occur because of the nonlocal (metallic)
character of adsorption bonding at coverages near a com-
plete monolayer. It should be mentioned here that the clas-
sical example of NMT in Hg overlayers has been observed so
clearly because of rather weak interaction (as derived from
a small heat of adsorption) with a metal surface.

Alkali, alkaline earth, and rare earth atomic wires on
furrowed transition metal surfaces, which at low cover-
ages are directed across the furrows, are a consequence of
indirect interaction between adsorbed atoms. These wires
are robust enough to provide, at room temperature, well-
ordered commensurate linear structures observed by LEED.
The parameters of the indirect interaction can be evalu-
ated by comparison of experimental results and dependences
of LEED intensity derived from Monte Carlo simulations
with increasing temperature that causes disordering of the
adlayer structures.

As with most “metallic” wires on semiconductor surfaces,
the linear alkaline earth chains on the furrowed transition
metal surfaces do not exhibit metallicity, but, rather, they
may be considered as dielectric atomic chains. Such a behav-
ior results from the interaction with the substrate, which
“ties up” the valence electrons in the adsorption bonds.
The local character of these bonds is replaced by a metallic

one when the lattice period of the adsorbed layer becomes
incoherent with the substrate period along the furrows. In
this coverage range, both theory and experiment indicate a
Wilson-type NMT in the adsorbed layers.

In summary, recent achievements in the fabrication of
atomic wires on semiconductor surfaces, particularly metal-
lic Au wires on stepped Si surfaces, provide a basis for the
development of novel materials and thus open new perspec-
tives for nanoelectronics. On the other hand, atomic wires,
adsorbed on furrowed transition metal surfaces, still seem
to be more attractive for the study of fundamental physical
problems such as NMT in overlayers. The author’s view-
point here is that a theory should not break with experiment,
and, hence, direct comparison of the obtained theoretical
results with experiment—such as has been demonstrated in
the band structure approach—is an essential ingredient for
progress.

GLOSSARY
Angle-resolved ultraviolet photoelectron spectroscopy
(ARUPS) (synonyms: angle-resolved photoemission, val-
ence band spectroscopy). The major technique for mapping
surface and bulk electronic band structures.
Indirect interaction Lateral interaction between adsorbed
atoms which is accomplished through electrons of the sub-
strate. Potential of this kind of interaction oscillates with
distance between adsorbed atoms and therefore may result
in effective attraction at rather large spacings.
Inverse photoelectron spectroscopy (IPES) Efficient met-
hod for investigation of “empty” electronic states above the
Fermi level.
Linear augmented plane waves (LAPW) Linearized modi-
fication (1975) of Slater’s augmented plane wave method
(1937) for band structure calculations. Linearization pro-
vides a gain in computation time (about 102) and thus allows
for self-consistent calculations.
Monte Carlo simulations Effective method for the “com-
puter experiment” which provides, in particular, a clear illus-
tration for ordering of adsorbed atoms.
Scanning tunneling microscope (STM) A recently devel-
oped device which allows for viewing the surface with atomic
resolution. Because of the possibility of atomic manipula-
tion, it gives the experimentalist precise control of the for-
mation of atomic wires on various substrates.
Scanning tunneling spectroscopy (STS) Electron spectra
are obtained by using electronic derivation of the tunneling
current in STM.
Self-assembling A popular term which implies that order-
ing of a system can be gained through its own potential (or
Providence). Because of thus introduction of a certain mys-
tification, it is better avoided in scientific publications.
Ultraviolet photoelectron spectroscopy (UPS) (usually,
angle-integrated).
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1. INTRODUCTION
It is now generally accepted that in-depth knowledge of the
electronic structure and properties of nanomaterials is of
great scientific and technological importance. We are now
being confronted with the acute problem of first-principle
calculation of nanomaterial characteristics. For bulk solids,
an augmented plane-wave (APW) method was developed by
Slater back in 1937 [1–3]. After a time, the computation-
ally faster linear-APW (LAPW) formalism was presented
[4–10]. During the past decades, the techniques for APW
and LAPW calculations have reached the point at which,
with the aid of large computers, a solution of the band struc-
ture problem may be obtained for particular crystals, includ-
ing those with heavy metals [11, 12]. There is good reason to
believe that the LAPW method is one of the most accurate
computational schemes in bulk solid-state electronic struc-
ture theory. These developments have challenged the gener-
alization of the LAPW approach to low-dimensional systems
such as nanofilms, nanowires, nanotubes, and clusters.
In this review, we give a brief overview of the linear aug-

mented wave (LAW) methods for the electronic structure
of nanomaterials. These methods are based on a generaliza-
tion of the bulk LAPW approach. In common with the stan-
dard and most simple bulk LAPW (3D-LAPW) technique,
the one-electron potential is used and is constructed using a

muffin-tin (MT) approximation. In the MT approximation, a
one-electron potential is spherically symmetric in the atomic
region and constant in the interstitial region [13]. The con-
stant potential can be taken as the origin for measurements
of energy. However, the electronic potential of the nano-
materials differs drastically from that of the bulk system
[14, 15]. In reality, the infinite motion of electrons is possi-
ble in any direction in crystals, but it is obviously limited in
the case of nanomaterials by their size and shape. For exam-
ple, in the case of nanofilm, there are two vacuum regions
above and below the film. The film and vacuum regions
are separated by the essentially impenetrable approximately
planar potential barriers that are obviously absent in the
case of bulk crystal. The term film-MT potential is taken
to mean that the one-electron potential is spherically sym-
metric in the atomic regions and constant in the intersti-
tial region up to the planar potential barriers. In the case
of nanotubes with approximately cylindrical symmetry, the
cylindrical-MT potential is constant in the interstitial region
up to the cylindrical potential barrier. For an approximately
spherical nanocrystal, quantum dot, or cluster, the system to
be studied and vacuum regions are separated by the spheri-
cal potential barrier (spherical-MT potential), and so on.
There are procedures to account for potential variations

between the interstitial and vacuum regions; however, for
the sake of simplicity, we suggest here that the intersti-
tial and vacuum regions are separated by the step potential
barriers. For the same reason, we do not discuss here the
full-potential version of the LAW methods, in which one
takes into account the one-electron potential variations in
the intresphere regions, as well as a nonspherical part of the
potential in the MT regions.
The characteristic feature of the LAW methods is that

the basis functions in the interstitial regions (where varia-
tions in the potential are relatively smooth) are augmented
inside the MT spheres by the functions constructed from
the exact solutions in these spheres (where variations in the
potential are large and the potential is approximately equal
to the atomic one). The basis functions in the interstitial
regions are different in various materials due to a vari-
ety of boundary conditions. These functions are the plane
waves in the case of bulk crystals, the cylindrical waves in
the case of nanotubes, the spherical waves in the case of
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spherical nanocrystals and quantum dots, and so on. In line
with the type of basis functions in the interstitial regions,
one obtains the 3D-LAPW method for crystals, the linear
augmented cylindrical-wave (LACW) method for nanotubes,
the linear augmented spherical-wave (LASW) method for
spherical systems, and so forth.

2. ONE-ELECTRON ORBITALS
AND SECULAR EQUATIONS

In the LAW methods, the concept of one-electron orbitals
is used [2, 3, 16–18]. It is assumed that separate electrons in
a polyatomic system are characterized by wave functions of
their own, or spin orbitals. Each spin orbital �i represents a
function of spatial coordinates of the electron and its spin. It
is assumed in the simplest approach that spin orbitals can be
written as products of spatial and spin functions �i�r�� and
�i�r��, where � and � are the spin functions of electrons
with spins “up” and “down,” respectively. The spatial func-
tion �i�r� is called an orbital. A study of the electronic struc-
ture of a multiatomic system therefore reduces to a study
of its orbitals. These orbitals are functions defined in three-
dimensional space and are therefore easy to visualize. The
�i�r�, together with the corresponding one-electron ener-
gies Ei, are found by solving the one-electron Schrödinger
equation

Ĥ�i�r� = Ei�i�r� (1)

with effective one-electron Hamiltonian (in atomic rydberg
units)

Ĥ = −
(
	2

	x2
+ 	2

	y2
+ 	2

	z2

)
+ U ≡ −�+ U (2)

This Hamiltonian contains the electron kinetic energy oper-
ator, −�, and the operator U describing the summed action
on the electron in consideration of all the other electrons in
the system and all its nuclei �. Finding U is a nontrivial task,
which is solved by different quantum chemical methods. For
instance, in the Hartree–Fock approximation, U is a non-
local operator [16]. In the LAW methods, the local density
approximation U = U�r� is commonly used [19–21]:

U�r� = −2∑
�

Z�
�r − R��

+ 2
∫ ��r′�

�r − r′� dr
′ + VX��r� (3)

where Z� and R� are the nuclear charge and coordinate and
��r� is the electron density. The first term in (3) describes
attraction between the electrons and nuclei, the second
one corresponds to the mutual repulsion of electrons, and
VX��r� is the exchange correlation potential. A frequently
used equation for VX��r� is [2, 3]:

VX��r� = −6�
(
3
8�
��r�

)1/3

� = 2/3 (4)

In the MT approximation in (3), Z� is substituted for the
MT-sphere effective charge and the integral over all space
is exchanged for the integral over the intersphere region.
In all LAW methods, the basis functions �n�r� are every-

where continuous and differentiable, and the Rayleigh–Ritz

variational principle is then easily applied. Expanding the
electronic wave functions

�i�r� =
∑
n

ci� n�n�r� (5)

and applying the variational principle then yield the secular
equations:

det���n�Ĥ ��m	 − E��n��m	� = 0 (6)∑
n

���n�Ĥ ��m	 − Ei��n��m	�ci� n = 0 (7)

where ��n�Ĥ ��m	 and ��n��m	 are the Hamiltonian Ĥ and
overlap matrix elements, respectively. The most important
feature of the LAW secular equations (6) and (7) is that
the Hamiltonian and overlap matrices are energy indepen-
dent, which permits the simultaneous determination of the
eigenvalues Ei and eigenvectors ci� n.

3. IDENTITIES FOR THE RADIAL WAVE
FUNCTION INSIDE THE MUFFIN-TIN
SPHERES

Let us consider a single MT sphere and derive some for-
mulas common to all LAW methods [4, 5]. Inside the MT
sphere �, the Hamiltonian Ĥ is spherically symmetric. The
radial wave function ul���El��� r� is taken to be the solution
of the radial Schrödinger equation with energy El��:

Ĥul� ��r� = El��ul� ��r� (8)

In the LAW formalism, El� is kept fixed within some energy
region. In rydberg units, this equation takes the form:

1
r

	2

	r2
�rul� ��+

[
El�� − V��r�−

l�l + 1�
r2

]
ul�� = 0 (9)

where V��r� is the local density spherically symmetric poten-
tial in the region of the MT sphere � and El�� are the
constant-energy parameters. The functions ul���El��� r� are
normalized inside the MT spheres with radius r� as∫ r�

0
u2l� �r

2 dr = 1 (10)∫ r�
0
ul��Ĥul� �r

2 dr = El�� (11)

Differentiating (8) and (9) with respect to energy yields a
differential equation for the radial energy derivative func-
tions u̇l� ��El��� r� = 	ul� ��El��� r�/	El��:

Ĥu̇l� ��r� = ul���r�+ El��u̇l� ��r� (12)

1
r

	2

	r2
�ru̇l� ��+ ul�� +

[
El − V��r�−

l�l + 1�
r2

]
u̇l� � = 0 (13)

The functions ul���El� r� and u̇l� ��El� r� will be orthogonal
as can be seen by differentiating (10) with respect to energy∫ r�

0
ul��u̇l� �r

2 dr = 0 (14)
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and ∫ r�
0
u̇l� �Ĥul� �r

2 dr = 0
∫ r�
0
ul��Ĥu̇l� �r

2 dr = 1∫ r�
0
u̇l� �Ĥu̇l� �r

2 dr = El��Nl��
(15)

where

Nl�� =
∫ r�
0
�u̇l� ��

2r2 dr (16)

Multiplying (9) by r2u̇l� � and (13) by r2ul��, subtracting (13)
from (9), and integrating

∫ r�
0 dr then yield the identity:

∫ r�
0
r

(
u̇l� �

	2

	r2
�rul� ��− ul��

	2

	r2
�ru̇l� ��

)
dr = 1 (17)

Moreover, we have

∫
r

(
u̇l� �

	2

	r2
�rul� ��− ul��

	2

	r2
�ru̇l� ��

)
dr

= r2
(
u̇l� �

	

	r
ul� � − ul��

	

	r
u̇l� �

)
(18)

Finally, from (17) and (18), we obtain

r2
[
u̇l� ��r�u

′
l� ��r�− ul���r�u̇′l� ��r�

]�r=r� = 1 (19)

where u′l� � = 	ul� �/	r and u̇′l� � = 	u̇l� �/	r are radial deriva-
tives of the ul�� and u̇l� � functions.

4. LINEAR AUGMENTED
PLANE-WAVE METHOD

4.1. Bulk LAPW Method

It is instructive to start with the 3D-LAPW method for a
bulk crystal [4, 5].

4.1.1. Forming the Bulk Basis Functions
In the interstitial region �!II�, the one-electron potential is
constant, and the basis functions �n�r� (5) are the plane
waves

�II� n�k� r� = �1/!�1/2 exp�iKnr� (20)

which are the solutions of the Schrödinger equation with
Hamiltonian Ĥ = −�. Here, ! is the volume of the unit
cell, Kn = k+ kn� k is the reduced wave vector, and kn is the
reciprocal lattice vector.
Inside the muffin-tin spheres �!I�, the basis function

�n�r� is a linear combination of spherical solutions. In the
local spherical coordinate system � = #�� $� �%, it takes the
form

�I�� n��� $� �� =
∑
lm

�Anlm��ul� ��El�� ��

+ Bnlm��u̇l� ��El�� ���Ylm��̂� (21)

where
∑

lm ≡ ∑�
l=0�

∑l
m=−l and Ylm��̂� ≡ Ylm�$� ��. The

plane wave (20) can be written in terms of the local coordi-
nate system #�� $� �%:

�II� n��� $� �� = �1/!�1/2 exp�iKnRa� exp�iKn�� (22)

Here, R� = �X��Y��Z�� is the position vector of the �th
atom in the unit cell and r = Ra + �. The joining condition
across the muffin-tin-sphere boundary results from expand-
ing the plane wave in terms of spherical harmonics [16]:

exp�iKn�� = 4�
∑
lm

iljl��Kn���Y ∗
lm�K̂n�Ylm��̂� (23)

and requiring that each angular momentum term be contin-
uous with continuous derivative. This gives the coefficients
Anlm� � and B

n
lm� �:

Anlm� � = 4�r2�!
−1/2il exp�iKnRa�Y

∗
L�K̂n�al� ��n� (24)

Bnlm� � = 4�r2�!
−1/2il exp�iKnRa�Y

∗
L�K̂n�bl� ��n� (25)

Here, jl is a spherical Bessel function of order l, K̂n =
Kn/�Kn� and �̂ = �/��� are unit vectors, and

al���n� = j ′l�Knr��u̇l� ��r��− jl�Knr��u̇′l� ��r�� (26)

bl� ��n� = jl�Knr��u′l� ��r��− j ′l�Knr��ul� ��r�� (27)

where we used (19).

4.1.2. Bulk LAPW Hamiltonian
and Overlap Matrices

The basis functions (20)–(27) satisfy the cellular boundary
conditions and connectivity across the muffin-tin spheres.
We can now apply this basis set to form a trial function (5)
and calculate matrix elements in the secular equations (6)
and (7). The overlap matrix is given by

��m��n	 = Um�n +
4�
!

∑
�

r4� exp
[
i�km − kn�R�

]

×
�∑
l=0
�2l + 1�Pl�K̂mK̂n�S

m�n
l� � (28)

where

Um�n = 0m�n −
4�
!

∑
�

r2�
j1��km − kn�r��

�km − kn�
× exp

[
i�km − kn�R�

]
(29)

Sm�nl� � = al���m�al� ��n�+Nl��bl� ��m�bl� ��n� (30)

In (28), the Um�n is the contribution from the interstitial
region, and the second term is the contribution from all the
MT spheres. To calculate the overlap integral (28) and (29),
we take into account that∫

!�

exp
[
i�km − kn��

]
d� = 4�r2�

j1��km − kn�r��
�km − kn�

(31)
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A spherical harmonic sum rule

l∑
m=−l

Ylm�K̂m�Y
∗
lm�K̂n� =

�2l + 1�
4�

Pl�K̂mK̂n� (32)

has been used to obtain the Legendre polynomials
Pl�K̂m K̂n�, where K̂mK̂n is a scalar product of the unit vec-
tors K̂m and K̂n.
Similarly,

��m�Ĥ ��n	=KnKmUm�n+
4�
!

∑
�

r4�exp
[
i�km−kn�R�

]

×
�∑
l=0
�2l+1�Pl�K̂mK̂n��El��Sm�nl�� +1m�nl�� � (33)

where

1m�nl�� ={
u̇l���r�u

′
l���r�

[
j ′l�Kmr�jl�Knr�+jl�Kmr�j ′l�Knr�

]}
r=r�

−�u̇′l���r�u′l���r�jl�Kmr�jl�Knr�
+u̇l���r�ul���r�j ′l�Kmr�j ′l�Knr��r=r� (34)

4.2. Film LAPW Method

A thin film with one or several monoatomic layers is a two-
dimensional nanomaterial. The film LAPW (2D-LAPW)
method was developed in [7, 22–25] and applied to systems
such as transition metal layers. The film is periodic in the
x–y plane. The potential is spherically symmetric inside the
MT spheres !I and it is constant in the interstitial region
!II . For the sake of simplicity, we suggest that the interstitial
and vacuum regions be separated by the two impenetrable
planar step potential barriers !III so that the wave function
is equal to 0 on the boundaries at z = ± 1

2d. A distance d is
to be chosen in such a way that an essential part of the elec-
tronic density of a system is located between the potential
walls.

4.2.1. Forming the Film Basis Functions
In analogy with the bulk LAPW method, in the interstitial
region the basis function is the product of a two-dimensional
plane wave in the x–y plane and a one-dimensional sym-
metrized plane (standing) wave in the z direction:

�±
nm�k� r� = �2/!�1/2 exp

[
i�k + km�r

]×
{
cos�knz�3 �+�
sin�knz�3 �−�

(35)

Here, �+� and �−� denote states, which are, respectively,
symmetric and antisymmetric with respect to the z reflec-
tion; k is a two-dimensional crystal momentum vector, km is
a two-dimensional reciprocal lattice vector, ! equals the vol-
ume of the unit cell between z = ± 1

2d, and kn is defined as

kn =
{
�n+ 1/2�2�/d3 �+�
n2�/d3 �−� n = 0� 1� 2� 4 4 4 (36)

thus forcing a node at z = ± 1
2d for both �+� and �−� states.

Inside the �th MT sphere in the unit cell, the basis
function is expanded in spherical harmonics times a radial
function and its energy derivative

�±
I�� nm��� $� �� =

∑
lm

[
A±
lm��ul� ��El� ��+ B±

lm� �u̇l� ��El� ��
]

×Ylm�$� ��×
{
il3 �+�
il−13 �−� (37)

Here, as distinct from the analogous equation (21) in the
3D-LAPW method, the phase coefficients il and il−1 for
states �+� and �−� are added to simplify the equations.
Using (23), the A±

lm�� and B
±
lm�� coefficients are determined

by matching (37) onto the symmetrized plane-wave basis
function equation (35) so that the basis function and its
derivative are continuous across the MT-sphere boundary:

A±
lm� ��nm� = 4�r2�!

−1/2eiKm·R�al� ��nm�Y
±
L���nm� (38)

B±
lm� ��nm� = 4�r2�!

−1/2eiKm·R�bl� ��nm�Y
±
L���nm� (39)

where

Y ±
lm� ��nm� = 2−1/2

[
exp�iknZ��Ylm�Km + kn�
± exp�−iknZ��Ylm�Km − kn�

]
(40)

and

al���nm� = j ′l�Gnmr��u̇l� ��r��− jl�Gnmr��u̇
′
l� ��r�� (41)

bl� ��nm� = jl�Gnmr��u
′
l� ��r��− j ′l�Gnmr��ul� ��r�� (42)

Here, Km = k + km� kn = knẑ, and Gnm = �Km + kn� =�Km − kn�.

4.2.2. Film LAPW Hamiltonian
and Overlap Matrices

The overlap matrix in the basis (35)–(37) is the sum of the
contributions from the interstitial region and from all the
MT spheres:

��±
n′m′ ��±

nm	 = U±
n′m′� nm + 4�

!

∑
�

r4� exp
[−i�km − km′�R�

]

×
�∑
l=0
�2l + 1�Sn

′m′� nm
l� � P±

l� � (43)

U±
n′m′� nm = 0n′m′� nm7

±
n − 4�

!

∑
�

r2� exp
[−i�km − km′�R�

]
× {

cos
[
�kn − kn′�Z�

]
J�
(
G+
n′m′ �G+

nm�

± cos
[
�kn + kn′�Z�

]
J�
(
G+
n′m′ �G−

nm

)}
(44)

The quantities in (43) are defined as follows:

Sn
′m′�nm
l�� =al���n′m′�al���nm�+Nl��bl���n′m′�bl���nm� (45)

P±
l��=

{
cos��kn−kn′�Z��Pl�Ĝ+

n′m′Ĝ+
nm�

±cos[�kn+kn′�Z�]Pl�Ĝ+
n′m′Ĝ−

nm�
}

(46)

with J��x� y� = j1��x− y�r��/�x− y�� 7−n = 1, 7+n = �1+ 0n� 0�,
and G±

nm = Km ± knẑ.
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The Hamiltonian matrix is given as the sum of two terms

��±
n′m′ �Ĥ ��±

nm	=G2
n′m′U±

n′m′�nm+
4�
!

∑
�

r4�exp
[−i�km−km′�R�

]

×
�∑
l=0
�2l+1��El��Sn

′m′�nm
l�� +1n′m′�nm

l�� �P±
l�� (47)

where

1n
′m′�nm
l�� = u̇l���r�u′l���r�

[
j ′l�Gn′m′r�jl�Gnmr�

+jl�Gn′m′r�j ′l�Gnmr�
]∣∣
r=r�

−[
u̇′l���r�u

′
l���r�jl�Gn′m′r�jl�Gnmr�

+u̇l���r�ul���r�j ′l�Gn′m′r�j ′l�Gnmr�
]
r=r� (48)

4.3. Bar LAPW Method

The LAPW formalism for one-dimensional systems of a
nanosize cross section having a translation symmetry in one
direction (bar LAPW method or 1D-LAPW) is developed
in [26–28] and applied to a series of nanomaterials, includ-
ing conjugated carbon polymers and carbon nanotubes inter-
calated with transition metals [29, 30]. This approach is a
further extension of the bulk and film LAPW theory to
nanowires with specific geometry.
As infinite motion of electrons is only possible in one

direction (along the z axis) and it is limited to perpendicular
directions, we suggest that the system be confined between
four plane impenetrable barriers, so that the wave function
is equal to 0 on this boundary. An essential part of the elec-
tronic density of a system is located in the infinite bar with
an a× b cross section.

4.3.1. Forming the Bar Basis Functions
In the interstitial region, the basis functions are the solu-
tions of a wave equation for motion of a free electron in
the potential bar with dimension a× b ×�. Here, the basis
function �m±n±p�k� r� is a product �±

m�x��
±
n �y��p�z� k�. For

the z direction, we have

�p�z� k� = c−1/2 exp�iKpz�
Kp = k + kp� kp = p�2�/c�� p = 0�±1�±2� 4 4 4 (49)

where c is a lattice constant for the z direction, k is a one-
dimensional crystal momentum, −�/c ≤ k ≤ �/c. For the
directions x and y, the solutions take a form of standing
waves

�±
m�x�=�2/a�1/2

×



cos�kmx�3 �+��
m=1�3�5�444

sin�kmx�3 �−��
m=2�4�6�444

km=��/a�m (50)

�±
n �y�=�2/b�1/2

×



cos�kny�3 �+��
n=1�3�5�444

sin�kny� �−��
n=2�4�6�444

kn=��/b�n (51)

Inside the �th MT sphere, the basis function is written as

�±�±
I��mnp=

∑
lm

[
A
m±n±p
lm�� ul���El���+Bm

±n±p
lm�� u̇l���El���

]
Ylm��̂�i

f

(52)

Here, f = l for �+�+�, il−1 for �+�−� and �−�+�, and il−2
for �−�−�. The coefficients Am

±n±p
lm�� and Bm

±n±p
lm� � are read-

ily calculated from the expansion of the waves (49)–(51) in
terms of Ylm (22):

A
m±n±p
lm� � = 4�r2�!

−1/2eiKpZ�al� ��m� n� p�Y
m±n±p
lm� � (53)

B
m±n±p
lm� � = 4�r2�!

−1/2eiKpZ�bl� ��m� n� p�Y
m±n±p
lm� � (54)

Here,

Y
m±n±p
lm�� =�1/2�{exp[i�km+kn�R�]Y ∗

lm�km+kn+Kp�
+01exp

[
i�km−kn�R�

]
Y ∗

lm�km−kn+Kp�
+02exp

[
i�−km+kn�R�

]
Y ∗

lm�−km+kn+Kp�
+03exp

[
i�−km−kn�R�

]
Y ∗

lm�−km−kn+Kp�
}

(55)

where 01 = 02 = 03 = 1 for Ym+n+p
lm� � , 01 = 03 = −1 and 02 = 1

for Ym+n−p
lm� � , 02 = 03 = −1 and 01 = 1 for Ym−n+p

L�� , 01 = 02 =
−1 and 03 = 1 for Ym−�n−�p

lm� � . Finally,

al���mnp� = j ′l�Gmnpr��u̇l� ��r��− jl�Gmnpr��u̇
′
l� ��r�� (56)

bl� ��mnp� = jl�Gmnpr��u
′
l� ��r��− j ′l�Gmnpr��ul� ��r�� (57)

where Gmnp = �Kp ± km ± kn�.

4.3.2. Bar LAPW Hamiltonian
and Overlap Matrices

Using the basis (49)–(57), we obtain the overlap matrix:

��±�±
m′n′p′ ��±�±

mnp 	 = U±±�±±
m′n′p′�mnp +

4�
!

∑
�

r4� exp�−i�kp − kp′�Z��

×
�∑
l=0
�2l + 1�Sm

′n′p′�mnp
l� �

×
4∑
i=1
xm

±′
n±′

�m±n±
i� P

m′n′p′�mnp
i� l (58)

where

U±±�±±
m′n′p′�mnp = 0m±′

n±′
p′�m±n±p −

4�
!

∑
�

r2� exp�−i�kp − kp′�Z��

×
4∑
i=1
xm

±′
n±′

�m±n±
i� J�

(
G
m′n′mn�p−p′
i

)
(59)
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The xm
±′
n±′

�m±n±
i� coefficients are presented in Table 1,

where A1 =X��km+km′�, B1 = Y��kn+kn′�, A2 =X��km−
km′�, B2 = Y��kn + kn′�, A3 = X��km + km′�, B3 = Y��kn −
kn′�, A4 = X��km − km′�, and B4 = Y��kn − kn′�.
In (59), J��Gi� = j1��Gi�r��/�Gi�, where

Gm
′n′mn� p−p′

1 = km + km′ + kn + kn′ + kp − kp′
Gm

′n′mn� p−p′
2 = km − km′ + kn + kn′ + kp − kp′
Gm

′n′mn� p−p′
3 = km + km′ + kn − kn′ + kp − kp′
Gm

′n′mn� p−p′
4 = km − km′ + kn − kn′ + kp − kp′

(60)

Finally,

S
m′n′p′�mnp
l� � = al���m′n′p′�al� ��mnp�

+Nl��bl� ��m′n′p′�bl� ��mnp� (61)

P
m′n′p′�mnp
i� l = Pl

(
K
m′n′p′�mnp
i /Gn′m′p′Gnmp

)
(62)

K
m′n′p′�mnp
1 = − kmkm′ − knkn′ +KpKp′

K
m′n′p′�mnp
2 = kmkm′ − knkn′ +KpKp′

K
m′n′p′�mnp
3 = −kmkm′ + knkn′ +KpKp′

K
m′n′p′�mnp
4 = kmkm′ + knkn′ +KpKp′

(63)

The Hamiltonian matrix elements have the form:

��±�±
m′n′p′ �Ĥ ��±�±

mnp 	
= �k2m + k2n +K2

p�0m±′
n±′

p′�m±n±p

− 4�
!

∑
�

r2� exp�−i�kp − kp′�Z��

×
4∑
i=1
xm

±′
n±′

�m±n±
i� J�

(
G
m′n′mn� p−p′
i

)
K
m′n′p′�mnp
i

+4�
!

∑
�

r4� exp�−i�kp − kp′�Z��

Table 1. The coefficients xm
±′
n±′

� m±n±
i� [26].

xm
±′
n±′

�m±n±
i� i = 1 i = 2 i = 3 i = 4

m+′
n+′
� m+n+ cosA1 cosB1 cosA2 cosB2 cosA3 cosB3 cosA4 cosB4

m+′
n+′
� m+n− cosA1 sinB1 cosA2 sinB2 cosA3 sinB3 cosA4 sinB4

m+′
n+′
� m−n+ sinA1 cosB1 sinA2 cosB2 sinA3 cosB3 sinA4 cosB4

m+′
n+′
� m−n− sinA1 sinB1 sinA2 sinB2 sinA3 sinB3 sinA4 sinB4

m+′
n−′
�m+n+ cosA1 sinB1 cosA2 sinB2 − cosA3 sinB3 − cosA4 sinB4

m+′
n−′
� m+n− − cosA1 cosB1 − cosA2 cosB2 cosA3 cosB3 cosA4 cosB4

m+′
n−′
� m−n+ sinA1 sinB1 sinA2 sinB2 − sinA3 sinB3 − sinA4 sinB4

m+′
n−′
� m−n− − sinA1 cosB1 − sinA2 cosB2 sinA3 cosB3 sinA4 cosB4

m−′
n+′
� m+n+ sinA1 cosB1 − sinA2 cosB2 sinA3 cosB3 − sinA4 cosB4

m−′
n+′
� m+n− sinA1 sinB1 − sinA2 sinB2 sinA3 sinB3 − sinA4 sinB4

m−′
n+′
� m−n+ − cosA1 cosB1 cosA2 cosB2 − cosA3 cosB3 cosA4 cosB4

m−′
n+′
� m−n− − cosA1 sinB1 cosA2 sinB2 − cosA3 sinB3 cosA4 sinB4

m−′
n−′
� m+n+ sinA1 sinB1 − sinA2 sinB2 − sinA3 sinB3 sinA4 sinB4

m−′
n−′
� m+n− − sinA1 cosB1 sinA2 cosB2 sinA3 cosB3 − sinA4 cosB4

m−′
n−′
� m−n+ − cosA1 sinB1 cosA2 sinB2 cosA3 sinB3 − cosA4 sinB4

m−′
n−′
� m−n− cosA1 cosB1 − cosA2 cosB2 − cosA3 cosB3 cosA4 cosB4

×
�∑
l=0
�2l + 1�

[
S
m′n′p′�mnp
l� � Ela + 1m

′n′p′�mnp
l� �

]

×
4∑
i=1
xm

±′
n±′

�m±n±
i� P

m′n′p′�mnp
i� l (64)

where

1
m′n′p′�mnp
l� � = u̇l� �u′l� ��j ′l�Gm′n′p′r�jl�Gmnpr�

+ jl�Gm′n′p′r�j
′
l�Gmnpr���r=r�

− �u̇′l� �u′l� �jl�Gm′n′p′r�jl�Gmnpr�

+ u̇l� �ul� �j ′l�Gm′n′p′r�j
′
l�Gmnpr��r=r� (65)

4.4. Cluster LAPW Method

The cluster LAPW method (0D-LAPW or linear aug-
mented standing-wave method, LAStW) is a final extension
of the LAPW theory to low-dimensional systems. Consider
an important case of a tetragonal nanocrystal or cluster
and assume that the multiatomic system is confined in an
impenetrable potential box with dimension ! = a × b × c
so that an essential part of the electronic density is located
in the box and the cluster wave function is equal to 0 on the
boundary.

4.4.1. Forming the Cubic Cluster
Basis Functions

In the interstitial region, the basis function �m±n±p± �k� r� is
a product �±

m�x��
±
n �y��

±
p �z� of three standing waves

�±
m�x�=�2/a�1/2

×



cos�kmx�3 �+��
m=1�3�5�444

sin�kmx�3 �−��
m=2�4�6�444

km=��/a�m (66)
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�±
n �y�=�2/b�1/2

×



cos�kny�3 �+��
n=1�3�5�444

sin�kny�3 �−��
n=2�4�6�444

kn=��/b�n (67)

�±
p �z�=�2/c�1/2

×



cos�kpz�3 �+��
p=1�3�5�444

sin�kpz�3 �−��
p=2�4�6�444

kp=��/a�p (68)

Inside the �th MT sphere, the basis function can be written
as

�±�±�±
I��mnp =

∑
lm

[
A
m±n±p±
lm� � ul� ��El� ��

+ Bm±n±p±
lm� � u̇l� ��El� ��

]
Ylm��̂�i

f (69)

Here, f = l for �+�+�+�; il−1 for �−�+�+�, �+�−�+�, and
�+�+�−�; il−2 for �+�−�−�, �−�+�−�, and �−�−�+�; and
il−3 for �−�−�−�. The coefficients Am±n±p±

lm� � and Bm
±n±p±

lm�� are
readily calculated from the expansion of the waves in terms
of Ylm (22):

A
m±n±p±
lm�� = 4�r2�!

−1/2al���m� n� p�Y
m±n±p±
lm�� (70)

B
m±n±p±
lm�� = 4�r2�!

−1/2bl� ��m� n� p�Y
m±n±p±
lm� � (71)

Here,

Y
m±n±p±
lm� � = �8�−1/2{01 exp[i�kmX� + knY� + kpZ��

]
× Y ∗

lm�km + kn + kp�
+ 02 exp

[
i�−kmX� + knY� + kpZ��

]
× Y ∗

lm�−km + kn + kp�
+ 03 exp

[
i�kmX� − knY� + kpZ��

]
× Y ∗

lm�km − kn + kp�
+ 04 exp

[
i�−kmX� − knY� + kpZ��

]
× Y ∗

lm�−km − kn + kp�
+ 05 exp

[
i�kmX� + knY� − kpZ��

]
× Y ∗

lm�km + kn − kp�
+ 06 exp

[
i�−kmX� + knY� − kpZ���

× Y ∗
lm�−km + kn − kp�

+ 07 exp
[
i�kmX� − knY� − kpZ��

]
× Y ∗

lm�km − kn − kp�
+ 08 exp

[
i�−kmX� − knY� − kpZ��

]
× Y ∗

lm�−km − kn − kp�
}

(72)

The values of 0i are presented in Table 2.

Table 2. Values of 0i in (72).

01 02 03 04 05 06 07 08

m+n+p+ 1 1 1 1 1 1 1 1
m−n+p+ 1 −1 1 −1 1 −1 1 −1
m+n−p+ 1 1 −1 −1 1 1 −1 −1
m+n+p− 1 1 1 1 −1 −1 −1 −1
m−n−p+ 1 −1 −1 1 1 −1 −1 1
m−n+p− 1 −1 1 −1 −1 1 −1 1
m+n−p− 1 1 −1 −1 −1 −1 1 1
m−n−p− 1 −1 −1 1 −1 1 1 −1

Finally,

al���mnp� = j ′l�gmnpr��u̇l� ��r��− jl�gmnpr��u̇
′
l� ��r�� (73)

bl� ��mnp� = jl�gmnpr��u
′
l� ��r��− j ′l�gmnpr��ul� ��r�� (74)

where gmnp = �kp ± km ± kn�.

4.4.2. Cluster LAPW Hamiltonian
and Overlap Matrices

Using the standing-wave basis, we obtain the overlap matrix:

��±�±�±
m′n′p′ ��±�±�±

mnp 	 = U±±±�±±±
n′m′p′� nmp

+ 4�
!

∑
�

r4�

�∑
l=0
�2l + 1�Sm

′n′p′�mnp
l� �

×
8∑
i=1
x
m±′

n±′
p±′

�m±n±p±
i� P

m′n′p′�mnp
i� l (75)

where

U±±±�±±±
n′m′p′�nmp =0m±′

n±′
p±′

�m±n±p± −
4�
!

∑
�

r2�

8∑
i=1
x
m±′

n±′
p±′

�m±n±p±
i�

×J�
(
g
m′n′p′�mnp
i

)
(76)

The xm
±′
n±′

p±′
�m±n±p±

i� coefficients are presented in Table 3,
where

A1=X��km+km′� B1=Y��kn+kn′� C1=Z��kp+kp′�
A2=X��km−km′� B2=Y��kn+kn′� C2=Z��kp+kp′�
A3=X��km+km′� B3=Y��kn−kn′� C3=Z��kp+kp′�
A4=X��km−km′� B4=Y��kn−kn′� C4=Z��kp+kp′�
A5=X��km+km′� B5=Y��kn+kn′� C5=Z��kp−kp′�
A6=X��km−km′� B6=Y��kn+kn′� C6=Z��kp−kp′�
A7=X��km+km′� B7=Y��kn−kn′� C7=Z��kp−kp′�
A8=X��km−km′� B8=Y��kn−kn′� C8=Z��kp−kp′�

(77)
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Table 3. The x
m±′

n±′
p±′

� m±n±p±
i� coefficients. Here, cAi = cosAi, sAi = sin Ai , cBi = cos Bi, sBi =

sin Bi, etc.

x
m±′

n±′
p±′

�m±n±p±
i� i = 1 i = 2 i = 3 i = 4

+++� +++ cA1cB1cC1 cA2cB2cC2 cA3cB3cC3 cA4cB4cC4

+++� ++− cA1cB1sC1 cA2cB2sC2 cA3cB3sC3 cA4cB4sC4

+++� +−+ cA1sB1cC1 cA2sB2cC2 cA3sB3cC3 cA4sB4cC4

+++� +−− cA1sB1sC1 cA2sB2sC2 cA3sB3sC3 cA4sB4sC4

+++� −++ sA1cB1cC1 sA2cB2cC2 sA3cB3cC3 sA4cB4cC4

+++� −+− sA1cB1sC1 sA2cB2sC2 sA3cB3sC3 sA4cB4sC4

+++� −−+ sA1sB1cC1 sA2sB2cC2 sA3sB3cC3 sA4sB4cC4

+++� −−− sA1sB1sC1 sA2sB2sC2 sA3sB3sC3 sA4sB4sC4

++−� +++ cA1cB1sC1 cA2cB2sC2 cA3cB3sC3 cA4cB4sC4

++−� ++− −cA1cB1cC1 −cA2cB2cC2 −cA3cB3cC3 −cA4cB4cC4

++−� +−+ cA1sB1sC1 cA2sB2sC2 cA3sB3sC3 cA4sB4sC4

++−� +−− −cA1sB1cC1 −cA2sB2cC2 −cA3sB3cC3 −cA4sB4cC4

++−� −++ sA1cB1sC1 sA2cB2sC2 sA3cB3sC3 sA4cB4sC4

++−� −+− −sA1cB1cC1 −sA2cB2cC2 −sA3cB3cC3 −sA4cB4cC4

++−� −−+ sA1sB1sC1 sA2sB2sC2 sA3sB3sC3 sA4sB4sC4

++−� −−− −sA1sB1cC1 −sA2sB2cC2 −sA3sB3cC3 −sA4sB4cC4

+−+� +++ cA1sB1cC1 cA2sB2cC2 −cA3sB3cC3 −cA4sB4cC4

+−+� ++− cA1sB1sC1 cA2sB2sC2 −cA3sB3sC3 −cA4sB4sC4

+−+� +−+ −cA1cB1cC1 −cA2cB2cC2 cA3cB3cC3 cA4cB4cC4

+−+� +−− −cA1cB1sC1 −cA2cB2sC2 cA3cB3sC3 cA4cB4sC4

+−+� −++ sA1sB1cC1 sA2sB2cC2 −sA3sB3cC3 −sA4sB4cC4

+−+� −+− sA1sB1sC1 sA2sB2sC2 −sA3sB3sC3 −sA4sB4sC4

+−+� −−+ −sA1cB1cC1 −sA2cB2cC2 sA3cB3cC3 sA4cB4cC4

+−+� −−− −sA1cB1sC1 −sA2cB2sC2 sA3cB3sC3 sA4cB4sC4

+−−� +++ cA1sB1sC1 cA2sB2sC2 −cA3sB3sC3 −cA4sB4sC4

+−−� ++− −cA1sB1cC1 −cA2sB2cC2 cA3sB3cC3 cA4sB4cC4

+−−� +−+ −cA1cB1sC1 −cA2cB2sC2 cA3cB3sC3 cA4cB4sC4

+−−� +−− cA1cB1cC1 cA2cB2cC2 −cA3cB3cC3 −cA4cB4cC4

+−−� −++ −sA1sB1sC1 −sA2sB2sC2 sA3sB3sC3 sA4sB4sC4

+−−� −+− −sA1sB1cC1 −sA2sB2cC2 sA3sB3cC3 sA4sB4cC4

+−−� −−+ −sA1cB1sC1 −sA2cB2sC2 sA3cB3sC3 sA4cB4sC4

+−−� −−− sA1cB1cC1 sA2cB2cC2 −sA3cB3cC3 −sA4cB4cC4

−++� +++ sA1cB1cC1 −sA2cB2cC2 sA3cB3cC3 −sA4cB4cC4

−++� ++− sA1cB1sC1 −sA2cB2sC2 sA3cB3sC3 −sA4cB4sC4

−++� +−+ sA1sB1cC1 −sA2sB2cC2 sA3sB3cC3 −sA4sB4cC4

−++� +−− sA1sB1sC1 −sA2sB2sC2 sA3sB3sC3 −sA4sB4sC4

−++� −++ −cA1cB1cC1 cA2cB2cC2 −cA3cB3cC3 cA4cB4cC4

−++� −+− −cA1cB1sC1 cA2cB2sC2 −cA3cB3sC3 cA4cB4sC4

−++� −−+ −cA1sB1cC1 cA2sB2cC2 −cA3sB3cC3 cA4sB4cC4

−++� −−− −cA1sB1sC1 cA2sB2sC2 −cA3sB3sC3 cA4sB4sC4

−+−� +++ sA1cB1sC1 −sA2cB2sC2 sA3cB3sC3 −sA4cB4sC4

−+−� ++− −sA1cB1cC1 sA2cB2cC2 −sA3cB3cC3 sA4cB4cC4

−+−� +−+ −sA1sB1sC1 sA2sB2sC2 −sA3sB3sC3 sA4sB4sC4

−+−� +−− −sA1sB1cC1 sA2sB2cC2 −sA3sB3cC3 sA4sB4cC4

−+−� −++ −cA1cB1sC1 cA2cB2sC2 −cA3cB3sC3 cA4cB4sC4

−+−� −+− cA1cB1cC1 −cA2cB2cC2 cA3cB3cC3 −cA4cB4cC4

−+−� −−+ −cA1sB1sC1 cA2sB2sC2 −cA3sB3sC3 cA4sB4sC4

−+−� −−− cA1sB1cC1 −cA2sB2cC2 cA3sB3cC3 −cA4sB4cC4

−−+� +++ sA1sB1cC1 −sA2sB2cC2 −sA3sB3cC3 sA4sB4cC4

−−+� ++− −sA1sB1sC1 sA2sB2sC2 sA3sB3sC3 −sA4sB4sC4

−−+� +−+ −sA1cB1cC1 sA2cB2cC2 sA3cB3cC3 −sA4cB4cC4

−−+� +−− −sA1cB1sC1 sA2cB2sC2 sA3cB3sC3 −sA4cB4sC4

−−+� −++ −cA1sB1cC1 cA2sB2cC2 cA3sB3cC3 −cA4sB4cC4

−−+� −+− −cA1sB1sC1 cA2sB2sC2 cA3sB3sC3 −cA4sB4sC4

−−+� −−+ cA1cB1cC1 −cA2cB2cC2 −cA3cB3cC3 cA4cB4cC4

−−+� −−− cA1cB1sC1 −cA2cB2sC2 −cA3cB3sC3 cA4cB4sC4

−−−� +++ sA1sB1sC1 −sA2sB2sC2 −sA3sB3sC3 sA4sB4sC4

−−−� ++− −sA1sB1cC1 sA2sB2cC2 sA3sB3cC3 −sA4sB4cC4

−−−� +−+ −sA1cB1sC1 sA2cB2sC2 sA3cB3sC3 −sA4cB4sC4

−−−� +−− sA1cB1cC1 −sA2cB2cC2 −sA3cB3cC3 sA4cB4cC4

−−−� −++ −cA1sB1sC1 cA2sB2sC2 cA3sB3sC3 −cA4sB4sC4

−−−� −+− cA1sB1cC1 −cA2sB2cC2 −cA3sB3cC3 cA4sB4cC4

−−−� −−+ cA1cB1sC1 −cA2cB2sC2 −cA3cB3sC3 cA4cB4sC4

−−−� −−− −cA1cB1cC1 cA2cB2cC2 cA3cB3cC3 −cA4cB4cC4

continued
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Table 3. Continued

x
m±′

n±′
p±′

�m±n±p±
i� i = 5 i = 6 i = 7 i = 8

+++� +++ cA5cB5cC5 cA6cB6cC6 cA7cB7cC7 cA8cB8cC8

+++� ++− cA5cB5sC5 cA6cB6sC6 cA7cB7sC7 cA8cB8sC8

+++� +−+ cA5sB5cC5 cA6sB6cC6 cA7sB7cC7 cA8sB8cC8

+++� +−− cA5sB5sC5 cA6sB6sC6 cA7sB7sC7 cA8sB8sC8

+++� −++ sA5cB5cC5 sA6cB6cC6 sA7cB7cC7 sA8cB8cC8

+++� −+− sA5cB5sC5 sA6cB6sC6 sA7cB7sC7 sA8cB8sC8

+++� −−+ sA5sB5cC5 sA6sB6cC6 sA7sB7cC7 sA8sB8cC8

+++� −−− sA5sB5sC5 sA6sB6sC6 sA7sB7sC7 sA8sB8sC8

++−� +++ −cA5cB5sC5 −cA6cB6sC6 −cA7cB7sC7 −cA8cB8sC8

++−� ++− cA5cB5cC5 cA6cB6cC6 cA7cB7cC7 cA8cB8cC8

++−� +−+ −cA5sB5sC5 −cA6sB6sC6 −cA7sB7sC7 −cA8sB8sC8

++−� +−− cA5sB5cC5 cA6sB6cC6 cA7sB7cC7 cA8sB8cC8

++−� −++ −sA5cB5sC5 −sA6cB6sC6 −sA7cB7sC7 −sA8cB8sC8

++−� −+− sA5cB5cC5 sA6cB6cC6 sA7cB7cC7 sA8cB8cC8

++−� −−+ −sA5sB5sC5 −sA6sB6sC6 −sA7sB7sC7 −sA8sB8sC8

++−� −−− sA5sB5cC5 sA6sB6cC6 sA7sB7cC7 sA8sB8cC8

+−+� +++ cA5sB5cC5 cA6sB6cC6 −cA7sB7cC7 −cA8sB8cC8

+−+� ++− cA5sB5sC5 cA6sB6sC6 −cA7sB7sC7 −cA8sB8sC8

+−+� +−+ −cA5cB5cC5 −cA6cB6cC6 cA7cB7cC7 cA8cB8cC8

+−+� +−− −cA5cB5sC5 −cA6cB6sC6 cA7cB7sC7 cA8cB8sC8

+−+� −++ sA5sB5cC5 sA6sB6cC6 −sA7sB7cC7 −sA8sB8cC8

+−+� +−+− sA5sB5sC5 sA6sB6sC6 −sA7sB7sC7 −sA8sB8sC8

+−+� −−+ −sA5cB5cC5 −sA6cB6cC6 sA7cB7cC7 sA8cB8cC8

+−+� −−− −sA5cB5sC5 −sA6cB6sC6 sA7cB7sC7 sA8cB8sC8

+−−� +++ −cA5sB5sC5 −cA6sB6sC6 cA7sB7sC7 cA8sB8sC8

+−−� ++− cA5sB5cC5 cA6sB6cC6 −cA7sB7cC7 −cA8sB8cC8

+−−� +−+ cA5cB5sC5 cA6cB6sC6 −cA7cB7sC7 −cA8cB8sC8

+−−� +−− −cA5cB5cC5 −cA6cB6cC6 cA7cB7cC7 cA8cB8cC8

+−−� −++ sA5sB5sC5 sA6sB6sC6 −sA7sB7sC7 −sA8sB8sC8

+−−� −+− sA1sB1cC1 sA2sB2cC2 −sA3sB3cC3 −sA4sB4cC4

+−−� −−+ sA1cB1sC1 sA2cB2sC2 −sA3cB3sC3 −sA4cB4sC4

+−−� −−− −sA1cB1cC1 −sA2cB2cC2 sA3cB3cC3 sA4cB4cC4

−++� +++ sA1cB1cC1 −sA2cB2cC2 sA3cB3cC3 −sA4cB4cC4

−++� ++− sA1cB1sC1 −sA2cB2sC2 sA3cB3sC3 −sA4cB4sC4

−++� +−+ sA1sB1cC1 −sA2sB2cC2 sA3sB3cC3 −sA4sB4cC4

−++� +−− sA1sB1sC1 −sA2sB2sC2 sA3sB3sC3 −sA4sB4sC4

−++� −++ −cA1cB1cC1 cA2cB2cC2 −cA3cB3cC3 cA4cB4cC4

−++� −+− −cA1cB1sC1 cA2cB2sC2 −cA3cB3sC3 cA4cB4sC4

−++� −−+ −cA1sB1cC1 cA2sB2cC2 −cA3sB3cC3 cA4sB4cC4

−++� −−− −cA1sB1sC1 cA2sB2sC2 −cA3sB3sC3 cA4sB4sC4

−+−� +++ −sA1cB1sC1 sA2cB2sC2 −sA3cB3sC3 sA4cB4sC4

−+−� ++− sA1cB1cC1 −sA2cB2cC2 sA3cB3cC3 −sA4cB4cC4

−+−� +−+ sA1sB1sC1 −sA2sB2sC2 sA3sB3sC3 −sA4sB4sC4

−+−� +−− sA1sB1cC1 −sA2sB2cC2 sA3sB3cC3 −sA4sB4cC4

−+−� −++ cA1cB1sC1 −cA2cB2sC2 cA3cB3sC3 −cA4cB4sC4

−+−� −+− −cA1cB1cC1 cA2cB2cC2 −cA3cB3cC3 cA4cB4cC4

−+−� −−+ cA1sB1sC1 −cA2sB2sC2 cA3sB3sC3 −cA4sB4sC4

−+−� −−− −cA1sB1cC1 cA2sB2cC2 −cA3sB3cC3 cA4sB4cC4

−−+� +++ sA1sB1cC1 −sA2sB2cC2 −sA3sB3cC3 sA4sB4cC4

−−+� ++− −sA1sB1sC1 sA2sB2sC2 sA3sB3sC3 −sA4sB4sC4

−−+� +−+ −sA1cB1cC1 sA2cB2cC2 sA3cB3cC3 −sA4cB4cC4

−−+� +−− −sA1cB1sC1 sA2cB2sC2 sA3cB3sC3 −sA4cB4sC4

−−+� −++ −cA1sB1cC1 cA2sB2cC2 cA3sB3cC3 −cA4sB4cC4

−−+� −+− −cA1sB1sC1 cA2sB2sC2 cA3sB3sC3 −cA4sB4sC4

−−+� −−+ cA1cB1cC1 −cA2cB2cC2 −cA3cB3cC3 cA4cB4cC4

−−+� −−− cA1cB1sC1 −cA2cB2sC2 −cA3cB3sC3 cA4cB4sC4

−−−� +++ −sA1sB1sC1 sA2sB2sC2 sA3sB3sC3 −sA4sB4sC4

−−−� ++− sA5sB5cC5 −sA6sB6cC6 −sA7sB7cC7 sA8sB8cC8

−−−� +−+ sA5cB5sC5 −sA6cB6sC6 −sA7cB7sC7 sA8cB8sC8

−−−� +−− −sA5cB5cC5 sA6cB6cC6 sA7cB7cC7 −sA8cB8cC8

−−−� −++ cA5sB5sC5 −cA6sB6sC6 −cA7sB7sC7 cA8sB8sC8

−−−� −+− −cA5sB5cC5 cA6sB6cC6 cA7sB7cC7 −cA8sB8cC8

−−−� −−+ −cA5cB5sC5 cA6cB6sC6 cA7cB7sC7 −cA8cB8sC8

−−−� −−− cA5cB5cC5 −cA6cB6cC6 −cA7cB7cC7 cA8cB8cC8
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In (76), J��gi� = j1��gi�r��/�gi�, where

gm
′n′p′�mnp

1 = km + km′ + kn + kn′ + kp + kp′
gm

′n′p′�mnp
2 = km − km′ + kn + kn′ + kp + kp′
gm

′n′p′�mnp
3 = km + km′ + kn − kn′ + kp + kp′
gm

′n′p′�mnp
4 = km − km′ + kn − kn′ + kp + kp′
gm

′n′p′�mnp
5 = km + km′ + kn + kn′ + kp − kp′
gm

′n′p′�mnp
6 = km − km′ + kn + kn′ + kp − kp′
gm

′n′p′�mnp
7 = km + km′ + kn − kn′ + kp − kp′
gm

′n′p′�mnp
8 = km − km′ + kn − kn′ + kp − kp′

(78)

Finally,

S
m′n′p′�mnp
l� � = al���m′n′p′�al� ��mnp�

+Nl��bl� ��m′n′p′�bl� ��mnp� (79)

P
m′n′p′�mnp
i� l = Pl�km

′n′p′�mnp
i /gn′m′p′gnmp� (80)

k
m′n′p′�mnp
1 = −kmkm′ − knkn′ − kpkp′
k
m′n′p′�mnp
2 = kmkm′ − knkn′ − kpkp′
k
m′n′p′�mnp
3 = −kmkm′ + knkn′ − kpkp′
k
m′n′p′�mnp
4 = kmkm′ + knkn′ − kpkp′ (81)

k
m′n′p′�mnp
5 = −kmkm′ − knkn′ + kpkp′
k
m′n′p′�mnp
6 = kmkm′ − knkn′ + kpkp′
k
m′n′p′�mnp
7 = −kmkm′ + knkn′ + kpkp′
k
m′n′p′�mnp
8 = kmkm′ + knkn′ + kpkp′

The Hamiltonian matrix elements have the form:〈
�±�±�±
m

′
n′p′ �Ĥ ��±�±�±

mnp

〉
= �k2m + k2n + k2p�0m±′

n±′
p±′

�m±n±p± − 4�
!

∑
�

r2�

×
8∑
i=1
x
m±′

n±′
p±′

�m±n±p±
i� J�

(
g
m′n′p′ �mnp
i

)
k
m′n′p′�mnp
i

+ 4�
!

∑
�

r4�
∑
l=0
�2l + 1�

[
S
m

′
n′p′�mnp

l�� Ela + 1m
′
n′yyp′�mnp

l��

]

×
8∑
i=1
x
m±′

n±′
p±′

�m±n±p±
i� P

m′n′p′�mnp
i�l (82)

where

1
m

′
n′p′�mnp

l�� = u̇l��u′l��
[
j ′l
(
gm′n′p′r

)
jl�gmnpr�

+ jl
(
gm′n′p′r

)
j ′l�gmnpr�

]∣∣
r=r�

−[
u̇′l��u

′
l��jl

(
gm′n′p′r

)
jl�gmnpr�

+ u̇l��ul��j ′l�gm′n′p′r�j
′
l�gmnpr�

]
r=r� (83)

5. LINEAR AUGMENTED
CYLINDRICAL-WAVE METHOD

The synthesis of nanotubes [31], which represent graphite
layers convoluted in cylinders, as well as implanting metal
atoms in such cylinders [32], opens the way to producing a
new class of nanowires [33, 34]. For theorists, the basic chal-
lenge is interpreting and predicting the properties of these
cylindrical systems.

5.1. Rod LACW Method

The rod LACW method is an extension of the 1D-LAPW
method to cylindrical nanowires [35–37]. In the LACW the-
ory under consideration, we use the step cylindrical-MT one-
electron potential; that is, we consider that the potential is
spherically symmetric in the vicinity of atoms !I and con-
stant in the !II space among them and that the system
is confined in an impenetrable potential box of cylindrical
shape !III . The radius a of the cylinder is chosen so that the
cylinder includes a significant portion of the electron density
of the nanorod.

5.1.1. Forming the Rod Basis Functions
To form the basis functions (linear augmented cylindri-
cal waves, LACWs), the solutions of the wave equation
for the cylindrical interstitial and MT regions should be
sewn together so that the resulting LACWs and their first
derivatives are continuous. In the interstitial region, the
LACWs are the solutions of the Schrödinger equation for
free electron movement in a cylinder of size �a2×�. When
expressed in cylindrical coordinates Z�R, and ?, this equa-
tion takes the form:{

−
[
1
R

	

	R
R
	

	R
+ 1
R2

	2

	?2
+ 	2

	Z2

]
+ U�R�

}
@�Z�R�?�

= E@�Z�R�?� (84)

where the potential U�R� = 0 at R ≤ a and U�R� = � at
R > a. Let

@�Z�R�?� = @P�Z� k�@M�?�@�M ��N �R� (85)

be the solutions of (84). As in the bar-LACW method, the
@P�Z� k� function describes the movement of an electron
along the z axis in the one-dimensional system, (49). The
function

@M�?� = �2��−1/2 exp�iM?� M = 0�±1�±2� 4 4 4
(86)

corresponds to the axial component, and @�M ��N �R� corre-
sponds to the transverse component of the wave function
that is the solution of the equation

(
− 1
R

d

dR
R
d

dR
+ M2

R2

)
@�M ��N �R�

+U�R�@�M ��N �R� = E�M ��N@�M ��N �R�4 (87)
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Here, E�M ��N is the energy spectrum, and N is the radial
quantum number. The energy

E = K2
p + E�M ��N (88)

corresponds to the wave function @�Z�R�?�4 At R ≤ a�
(87) is written in the form:(

d2

dR2
+ 1
R

d

dR
+ C2�M ��N − M2

R2

)
@�M ��N �R� = 0 (89)

where C�M ��N = �E�M ��N �1/24 After substituting CR = x and
@�R� = y�x� into (89), it reduces to the canonical Bessel
equation x2y ′′ + xy′ + �x2 − M 2�y = 0. Its solutions are
referred to as cylindrical functions of Mth order [38–40].
The finite at the origin R = 0 solution of (89) is @�M ��N �R� =
CJM�C�M ��NR�, where JM is the Bessel cylindrical function of
Mth order. The condition of the vanishing of the wave func-
tion at the impenetrable barrier @�M ��N �a� = JM�C�M ��N a� =
0 determines the corresponding energy spectrum:

E�M ��N = ���M ��N �
2/a2 (90)

Here, ��M ��N is the N th root of the Bessel function of
Mth order �N = 1� 2� 4 4 4 �. The constant C = √

2/
�a�J ′M�C�M ��N a���� where J ′M is a derivative of the Bessel func-
tion, is determined from the normalization of the function
@�M ��N �R�: ∫ a

0
@ 2
M� N �R�RdR = 1 (91)

Finally, the basis function in the !II region takes the form:

@II�PMN �Z�R�?�=
[√
!
∣∣J ′M�C�M ��N a�

∣∣]−1
×exp[i�KPZ+M?�]JM�C�M ��NR� (92)

Here, ! = �ca2.
Inside the MT sphere � in the local spherical coordinate

system, the basis function @I��PMN ��� $� �� is expanded in
spherical harmonics according to (21) with the coefficients
APMNlm�� and BPMNlm�� selected so that both the basis function
@PMN and its derivative have no discontinuity at the bound-
ary of MT spheres. To do this, let us express the @II�PMN
function through the cylindrical coordinates Z��?�� and R�
of the center of the �th sphere and through the local spher-
ical coordinate system �� $� and � (Fig. 1).

Figure 1. General cylindrical and local spherical coordinates [35].

Let Q = Q�Z�R�?� be the point with coordinates Z�R�
and ? in the general cylindrical coordinate system and with
coordinates �� $� and � in the local spherical coordinate sys-
tem. Then, taking into account Z = Z� + � cos $ and �? =
?� −?, we have

@II�� PMN ��� $� ��

= [√
!
∣∣J ′M�C�M ��N a�

∣∣]−1 exp[i�KPZ� +M?��]
× exp�iKP� cos $�e

−iM�?JM
(
C�M ��NR

)
(93)

Using the theorem of addition (expansion) for cylindrical
functions FM (Fig. 2) [38, 39], according to which

eiM�FM�Cr1� =
�∑

m=−�
Jm�Cr3�Fm+M�Cr2�e

im� (94)

where FM is the cylindrical Bessel functions of the first JM
or second YM kind and C is an arbitrary complex number,
we can write

e−iM�?JM
(
C�M ��NR

) = �−1�M �∑
m=−�

Jm
(
C�M ��N � sin $

)
× Jm−M

(
C�M ��NR�

)
eim� (95)

Finally, the function @II��PMN ��� $� �� takes the form:

@II�� PMN ��� $� �� =
[√
!
∣∣J ′M(C�M ��N a

)∣∣]−1
×exp[i�KPZ� +M?��] exp�iKP� cos $�
×�−1�M

�∑
m=−�

Jm−M
(
C�M ��NR�

)
×Jm

(
C�M ��N � sin $

)
eim� (96)

From the equality of @I� and @II� and of their derivatives
at the sphere boundary, we have

APMNlm�� = r2�DPMN
lm�� alm���PMN� (97)

BPMNlm�� = r2�DPMN
lm�� blm���PMN� (98)

where

DPMN
lm�� = √

�
{√
!�J ′

M�C�M ��N a��
}−1{ �2l + 1���l − �m��!�

��l + �m��!�
}1/2

× �−1��045�m+�m�+l��il exp�i�KPZ� +M?���
× �−1�MJm−M�C�M ��NR��� (99)

Figure 2. Illustration of the theorem of addition for cylindrical func-
tions [35].
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alm���PMN� = I2�r��
·
ul�� �r��− I1�r��u̇′l���r�� (100)

blm���PMN� = I1�r��u′l���r��− I2�r��ul���r�� (101)

Here, I1 and I2 are integrals of the augmented Legendre
polynomials P �m�

l :

I1 = 2
∫ �/2
0

exp
[
i�KPr� cos $�

]
Jm

(
C�M ��N r� sin $

)
P

�m�
l

× �cos $� sin $ d$ (102)

I2 = 2
∫ �/2
0

exp
[
i�KPr� cos $�

][
iKP cos $ Jm

(
C�M ��N r� sin $

)
+ �1/2�C�M ��N sin $

][
Jm−1�C�M ��N r� sin $�

− Jm−1�C�M ��N r� sin $�
]
P

�m�
l �cos $� sin $ d$ (103)

5.1.2. Rod LACW Hamiltonian
and Overlap Matrices

With the use of the equations for the basis functions, we can
calculate the overlap and Hamiltonian matrices:

�@P ′M ′N ′ �@PMN 	
= 0P ′M ′N ′�PMN + 2�

[
!
∣∣J ′�M ′ ��C�M ′ ��N ′a�J ′�M ��C�M ��N a�

∣∣]−1
×�−1�M+M ′ ∑

�

exp
{
i��kP − kP ′�Z� + �M −M ′�?��

}
× ∑
m=−�

Jm−M ′
(
C�M ′ ��N ′R�

)
Jm−M

(
C�M ��NR�

)

×
{
I3 − r4�

�∑
l=�m�

�2l + 1���l − �m��!�
2��l + �m��!� SP

′M ′N ′�PMN
lm��

}
(104)

�@P ′M ′N ′ �Ĥ �@PMN 	
= (

KP ′KP + C�M ′ ��N ′C�M ��N
)
0P ′M ′N ′�PMN

− 2�
[
!
∣∣J ′�M ′ �

(
C�M ′ ��N ′a

)
J ′�M �

(
C�M ��N a

)∣∣]−1�−1�M+M ′

×∑
�

exp
{
i��kP − kP ′�Z� + �M −M ′�?��

}

×
�∑

m=−�
Jm−M ′

(
C�M ′ ��N ′R�

)
Jm−M

(
C�M ��NR�

)
×WP ′M ′N ′ �PMN

�m � (105)

where

WP ′M ′N ′ �PMN
�m = KP ′KPI3 + C�M ′ ��N ′C�M ��N I

′
3 +m2I4

− r4�
�∑

l=�m�

�2l + 1���l − �m��!�
2��l + �m��!�

× (
El�S

P ′M ′N ′�PMN
lm�� + 1P ′M ′N ′�PMN

lm��

)
� (106)

I3 = 2
∫ �/2
0

∫ r�
0
cos

[
r
(
kP − kP ′

)
cos $

]
Jm

(
C�M ′ ��N ′r sin $

)
× Jm

(
C�M ��N r sin $

)
sin $r2 d$ dr

I
′
3 = 2

∫ �/2
0

∫ r�
0
cos

[
r
(
kP − kP ′

)
cos $

]
J ′m

(
C�M ′ ��N ′r sin $

)
× J ′m

(
C�M ��N r sin $

)
sin $r2 d$ dr

I4 = 2
∫ �/2
0

∫ r�
0
cos

[
r
(
kP − kP ′

)
cos $

]
Jm

(
C�M ′ ��N ′r sin $

)
× Jm

(
C�M ��N r sin $

)(
sin $

)−1
d$ dr (107)

SP
′M ′N ′�PMN

lm�� = a∗lm���P ′M ′N ′�alm���PMN�

+Nl��b∗lm���P ′M ′N ′�blm���PMN� (108)

1P
′M ′N ′�PMN

lm�� = �I∗2 I1 + I∗1 I2�u̇l��u′l�� − I∗2 I2u̇l��ul��
− I∗1 I1u̇′l��u′l�� (109)

We calculated integrals I1–I4 by numerical methods.

5.2. Tube LACW Method

In the LACW method with the rod-MT approximation, the
electron potential of a polyatomic system is assumed to be
constant in the interatomic space up to an impenetrable
cylindrical potential barrier. Thus, electrons are allowed to
move throughout the interior of the potential cylinder; that
is, the interior of a nanopolymer of near-cylindrical shape
is free of cavities as, for example, in intercalated carbon
nanotubes. On the other hand, a number of important poly-
meric systems have near-cylindrical symmetry and an inte-
rior cylindrical hole. Among these systems are, for example,
original all-carbon and boron nitride nanotubes and MX2
nanotubes (M = W�Mo3 X = S� Se). Here, we extend the
LACW method to nanotubes with an interior hole [41–43].

5.2.1. Forming the Tube LACW
Basis Functions

We assume that the effective one-electron potential is con-
stant in the interspherical region up to the two cylindrical
potential barriers: the exterior cylinder of radius a and the
interior cylinder of radius b. In this region, the basis func-
tions are the solutions of the Schrödinger equation for free
electron movement inside an infinite tube with outer radius
a and inner radius b. This equation has the same form (84)
as in the case of a nanorod; however, the potential is

U�R� =
{
0� b ≤ R ≤ a
�� R < b� R > a

(110)

Because of the cylindrical symmetry of the potential U�R�,
the wave function has the form (85), where @�M ��N �R� is
the solution of the Bessel equation (89) with new boundary
conditions @�M ��N �a� = @�M ��N �b� = 0. Any solution of the
Bessel equation can be represented as a linear combination
of its partial solutions—cylindrical Bessel functions of the
first JM and second YM kinds

@M�N �R� = CJM�N JM�C�M ��NR�+ CYM�NYM�C�M ��NR� (111)

Here, CJM�N and CYM�N are the constants chosen in such a
way as to ensure the normalization of the @�M ��N �R� func-
tion ∫ a

b
@ 2
M�N �R�R dR = 1 (112)
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and its vanishing at the interior and exterior potential bar-
riers:

@M�N �a� = CJM�N JM�C�M ��N a�+ CYM�NYM�C�M ��N a� = 0
(113)

@M�N �b� = CJM�N JM�C�M ��N b�+ CYM�NYM�C�M ��N b� = 0
(114)

[Note that, for a cylinder without a hole, the coefficient
CYM�N in (111) vanishes, because the function YM�C�M ��NR�
has a singularity at R = 0; however, we are interested in
the solutions of the Schrödinger equation that are finite and
continuous everywhere over the region.] From the set of
equations (113) and (114), we can easily derive the equation
for finding C�M ��N :

JM�C�M ��N a�YM�C�M ��N b� = JM�C�M ��N b�YM�C�M ��N a�
(115)

In our work, we solve this equation numerically (we deter-
mine the segments containing at least one root, which was
found by bisecting the segment). From (113) and (114), the
relationship between CJM�N and CYM�N can be found:

CYM�N = −CJM�N
JM�C�M ��N a�
YM�C�M ��N a�

(116)

To calculate the integral (112), let us use the equation∫
zFM�Cz�GM�Cz� dz

= z2

2
FM�Cz�GM�Cz�−

z2

4

[
FM−1�Cz�GM+1�Cz�

+ FM+1�Cz�GM−1�Cz�
]

(117)

for an indefinite integral and the recurrence formulas

zFM−1�z� = zF ′
M�z�+MFM�z� (118)

− zFM+1�z� = zF ′
M�z�−MFM�z� (119)

where FM and GM are any two cylindrical functions, in par-
ticular, JM and YM . Then,

R2

2

[
CJMNJ

′
M�C�M ��NR�+ CYMNY ′

M�C�M ��NR�
]2∣∣a

b
= 1 (120)

Finally, the basis function @II� PMN �Z�R�?� in the region
!II in the general cylindrical coordinate system takes the
form:

@II�PMN �Z�R�?�

= 1√
2�c

exp
[
i�KPZ +M?�][CJM�N JM�C�M ��NR�

+ CYM�NYM�C�M ��NR�
]

(121)

Here, the C�M ��N values are found from (115), and CJM�N
and CYM�N are derived from the set of equations (120) and
(116).
Inside the MT sphere � in the local spherical coordinate

system, the LACW has the same form as in the case of bulk

or nanorod. In order to determine the coefficients APMNlm

and BPMNlm , let us again use the theorem of addition for cylin-
drical functions (Figs. 1 and 2). In the local spherical coor-
dinate system, the function @II�� PMN ��� $� �� for a cylinder
with a hole takes the form:

@II�� PMN ��� $� ��

= �2�c�−1/2 exp[i�KPZ� +M?��] exp�iKP� cos $��−1�M
×

�∑
m=−�

[
CJM�N Jm−M�C�M ��NR��+ CYM�NYm−M�C�M ��NR��

]
× Jm�C�M ��N � sin $�e

im� (122)

Finally, we obtain that the Alm and Blm coefficients can be
calculated from (97) and (98) with

DPMN
lm�� = 1√

2c

{
�2l + 1�

[
�l − �m��!][

�l + �m��!]
}1/2

�−1��045�m+�m�+l��il

× exp
[
i�KPZ� +M?��

]
× �−1�M�CJM�N Jm−M�C�M ��NR��

+ CYM�NYm−M�C�M ��NR��� (123)

5.2.2. Tube LACW Hamiltonian
and Overlap Matrices

The overlap and Hamiltonian matrices in this case have the
form:

�@P ′M ′N ′ �@PMN 	=0P ′M ′N ′�PMN−
1
c
�−1�M+M ′

×∑
�

exp#i��KP−KP ′�Z�+�M−M ′�?��%

×
�∑

m=−�

[
CJM ′�N ′Jm−M ′�C�M ′ ��N ′R��

+CYM ′�N ′Ym−M ′�C�M ′ ��N ′R��
]

×[
CJM�N Jm−M�C�M ��NR��

+CYM�NYm−M�C�M ��NR��
]

×
{
I3−r4�

�∑
l=�m�

�2l+1���l−�m��!�
2��l+�m��!�

×SP ′M ′N ′�PMN
lm��

}
� (124)

�@P ′M ′N ′ �Ĥ �@PMN 	
= �KP ′KP + C�M ′ ��N ′C�M ��N �0P ′M ′N ′�PMN

− 1
c
�−1�M+M ′ ∑

�

exp#i��KP −KP ′�Z� + �M −M ′�?��%

×
�∑

m=−�

[
CJM ′�N ′Jm−M ′�C�M ′ ��N ′R��

+ CYM ′�N ′Ym−M ′�C�M ′ ��N ′R��
]

× [
CJM�N Jm−M�C�M ��NR��

+ CYM�NYm−M�C�M ��NR��
]
WP ′M ′N ′ �PMN
�m (125)
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5.3. LACW Method
for Nanoporous System

The pore LACW method can be developed to study the
characteristic electron states of the pores in nanoporous sys-
tem with cylindrical nanocavities in a bulk material [44, 45].
Again, we use the step cylindrical-MT electron potential. In
this case, an impenetrable cylindrical step potential sepa-
rates an unattainable for electron cylindrical region from the
rest of the system.
In this case in the interstitial region, the LACW

@II� PMN �Z�R�?� = �
√
!�Y ′

M�C�M ��N b���−1
× exp�i�KPZ +M?��YM�C�M ��NR� (126)

is a solution of the Schrödinger equation (84) with the
potential U�R� = 0 at R ≥ b and U�R� = � at R < b.
The condition of the vanishing of the wave function at the
impenetrable barrier @�M ��N �b� = YM�C�M ��N b� = 0 deter-
mines the corresponding energy spectrum through the roots
of the Bessel functions of the second kind4 Here, ! = �cb24
In the local spherical coordinate system �� $� and �, we

have

@II�� PMN ��� $� �� = �
√
!�Y ′

M�C�M ��N a���−1
× exp�i�KPZ� +M?��� exp�iKP� cos $��−1�M

×
�∑

m=−�
Ym−M�C�M ��NR��Jm�C�M ��N � sin $�e

im� (127)

When (127) is compared with analogous equations (96) for
a nanorod or (122) for a nanotube, the overlap and Hamil-
tonian matrix elements are readily obtained from (104) and
(105) or (124) and (125):

�@P ′M ′N ′ �@PMN 	
=0P ′M ′N ′�PMN+2��!�Y ′

�M ′ ��C�M ′ ��N ′b�Y ′
�M ��C�M ��N b���−1

×�−1�M+M ′∑
�

exp#i��kP−kP ′�Z�+�M−M ′�?��%

× ∑
m=−�

Ym−M ′�C�M ′ ��N ′R��Ym−M�C�M ��NR��

×
{
I3−r4�

�∑
l=�m�

�2l+1���l−�m��!�
2��l+�m��!� SP

′M ′N ′�PMN
lm��

}
� (128)

�@P ′M ′N ′ �Ĥ �@PMN 	 = �KP ′KP + C�M ′ ��N ′C�M ��N �0P ′M ′N ′�PMN

− 2��!�Y ′
�M ′ ��C�M ′ ��N ′b�Y ′

�M ��C�M ��N b���−1�−1�M+M ′

×∑
�

exp#i��kP − kP ′�Z� + �M −M ′�?��%

×
�∑

m=−�
Ym−M ′�C�M ′ ��N ′R��Ym−M

× �C�M ��NR��W
P ′M ′N ′ �PMN
�m (129)

6. CLUSTER LINEAR AUGMENTED
SPHERICAL-WAVE METHOD

In this section, a cluster linear augmented spherical-wave
(C-LASW or 0D-LASW) method for spherical nanocrystals
or polyatomic clusters such as fullerene C60 is presented

[46, 47]. The C-LASW model is based on the 3D-LASW
method for crystals [48] and the multiple-scattering model
for polyatomic molecules [49–51]. We use the spherical-MT
approximation here; that is, we assume that the effective
one-electron potential is spherically symmetric with large
radial variation in the vicinity of atoms !I and constant in
the !II space among them up to the impenetrable spher-
ical potential barrier !III . In the general case considered
here that a molecule such as �60 has an inner spherical hole,
there must be two spherical potential barriers with radii a
and b� between which the major part of the electron density
is located.

6.1. Forming the Basis Cluster
LASW Functions

Here, the basis function is called a linear augmented spher-
ical wave (LASW). In the spherical interatomic region, it
is a solution of the wave equation with constant potential.
In the general spherical coordinates R�I, and ? (Fig. 3),
the Schrödinger equation for free electron movement in a
spherical layer takes the form:{

− 1
R2

	

	R
R2 	

	R
− J

R2
+U�R�

}
@�R�I�?�=E@�R�I�?�

(130)

where

J = 1
sinI

[
	

	I

(
sinI

	

	I

)
+ 	2

sinI 	?2

]
(131)

For a spherical cluster with a spherical hole, U�R� = 0 for
a ≤ R ≤ b and U�R� =� outside the step potential barriers
(110). The solution of (130)

@II�NLM�R�I�?� = fN�L�R�YL�M�I� ?�
≡ fN�L�R�YL�M�R̂� (132)

is called the spherical wave. The radial function fN�L�R� is
the solution of the equation(

d2

dR2
+ 2
R

d

dR
+ C2N�L −

L�L+ 1�
R2

)
fN�L�R� = 0 (133)

Figure 3. General and local spherical coordinate systems and illustra-
tion of the theorem of expansion for spherical waves.
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where CN�L = √
E. Any solution of this equation is a linear

combination of its partial solutions—spherical Bessel func-
tions of the first jL and second yL kinds

fN�L�R� = cjN�LjL�CN�LR�+ cyN�LyL�CN�LR� (134)

Using the normalization

∫ a
b
f 2N�L�R�R

2 dR = 1 (135)

and boundary conditions fN�L�a� = fN�L�b� = 0� we obtain
three equations

jL�CN�La�yL�CN�Lb� = jL�CN�Lb�yL�CN�La� (136)

c
y
N�L = −cjN�L

jL�CN�La�

yL�CN�La�
(137)

R3

2
��c

j
N�L�

2jL−1jL+1 + �cyN�L�2yL−1yL+1
+ cjN�LcyN�L�jL−1yL+1 + jL+1yL−1���ba = 1 (138)

for CN�L, c
j
N�L� and c

y
N�L. Here, jL−1 = jL−1�CN�LR�� jL+1 =

jL+1�CN�LR�� 4 4 4 . To obtain (138) from (135), we used (117 )
and the relationship between spherical and cylindrical Bessel
functions

jL�z� =
√
�

2z
JL+1/2�z�

yL�z� =
√
�

2z
J−L−1/2�z��−1�L+1 (139)

Inside the MT sphere � in the local spherical coordinate
system, the basis function @I��NLM��� $� �� is expanded in
spherical harmonics according to (21) with the coefficients
ANLMlm�� and BNLMlm�� determined by matching the basis function
@NLM and its derivative over the boundary of MT spheres.
Using an expansion theorem (Fig. 3) for the spherical

wave [49], according to which

nL�CR�YLM�R̂�

4�
= ∑

l′m′′

∑
l′′m′′

il
′+l′′−LIl′′m

′′�LM� l′m′�nL�CR��

× Yl′m′�R̂��jl′′�Cr�Yl′′m
′′�r̂� (140)

where nL is the spherical Bessel function of the first jL or
second yL kind and C is an arbitrary complex number, we
express the @II�NLM�R�I�?� function through the general
spherical coordinates R�� I�� and ?� of the center of the
�th sphere and through the local spherical coordinates �� $�
and �:

@II��NLM = 4�
∑
l′m′

∑
l′′m′′

il
′+l′′ −LIl′′m′′ �LM� l′m′�

× �cjN�Ljl′�CN�LR��+ cyN�Lyl′�CN�LR���
× Yl′m′�R̂��jl′′ �CN�L��Yl′′m′′ ��̂� (141)

where the Gaunt integral

Il′′m′′�LM�l′m′�=
∫ �
0

∫ 2�

0
Yl′′m′′�$���

×Y ∗
LM�$���Yl′m′�$��� sin $ d$ d�

=
√
�2l′′ +1��2l′ +1�
4��2L+1� CL0

l
′′ 0l′0C

LM
l
′′
m

′′
l′m′ (142)

over triple products or spherical harmonics is easily com-
puted in terms of products of Clebsch–Gordon coefficients
CL0l′′0l′0 and C

LM
l′′m′′l′m′ [52].

From the equality of the function @I��NLM of the type (21)
and @II��NLM (141) and of their derivatives at the MT-sphere
boundary, we have

ANLMlm�� = r2�DNLM
lm�� alm���NL� (143)

BNLMlm�� = r2�DNLM
lm�� blm���NL� (144)

where

DNLM
lm�� = 4�

∑
l′m′
il

′+l−LIlm�LM� l
′m′��cjN�Ljl′�CN�LR��

+ cyN�Lyl′�CN�LR���Yl′m′�R̂�� (145)

alm���NL� = j ′l�CN�Lr��u̇l���r��− jl�CN�Lr��u̇′l���r�� (146)

blm���NL� = jl�CN�Lr��u′l���r��− j ′l�CN�Lr��ul���r�� (147)

6.2. Cluster LASW Hamiltonian
and Overlap Matrices

The overlap matrix in this method has the form:

�@N2L2M2
�@N1L1M1

	
= 0N2L2M2�N1L1M1

− �4��2 ∑
l′m′

∑
l
′′
m

′′
il

′−l′′ −L1+L2

×∑
�

�c
j
N2�L2

jl′′ �CN2�L2
R��

+ cyN2�L2
yl′′ �CN2�L2

R���Y
∗
l
′′
m

′′ �R̂��

× �cjN1�L1
jl′�CN1�L1

R��+ cyN1�L1
yl′�CN1�L1

R���Yl′m′�R̂��

× ∑
lm

Ilm�L2M2� l
′′
m

′′
�Ilm�L1M1� l

′m′�

× �I1�l� − r4�SN2L2�N1L1
l� � (148)

where

I1� l� =
∫ r�
0
jl�CN2�L2

r�jl�CN1�L1
r�r2 dr (149)

S
N2L2�N1L1
l� = alm���N2L2�alm���N1L1�

+Nl�blm���N2L2�blm���N1L1� (150)
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The Hamiltonian matrix is

�@N2L2M2
�Ĥ �@N1L1M1

	
=CN2�L2

CN1�L1
0N2L2M2�N1L1M1

−�4��2 ∑
l2m2

∑
l1m1

il1−l2−L1+L2

×∑
�

�c
j
N2�L2

jl2�CN2�L2
R��+cyN2�L2

yl2�CN2�L2
R���Y

∗
l2m2
�R̂��

×�cjN1�L1
jl1�CN1�L1

R��+cyN1�L1
yl1�CN1�L1

R���Yl1m1
�R̂��

×∑
lm

Ilm�L2M2�l2m2�Ilm�L1M1�l1m1�

×#I2�l�+l�l+1�I3�l�
−r4��El�SN2L2�N1L1

l� +1N2L2�N1L1
l� �% (151)

where

I2�l� =
∫ r�
0

djl�CN2�L2
r�

dr

djl�CN1�L1
r�

dr
r2 dr (152)

I3�l� =
∫ r�
0
jl�CN2�L2

r�jl�CN1�L1
r� dr (153)

1
N2L2�N1L1
l� = u̇l��u′l���j ′l�CN2�L2

r�jl�CN1�L1
r�

+ jl�CN2�L2
r�j ′l�CN1�L1

r���r=r�
− �u̇′l��u′l��jl�CN2�L2

r�jl�CN1�L1
r�

+ u̇l��ul��j ′l�CN2�L2
r�j ′l�CN1�L1

r��r=r� (154)

For the special case that there is no inner spherical hole
in a cluster, the overlap and Hamiltonian matrices can eas-
ily be found from these equations. In this case, cyN�L = 0�
fN�L�R� = cjN�LjL�CN�LR�� CN�L are to be obtained from the
equation jL�CN�La� = 0� and

c
j
N�L =

[
a3

2
�j2L�CN�La�− jL−1�CN�La�jL+1�CN�La��

]−1/2

(155)

7. APPLICATIONS
Presently, there are not too many applications of the LAW
theory to nanomaterials. The majority of the studies are
related to 1D and 2D systems such as nanotubes, nanowires,
and films. In terms of the LAW formalism, we studied nano-
tubes and nanowires, and these data are briefly described
below. Here, the applicability of the LAW formalism to
nanomaterials will be demonstrated by examples of our cal-
culations of one-dimensional systems: polymers, transition
metal nanowires, and pure and 3d-metal intercalated car-
bon and boron nitride nanotubes. As to the applications of
the LAW theory to nanoporous crystals and spherical and
tetragonal clusters, the development of computer codes is in
progress.

7.1. Polymers

Carbyne is a linear chain of carbon atoms with alternating
bond lengths of 1.34 and 1.20 Å. It is the most simple car-
bon nanowire. The results of the 1D-LAPW calculations of
this system are presented in Figure 4 [27–29]. The calcula-
tions are in close agreement with the experimental data for
carbyne: the experimental bandgap width is 1–2.2 eV, the
width of the valence � band is 5–6 eV, and the width of the
K band is 6–7 eV [53].
Figure 5 shows the 1D-LAPW calculated electron dis-

persion curves together with the total �NT� and partial
densities of the 1s(H), 2s(C), and 2p(C) states of poly(para-
phenylene) broadened by the gauss with a half-width of
0.25 eV. In this figure, the calculated results are compared
with photoelectron spectroscopy (PES) data [54]. In agree-
ment with experiment, the calculated total valence band
width equals 18 eV. The three PES bands in the range from
0 to −7 eV are to be assigned to the 2p�(C) states. The
positions of these peaks virtually coincide with those of the
peaks of the total and 2p(C) states. The 2s(C) and 1s(H)
states dominate in a structure below −9 eV with peaks at
−10, −13, and −16 eV. The 2p∗

�(C) states dominate in the
conduction band in a region between 0 and 4 eV. The energy
gap is equal to 1 eV and corresponds to a direct p∗

�–p� tran-
sition. The bands located above 5 eV include contributions
of the 2s(C) and 2pK (C) states with significant admixture of
the 1s(H) states at energies exceeding 7.5 eV.
As seen from a comparison of the densities of the valence

states and PES [54] of the polyethylene (Fig. 6), the valence
band width and positions of the experimental and theoretical
peaks near −14 and −21 eV coincide completely. The dip
in the experimentally PES is represented by the gap in the
band structure in the range from −14 to −1145 eV. The set of
theoretical peaks spreading from the valence band edge to
about −1145 eV with the most intensive maximum at −7 eV
is observed experimentally as a band with a peak at the
same energy. The energy gap between the conduction and
valence bands corresponds to a direct transition near k =
�2/3���/c�. The 1D-LAPW band structure of polyethylene
seems to reproduce the PES of this system somewhat bet-
ter than the results of ab initio calculations by the molecular
orbital linear combination of atomic orbitals (MO LCAO)
method [55, 56].

Figure 4. Band structure of carbyne with permission from [27], A. V.
Nikolaev et al., Dokl. Chem. 348, 91 (1995).
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Figure 5. Electron structure of poly(para-phenylene). Reprinted with
permission form [29].

7.2. Carbon Nanotubes

The electronic structure of all-carbon nanotubes was pre-
dicted by ab initio and Hückel quantum-chemical calcula-
tions in the early 1990s [57–60]. This prediction has been
later corroborated by electric conductivity measurements
and spectra. At the present time, a great body of theoretical
and experimental information on the electronic structure of
such nanotubes is available [61–65]. Therefore, we believe
that they are best suited for testing the LACW method [41,
42, 66].
As is known, all carbon nanotubes with the armchair con-

figuration have a metal-type electronic structure. The Fermi
level is located at the intersection of two � bands at the
point k = �2/3���/c�. This is also reproduced by the LACW
method, as follows from our calculations of the �n� n� nano-
tubes (Fig. 7).
The carbon �n� 0� nanotubes with a zigzag configuration,

depending on their diameter parameter n, can be both semi-
conductors with a direct gap in the center of the Brillouin
zone (at k = 0) and semimetals when the top of the valence
band and the bottom of the conductivity band touch each
other at k = 0. If n is a multiple of 3, the nanotubes
are semimetals (Fig. 8); otherwise, they are semiconductors
(Fig. 9), which is clearly reproduced by the LACW method.

7.3. 3d-Metal Atomic Wires

Intercalating different metals inside nanotubes opens the
way to producing metal nanowires. Similar superthin metal
wires have also been produced upon implanting metal atoms

Figure 6. Electron structure of polyethylene. Reprinted with permis-
sion from [29].

Figure 7. Band structure of carbon (5� 5) nanotube. Reprinted with per-
mission from [41].

in zeolite [67, 68]. Metal nanowires were observed on the
crystal surfaces and sandwiched between the leads [69–71].
The rod-LACW method was used to calculate the elec-

tronic structure of nanowires consisting of third-period
atoms from potassium to zinc [35, 36]. The chains (M)� and
(M2)� with, respectively, equal and alternating short and
long M–M bonds were calculated.
Figure 10 shows that all the (M)� chains without alter-

nating, except for those formed by Ca and Zn, exhibit
the metal-type band structure. The (K)� chain is a one-
dimensional metal, since the nondegenerate 4s band is half-
filled with valence electrons. The (Ca)� chain represents a
one-dimensional dielectric with a completely filled nonde-
generate 4s band, whose top is located at the edge of the
Brillouin zone. The band gap is 2.2 eV and corresponds to
the indirect transition into the doubly degenerate band dom-
inated by the 4px and 4py states.
In the low-energy region, the dispersion curves of all 3d

transition metals have much in common. As in the case of 4s
metals, their origin can be interpreted in terms of the MO
LCAO method and related to the MOs of the M2 diatomic
molecules of transition metals [72]. In all cases, the nonde-
generate E1�1� and E1�2� bands in the (M)� chains without
bond alternation represent bonding and antibonding com-
binations of the 4s- and 3dz2 -metal states. In all transition
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Figure 8. Band structure of carbon (12� 0) nanotube. Reprinted with
permission from [41], P. N. D’yachkov and D. V. Kirin, Dokl. Chem.
369, 326 (1999).

metals, the E1�1� band is completely filled with electrons.
An increase in the atomic number of a transition metal is
accompanied first by an increase and then by a decrease in
the bandwidth. The doubly degenerate narrow band E2�1�,
located between the E1�1� and E1�2� bands, is formed by
the 3dx2−y2 and 3dxy functions. Orientation of these func-
tions indicates that this band is a 0-bonding band. In the
(M)� chains from Sc to V, the Fermi level intersects this
band; hence, conductivity in these chains should occur with
participation of 0-type states. The doubly degenerate E2�2�
and E2�3� bands are higher in energy. One of these bands
can be related to the � states formed by the 3dxz and 3dyz
functions of a metal. The origin of the other (higher energy)
band is not interpreted in terms of the MO LCAO method.
This band can be associated with metallic conducting states
with electron transfer over the interspherical region.
Beginning with the (Cr)� chain, the E2�3� band is gradu-

ally filled with electrons. The whole E2�2� band lies higher
than the upper occupied level in all the metal chains, except
for the copper one. The (Zn)� chain with the completely
filled E1�1�, E2�1�, E1�2�, and E2�3� bands represents a

Figure 9. Band structure of carbon (16� 0) nanotube. Reprinted with
permission from [41], P. N. D’yachkov and D. V. Kirin, Dokl. Chem.
369, 326 (1999).

narrow-gap semiconductor with a direct gap of 0.19 eV at
the edge of the Brillouin zone.
The (Sc)� and (Sc2)� [73] chains are characterized by a

virtually flat upper partially filled band and, correspondingly,
by a high density of states at the Fermi level, which can lead
to a high conductivity of these nanowires.
Let us discuss the chemical bond strength in 3d-metal

chains, taking into account the bonding and antibonding
character of the bands and their filling with electrons. In
all cases, the bonding K band E1�1� is completely filled;
therefore, its influence leads to the equal stabilization of all
the systems. In the series Sc–Ti–V–Cr, the bonding 0 band
E2�1� becomes broader and is gradually filled with elec-
trons. The broader the band, the stronger the metal–metal
0 interactions; the greater the filling of this band with elec-
trons, the stronger the bond between the atoms in the chain.
Therefore, we can predict an increase in stability of the
chains to metal–metal bond dissociation in the series Sc–Cr.
Beginning with a chain of manganese atoms, the antibond-
ing K band E1�2� is filled, which should result in a weak-
ening of the chemical bond. In the chains of Ni, Cu, and
Zn atoms, K antibonding neatly compensates for K bonding;
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Figure 10. Band structure of metal chains without bond alternation.
Reprinted with permission from [35].

hence, these chains should be unstable, since they are sta-
bilized only by weak 0 interactions. The chain of copper
atoms is additionally destabilized because of a partial filling
of the antibonding d��� band E2�2�. The filing of the E2�2�
band, which we associate with predominant electron transfer
across the interspherical region, should not result in stabi-
lization of the chains formed by late 3d metals. Therefore,
upon an increase in the atomic number of a transition metal,
the stability of the (M)� chains should first increase and
then decrease.

7.4. 3d-Metal Intercalated
Carbon Nanotube

Using the LACW method, we calculated the band structures
of the 3d-metal doped carbon nanotube (M@C20)� with a
(5, 5) armchair carbon network and metal atoms located
on the tube axis [35, 37, 42, 74]. Figure 11 shows a typical
example of the (Mn@C20)� nanotube band structure.
Comparison with the calculation results of the (C20)� tube

indicates that the bands E1�1�–E8�1� and E1�2�–E16�2� are

Figure 11. Band structure of the (Mn@C20) nanotube. Reprinted with
permission from [35].

similar to those observed for the pure carbon tube. The
bands E9�1�� E10�1�� E17�2�� and E18�2� are similar to the
4s and 3d bands of (Mn)�. In the vicinity of the Fermi level,
the dispersion curves of the carbon and metal subsystems
intersect, which points to their considerable interaction and
joint participation in conductivity. The most important are
the narrow bands that intersect the Fermi level. They can
be assigned to the 3d(Mn) and 4s(Mn) states. In the pure
carbon armchair nanotube, the Fermi level is known to be
located in the dip of the electron density of states. Intercala-
tion of metals fills the dip (Fig. 12), which results in growth
of the electron density of states in the Fermi level and, con-
sequently, in a considerable increase in the conductivity of
the carbon nanotube.

7.5. Pure and Intercalated BN Nanotube

Figures 13 and 14 show the influence of Ti atoms located in
the tube cavity on the properties of the boron nitride (5, 5)
tube [42, 43]. The pure tube is a wide-gap semiconductor in
agreement with the LCAO data with parametrization based
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Figure 12. Total densities of states of the (Sc@C20)� (left) and
(Cu@C20)� (right) nanotubes. Reprinted with permission from [74].

on the band structure of hexagonal BN [75, 76]. Introduc-
ing Ti atoms changes the type of conductivity from semi-
conducting to metallic. This can be used to create wide-gap
semiconductor–metal heterojunctions and various nanoelec-
tronic setups based on them. For example, to design a diode,
it suffices to fill one half of the tube with metal, while the
other half should remain unfilled. In such a system, the cur-
rent will only flow in one direction: from the metallic end to
the semiconducting one.

Figure 13. Band structure of boron nitride (5, 5) nanotube. Reprinted
with permission from [43].

Figure 14. Band structure of [Ti@BN]�. Reprinted with permission
from [43].

GLOSSARY
Augmented wave Basis function for electronic structure
calculations in terms of the LAPW, LACW, LASW, etc.
methods.
Cylindrical-MT potential This term is taken to mean that
the one-electron potential is spherically symmetric in the
atomic region and constant in the interstitial region up to
the cylindrical potential barrier that separates, for example,
the nanotube and the vacuum region.
Film-MT potential This term is taken to mean that the
one-electron potential is spherically symmetric in the atomic
region and constant in the interstitial region up to the pla-
nar potential barrier that separates the film and the vacuum
region.
Linear augmented cylindrical-wave method (LACW) First-
principle techniques in the electronic structure theory
applicable to cylindrical multiatomic systems such as
nanotubes, nanowires, and porous systems with cylindrical
nanocavities.
Linear augmented plane-wave method (LAPW) First-
principle techniques in the electronic structure theory
applicable to bulk and nanocrystals, nanofilms, polymers,
nanowires, and clusters.
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Linear augmented spherical-wave method (LASW) First-
principle techniques in the electronic structure theory
applicable to spherical multiatomic systems such as quantum
dots, spherical clusters, and porous systems with spherical
nanocavities.
Muffin-tin potential (MT potential) A model one-electron
potential spherically symmetric in the atomic region and
constant in the interstitial region.
Spherical-MT potential This term spherical-MT potential
is taken to mean that the one-electron potential is spher-
ically symmetric in the atomic region and constant in the
interstitial region up to the spherical potential barrier that
separates, for example, the spherical cluster or quantum dot
and the vacuum region.
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1. INTRODUCTION
Inorganic colloidal solutions are in the first kinetically stable
dispersions of nanoscale clusters or fine particles, which can
be crystalline or amorphous, in a solvent [1–4]. If the dis-
persed material is known to exhibit ferromagnetic behavior
in the bulk material, colloidal solutions thereof are generally
called ferro fluids or magnetic fluids [5–8]. Magnetorheolog-
ical fluids are ferrofluids with special hydrodynamic behavior
for the colloidal solution [9� 10].

Inorganic colloids are of interest in many applications,
primarily as a result of their promising size-dependant elec-
tronic properties, known generally as the “quantum-size
effect.” Moreover, they find applications as the colloidal dis-
persion itself or for the preparation of assembled particle
layers on different substrates by applying inexpensive depo-
sition techniques, that is, Langmuir–Blodgett (LB) [11� 12],
layer-by-layer (LBL) assembly [13–16], dip-coating, spin-
coating, spraying, or simply drying (for an overview, see, for
example, [17–23]).

There have been many reports describing application of
mechanical (LB), electrical [24], and magnetic [25� 26] exter-
nal forces during deposition that influence the symmetry, as
well as the properties, of the as-deposited particulate layers.
Different deposition techniques demand different properties
for the parent colloidal solution, for example, viscosity, and
different surface properties for the dispersed nanoparticles,
for example, charge. Moreover, each application requires
different properties for the dispersed material, for exam-
ple, biocompatibility for applications in cancer therapy or
drug delivery. The availability of different colloidal dispersed

materials for different applications is limited mainly by the
surface chemistry of the dispersed materials [27� 28].

It is widely appreciated that the surface-to-volume ratio of
nanoparticles increases with the decreasing particle size, for
example, the surface chemistry of fine particles dispersed in
a solvent becomes more and more important with decreas-
ing particle diameter, thus determining the materials prop-
erties. The main properties that are influenced by the size
of magnetic nanoparticles are their chemical reactivity, the
occurrence of superparamagnetism, and an enhanced mag-
netic moment per atom [29–33]. Such increased reactivity
decreases the oxidative stability of the materials, especially
as ferromagnetic materials in general comprise nonnoble
metal materials, for example, Fe, Co, Ni. Moreover, the
decreasing size causes structural changes compared to bulk
materials, which have been well documented in the past
[34–37]. In addition, drastically decreased melting points
[38� 39] have been observed, as well as the formation of
metastable alloy phases of elements (for example, behav-
ior not found for bulk materials) like FeCu [40], FeAg [41],
or CoAg [42� 43], which have been theoretically predicted
and experimentally verified for nanoscale materials. The lat-
ter is not surprising, as inorganic nanoparticles are usually
prepared under conditions far from those approaching ther-
modynamic equilibrium, used to obtain binary alloys of bulk
materials [44].

Generally, it is necessary to surface-passivate colloidal
nanoparticles with a protecting shell consisting of inorganic
and/or organic materials to decrease their reactivity. The
important role of the stabilizing organic shell is to over-
come the dipole-dipole interactions (magnetic [45–47] and
van der Waals [48� 49]) and hinder aggregation and pre-
cipitation processes. Solubility and the wetting behavior of
such nanoparticles are additionally tailored by the chemi-
cal nature of the organic shell material, while the particle
properties are mainly determined by their core-shell inter-
action [50–54]. The increasing reactivity with decreasing size
of nanoparticles, as well as the core-shell interaction is of
interest in catalysis [55–58]. Of particular interest is the pro-
duction of extremely small particles covered with chemical
compounds which can further enhance the particles catalytic
activity.
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Single crystals of ferromagnetic nanoparticles, small
enough to be a single domain particle, show superpara-
magnetic behavior above a critical temperature called the
blocking temperature TB [5� 7]. Single domain size and crit-
ical temperature are material-dependant properties. The
preparation of polycrystalline ferromagnetic nanoparticles
(d < single domain diameter) each consisting of several
smaller single-crystalline subunits has been reported [59].

Therefore, superparamagnetic behavior limits the number
of applications of ferrofluids to those that do not require fer-
romagnetic behavior for the dispersed material. The deter-
mination of the orbital-to-spin ratio of the magnetic moment
in fine particle systems via sophisticated characterization
methods, for example, studies using synchrotron radiation,
may lead to a better understanding of magnetism in the
nanoscale. Most properties of inorganic colloids are func-
tions of the particular material(s), particle size, and syn-
thetic procedure due to the different interactions between
the nanoparticles and their environment.

In summary, ferrofluids have received much attention in
the past several decades for their interesting properties,
which can be exploited to develop new technologies such
as new refrigerators that employ the magneto-caloric effect
[60–63], novel inks for inkjet printers [64� 65], new spin
valves [66], or within areas of cancer therapy (such as hyper-
thermia [67] and apherese [68]), as well as for the investi-
gation of enhanced surface effects and magnetism in these
nanoscale materials [29–33]. An extensive list of references
and patents describing syntheses of ferrofluids and the inves-
tigation of their properties and applications can be found in
the magnetic fluid bibliographies [69–74]. It is interesting to
note that most articles in the literature concern magnetite
(Fe3O4) or maghemite (�-Fe2O3). This may reflect the fact
that they can both be easily prepared in aqueous solutions
and doped with Co, Mn, Zn, or Ni, the latter which allows
manipulation of the magnetic hardness of the material.

Many possible applications of ferrofluids necessitate two
material prerequisites—high remanent magnetization and
high anisotropy at room temperature for the dispersed
particles. High remanent magnetization is a characteristic
property of soft ferromagnetic materials. Moreover, high
anisotropy is a characteristic feature of ferromagnetic three-
dimensional elements alloyed with noble metal elements of
the platinum group (hard magnetic materials) [75–77]. Soft
ferromagnetic materials embedded in a metallic matrix of
Cu, Ag, or Au exhibit a technologically important property
known as the giant magneto-resistance effect (GMR) [78].
In addition to these properties, the syntheses of colloidal
bimetallic magnetic particles may be directed to yield mate-
rials with increased stability to oxidative processes. Another
desirable feature is the ability to manipulate magnetic parti-
cles like noble metal particles upon appreciation of their sur-
face chemistry, and to investigate the combination of optical
and magnetic properties. To achieve oxidative stability under
applicable conditions is a major problem that has yet to be
resolved for nonnoble metal colloidal systems.

The preparation of ferromagnetic/noble metal alloys or
core-shell particles is therefore a challenge, as evidenced by
the small number of articles (mainly motivated by catalytic
applications and ground state investigations of nanomag-
netism), which were published in the last century [79–94].

The most important breakthrough came in 2000, through
the publication of results by Sun et al. in Science on the
synthesis and self-assembly of FePt nanoparticle alloys [95].
Since then, interest in the colloidal chemical preparation of
bimetallic ferrofluids has been renewed. The as-described
syntheses of well-ordered layers of particles are expected
to yield novel systems for the preparation of devices with
increased data storage capacity, to define a new application
of bimetallic ferrofluids [96–129]. Alloys of FeMo [106], pre-
pared by thermal in-situ decomposition of zerovalent met-
alorganic compounds and CoMo alloys [108], prepared in
reverse micelles, have been investigated as catalysts for the
growth of single- and multiple-walled carbon nanotubes,
thus demonstrating a further new application of bimetallic
magnetic fluids.

A major issue that remains for bimetallic ferroflu-
ids is a comprehensive investigation of the nanoparti-
cle structure and morphology. Structure and morphology
of bimetallic noble metal clusters and colloids alloys—
as well as core shell particles, have been unambiguously
determined using combinations of ultraviolet/visible/infrared
(UV/VIS/IR), X-ray powder diffraction (XRD), high-
resolution transmission electron microscopy (HRTEM),
energy filtered energy-dispersive X-ray spectroscopy (EDX)
and electron energy loss spectroscopy (EELS), X-ray photo-
electron spectroscopy (XPS), X-ray absorption near edge
spectroscopy (XANES), and extended X-ray absorption
fine structure (EXAFS) [19� 56� 130� 131]. By contrast, the
determination of structure and morphology of as-prepared
bimetallic ferrofluids often remain ambiguous, because of the
amorphous character of the particles and an increased reac-
tivity of the materials compared to noble metal particles.

2. METHODS
Wet chemical syntheses, based on a bottoms-up approach,
of mono- and bimetallic noble metal nanoparticles, alloys,
and core-shell particles are well documented and have
been thoroughly reviewed in the past [19� 56� 57]. Nonno-
ble three-dimensional monometallic particles such as Fe
[55� 102� 132–134], Co [26� 36� 37� 45� 55� 102� 135–143], or
Ni [55� 102� 144–147], have been successfully synthesized
by electrochemical reduction [138� 147], chemical reduction
by Li [144], hydroborides [55� 137� 141� 142], or alcohols
[56] (denoted hereafter as polyols) of metal salts; thermal
decomposition (initiated conventionally [26� 36� 45� 132–
136� 139� 140� 143–145] or by ultrasound [134]) of zero-
valent metal-organic compounds in organic solvents in the
presence of bulky stabilizers such as

(i) fatty acids (in combination with organic amines or
phosphines) [26� 37� 102� 141];

(ii) polymers [36� 56� 133� 139� 140� 143];
(iii) tensides (often called surfactants) [29–31� 45� 55� 56,

59� 133� 137� 142].

In the case of (i), the fatty acids act as stabilizing com-
pounds, i.e., to overcome oxidation and dipole-dipole inter-
actions, while the amines or phosphines control the particle
growth. Tensides can be used as stabilizers tetra-octyl-
ammonium bromide (TOAB), sodium-bis-2-ethyl-hexyl sul-
fosuccinate (AOT), sodium-dioctyl sulfosuccinate (MOT),
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N -methyl-N -(1-oxo)-9-octadecenyl glycine (SO) for inor-
ganic nanomaterials dispersed in organic solvents or as
compounds sodium-dodecyl sulfate (SDS) forming sta-
ble micelles in heterogeneous oil-in-water systems. Other
tensides didodecyl-dimethyl-ammonium bromide (DDAB),
cetyl-trimethyl-ammonium bromide (CTAB), (AOT) form a
stable emulsion of water droplets in hydrophobic solvents
(reverse micelles).

Morphology, size, and size deviation of the particles are
controlled by stabilizers. General observations for these sys-
tems are increasing particle sizes with decreasing concen-
trations and decreasing chain length of the stabilizers, and
increasing size distributions with increasing particle size. As
one challenge of syntheses is to achieve a narrow-size dis-
tribution, the reverse micelle technique and the so-called
“hot injection” technique have been successfully applied,
especially for the preparation of larger particles (diame-
ters > 5 nm–15 nm). Using the latter method, standard size
deviations <10% have been experimentally demonstrated
(standard size deviations of ca. 5% have been predicted the-
oretically by choosing a proper combination of solvent and
stabilizers [148]). Moreover, the hot-injection technique has
been employed to facilitate a further growth of primary pre-
pared particles (seed particles [149–151]) by reactive precip-
itation of precursors on the surface of seed particles.

The main differences between noble metal and nonnoble
ferromagnetic colloidal materials are crystallinity and reac-
tivity. Noble metal colloids are usually highly crystalline and
are resolved in their bulk modification or form well-defined
polyhedrons [152� 153]. Ferromagnetic colloids, however,
are often amorphous, polycrystalline, and/or crystallize in
structures not known for bulk materials (depending on the
applied synthetic procedure). As a result, determinations of
structures by XRD are often ambiguous, except for particles
post-treated at high temperatures (at least above 250 �C),
which of course results in structural changes and size devel-
opment of as-prepared particles.

The increased reactivity of nonnoble metal nanoparticles
requires the use of chemisorbed rather than physisorbed
stabilizers [45], resulting in an increased mass of stabilizers
remaining on dried particle surfaces, which further increases
the (inelastic) radiation damage in transmission electron
microscopy (TEM) investigations and necessitates TEM spe-
cific spectroscopy, for example, EDX, in the nanoprobe
mode (spot sizes of only a few nm) [154]. The micelle tech-
nique, as well as methods producing polymer stabilized par-
ticles, results in products with enhanced amounts of organic
compounds compared to other techniques. Additionally, the
micelle, ferritin, and some polyol reduction techniques (M,
R, F, and P (see Table 1)) employing aqueous media assist
surface oxidation processes. The latter remains a problem
for all syntheses and further hinders the determination of
structure and morphology. A typical morphology found for
nonnoble colloidal particles consists of a core, an inner oxi-
dation layer, and an outer shell of stabilizers, as depicted in
Figure 1.

The development of bimetallic ferrofluid syntheses has
been based on existing synthetic procedures for monometal-
lic ferrofluids. In general, alloys have been produced by
in-situ reduction of metal salts or thermal decomposi-
tion of zero-valent monometallic metal-organic compounds,

or combinations thereof, as well as by decomposition
of bimetallic zero-valent metal-organic compounds (see
Table 1). In-situ reactions require similar reaction kinetics
for both metal components, which are mainly determined
by the difference in redox potentials. With increasing dif-
ferences, the reactions will become successive and this is
expected to form core-shell particles. Thus, core-shell parti-
cles have been produced by the precipitation of metal atoms
on the surface of initial seed particles (successive reduc-
tion, successive decomposition, or combinations thereof
[56]). It has been reported that successive reduction is also
dependant on the difference in redox potential between
seed particles and successively added metal compounds.
With increasing redox potential difference, the reduction of
metal salts by seed particles becomes an increasing con-
current reaction, to the metal salt reduction by an addi-
tional added reductant. The reaction between preformed
particles and added compounds results in the formation of
ionic compounds of the seed particles material, which, sub-
sequently, may be further reduced by the reducing agent.
This mechanism has been rationalized to explain the forma-
tion of bimetallic noble metal alloys produced by successive
reduction [56].

Stabilizers are known to change the redox potential of
particles and compounds. Thus, the formation of inverse
core shell particles, that is, consisting of a core of succes-
sively grown compounds covered with a shell of the seed
particle material, by an improper (or proper, if desired)
choice of surfactants and solvents, cannot be excluded. Com-
parisons of documented surface tensions of different bulk
materials have been taken into account to explore the possi-
bility of formation of Fe, Co, or Ni particles covered with an
Au or Ag shell. Reported data of the element surface ten-
sions were usually derived under conditions far from those
pertaining to the colloidal syntheses.

A second important parameter determining the forma-
tion of bimetallic colloids is the lattice mismatch between
both elements. It has been observed to be the main rea-
son for the formation of separated monometallic particles in
several syntheses. The possibility of separated particle for-
mation increases with increasing lattice mismatch [56].

In summary, bimetallic noble metal particles form alloys,
core-shell particles, or clusters in cluster particles [155], all
dependant largely, but not exclusively, on reaction kinet-
ics. Applied methods and comments are summarized in
Table 1. Figure 2 provides a schematic overview of possible
morphologies. A gallery showing TEM images representing
typical results obtained from colloidal systems by various
methods is presented in Figure 3.

The Li reduction of metal salts in naphthalene (known
as the Rieke method [156]) and the ultrasound decompo-
sition of zero-valent metal-organic compounds (the sono-
chemical approach developed by Suslick [157]) have been
cited as a route to bimetallic ferrofluids. Kirkpatrick et al.
has published the preparation of high reactive stabilizer free
powders of MgCo alloy [158]. Suslick et al. presented the
preparation of Fe-ferrofluids [134], as well as the prepara-
tion of bimetallic nanocrystalline FeCo powders [159]. The
preparation of bimetallic ferrofluids has not been forth-
coming to date. It should be mentioned that Gonsalves
and Rangarajan used Suslick’s method for the preparation
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Table 1. Overview and comments about applied routes to bimetallic ferrofluids.

Synthesis Materials Comments Ref.

D Decomposition:
D1 Thermal decomposition of zero valent

bimetallic metal-organic compounds in
organic solvents stabilized by the surfactants
Duomeen, Solsperse, (FeCo) MOT, or SO
(FeNi).

FeCo and FeNi alloys Noncommercially available compounds; particle
composition did not equal compound compo-
sition for FeNi; problems of magnetic diame-
ter calculations were discussed.

[79� 80]

D2 Thermal in-situ decomposition of zero
valent monometallic metal-organic
compounds in tetrahydrofuran stabilized by
polymer (PVP).

CoRh and CoPt alloys Noncommercially available, carbonyl free com-
pounds; synthesis under 3 bar H2 pressure;
ground-state magnetic surface physics; sophis-
ticated investigation methods.

[101� 115� 126]

D3 Thermal in-situ decomposition of zero valent
metal carbonyls in octyl ether.

FeMo alloy Particle size increases with increasing stabilizer
amount; carbon nanotube growth.

[106]

E Electrolysis: Electrochemical in-situ reduction
of metal ions in tetrahydrofuran stabilized by
tetraoctylammonium ions.

FeCo, FeNi, and NiPd
alloys

Metal ions were preformed by oxidation of the
desired electrode pair within the same elec-
trolysis cell; tetraoctylammonium bromide was
electrolyte; catalysis.

[82]

F Reduction in apoferritin: Sodium borhydride
in-situ reduction of metal salts in the cavities
of demineralized ferritin (apoferritin).

CoPt alloy [100]

R Reverse Micelles:
R1 Sodium borhydride in-situ reduction of metal

salts in water-in-oil reverse micelles formed
by different surfactants (AOT, CTAB,
DDAB).

FeCu, CoPt, and CoMo
alloys

Aggregated particles for FeCu and CoPt;
sophisticated investigation methods for FeCu;
carbon nanotubes grown on CoMo.

[84� 90� 116]

R2 As R1 but successive reduction. CoclustersAgHost,
Au@Fe@Au, and
Fe@Au

H2 reduction of Co in CoAg at moderate 100 �C;
Au coating of FeAu particles is ambiguous; dif-
ferent magnetic properties for similar prepared
FeAu particles were not discussed.

[81� 85� 89,
90� 96–98,
109–112� 125]

R3 Combination of R1 and R2. FePt@Au and
CoPt@Au

The existence of Au at the surface was again not
unambiguously verified.

[90� 98� 110,
113]

M Micelles: Sodium borhydride co reduction of
metal salts in oil-in-water micelles formed by
the surfactant sodium dodecyl sulfate (SDS).

FeCu alloy Elongated and coagulated particles; sophisti-
cated investigation methods.

[86]

O Organohydroborate Reduction: Successive
reduction of metal salts by tetraoctylam-
monium triethylborhydride (TOAEt3BH) in
tetrahydrofuran.

Fe, Co, and Ni covered
with Pd, Ag, Pt, or Au

Mainly noncommercially available reducing com-
pound; principle stabilizer was tetraocty-
lammonium salt; core-shell morphology is
expected but remains ambiguous; catalysis.

[92]

P Polyol Reduction:
P1 In-situ reduction of metal salts stabilized by

PVP.
CoPt and NiPd alloys Catalysis; sophisticated investigation methods for

NiPd.
[83� 94]

P2 Successive reduction of metal salts stabilized
by PVP.

Pd@Ni “Core-shell” morphology for particles prepared
by in-situ reduction; catalysis.

[87� 88� 93]

C Combination:
C1 Decomposition of metal carbonyls combined

with in-situ polyol reduction of metal salts in
high boiling solvents.

FePd, FePt, FeCoPt,
CoPt, and CoSm
alloys

Chen and Nikles used the diol reduction of
Co(acac)2 for the synthesis of FeCoPt [120],
and the thermolysis of the more expensive
Co(CO)3NO for the synthesis of CoPt [121],
both instead of the thermalysis of dicobalt
octacarbonyl.

[95� 103� 104,
119–123]

C2 Decomposition/transmetallation. Ag@Co, Co@Pt, and
CoPt alloy

Sophisticated investigation methods for AgCo.
Co@Pt core-shell morphology remains
ambigiuous.

[107� 127–129]

C3 Organoborhydride reduction/
transmetallation.

Fe@Au, Co@Pt, and
Co@Au

Noncommercially available compounds;
core-shell morphology was expected but
remains ambiguous.

[91� 107]
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Core

Inner oxidation layer with: 
     - ferrimagnetic,
     - antiferromagnetic, 
     - superparamagnetic, 
     - or non magnetic properties 

Non magnetic outer 
surfactant layer

Surfactant/Solvent

Oxide/Surfactant

Core/Oxide

Monometallic particle

Figure 1. Representation of a magnetic nanoparticle prepared via typ-
ical colloidal chemical synthesis. The desired core material is covered
with an inner oxidation layer of the core material and an outer surfac-
tant layer, necessary to overcome attractive forces. As a result, three
interfaces are present, which determine the nanoparticles properties.
Adapted with permission from [27], M. Hilgendorff and M. Giersig,
“Nanoscale Materials,” 2002. © 2002, Kluwer Academic Publishers.

of M50-type steel fluids consisting of 4.0% Cr, 4.5% Mo,
1.0% V, 0.8% C, and 0.3% Mn [160]. The desired crys-
talline phase could be only obtained after post-treatment
of dried particles at high temperatures. Similar results
have been reported for the colloid chemical preparation of
ternary compounds, such as yttrium iron garnet [161� 162]
or barium hexaferrite [163� 164]. The results reflect the fact
that “multinary” systems can be well preprepared by col-
loid chemistry, but the extent of amorphous components
in the materials increases with increasing components in
the systems. Thus, post-treatments that reduce the particle
solubility in aqueous or organic solvents are required to
obtain the desired materials.

A) Separated A- or B-rich AB
alloy- or pure A- or B-
particles 

B) A-rich AB alloy- or pure A-
clusters in an B-rich or pure 
B- particle matrix 

Bimetallic particles

C) A-rich AB alloy- or 
pure A shell

Possible surface oxidation 

B-rich
AB alloy 

or
pure B core

D) A- or B-rich AB alloy- or
pure A- or B- subunit

Single crystalline Polycrystalline 

A

B

Figure 2. Schematic of possible results of colloidal AB bimetallic fer-
rofluid preparation. (A) separated particles; (B) small clusters embed-
ded in a nanoparticulate matrix; (C) core-shell particle obtained by
either synthesis or segregation; (D) polycrystalline nanoparticle. B is
denoted to be the heavier element and represented by darker contrast
as found typically in TEM investigations.

D1

D2

C

E

4 nm

B
A

A

80 nm

F

Figure 3. TEM gallery of bimetallic ferrofluids. (A)–(C) and (E) repre-
sent typical micrographs of nanoparticles obtained by different routes;
(D) and (F) are special cases (see text for details). (A) Adapted with
permission from [126], D. Zitoun et al., Phys. Rev. Lett. 89, 037203
(2002). © 2002, American Physical Society. (B) Adapted with permis-
sion from [106], Y. Li et al., Chem. Mater. 13, 1008 (2001). © 2001,
American Chemical Society. (C) Adapted with permission from [116],
H. Ago et al., J. Phys. Chem. B 105, 10453 (2001). © 2001, American
Chemical Society. (D) Adapted with permission from [86], N. Duxin
et al., Langmuir 14, 1984 (1998). © 1998, American Chemical Society.
(E) Adapted with permission from [120], E. V. Shevchenko et al., J. Am.
Chem. Soc. 124, 11480 (2002). © 2002, American Chemical Society.

Consideration of both the multiple morphology of
bimetallic noble metal colloids versus synthetic methods (as
mentioned above) and segregation phenomenon of bimetal-
lic bulk alloys prepared under thermodynamic equilibrium
conditions [165] leads to the following conclusions. It is clear
that bimetallic ferromagnetic nanoparticles, generally pre-
pared under conditions of kinetic control, are rather com-
plicated materials. Thus, the determination of structure and
morphology requires the combination of different investiga-
tion methods, as well as their careful interpretation.

3. MAGNETISM
The critical discussion of magnetic properties is rather com-
plicated because of a large number of systems and units.
In the field of nanoscale magnetic colloids, the confusion
is enhanced because of the size dependence of material
properties—that is, physical parameters like �0, �0, �, etc.,
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defined as constants in descriptions of bulk material prop-
erties, become size dependant. In other words, changing the
size of nanoscale materials produces new materials. More-
over, different results have been obtained from measure-
ments on different physically conditioned samples, that is,
fluids, powders, or assembled layers, because of different
degrees of interaction [166� 167].

The first detailed description of magnetism was devel-
oped around 1900 using the electromagnetic cgs unit system.
Two different systems are still in use—the irrational system,
where �0 is set to unity (implying that �0 does not exist), and
the rationalized system, where �0 = 4	. Both systems rely
on different basic equations. Subsequently, the mks-based
SI system was developed and is widely employed. The cen-
tral and unambiguous conversion between cgs and mks in
magnetism is based on the relation

1 T = 104 G
 (1)

The translation of the two cgs systems in mks units produced
at least two different mks systems, which differ by the fac-
tor 4	 × 10−7. The systems and their differences are repre-
sented schematically in Figure 4. A more detailed summary
and critical discussion of existing systems and units and their
relation can be found by Scholten [168]. Misconceptions and
misinterpretations of hysteresis curves in textbooks and sci-
entific literature have been reviewed by Sung and Rudowicz
[169]. An extensive list of tables describing the transforma-
tion between different magnetic units is available via the
internet [170].

Nowadays, the SI system is the only legally allowed sys-
tem that has to be used by engineers and teachers. How-
ever, many scientists in the field of magnetism still employ
cgs units. The advent of smart materials has led to renewed
interest in the investigation and interpretation of magnetic
properties. Thorough descriptions of magnetism in text-
books, developed about 30 years ago, increasingly provide
descriptions of nanomagnetism. One main difference in con-
temporary works is the tendency to present magnetic prop-
erties in units of energy per atom [171], or in reduced
(dimensionless) units, for example, MR/MS versus T/TB, to
facilitate the comparison between particle assemblies with
different blocking temperatures and saturation magnetiza-
tions or to circumvent the confusion of using different sys-
tems. In the present review, however, results presented are
generally given in cgs units. This holds for M versus H hys-
teresis loops, as well as for M versus T (or � versus T)

cgs mks

emu 
electromagnetic unit 

esu
electrostatic unit

µ0 = 1 
irrationalized 

µ0 = 4π
rationalized 

mks 
rationalized 

SI

× 4π·10-7

1 G = 10-4 T

Figure 4. Schematic drawing of systems and units used in magnetic
literature, and how they are related.

field cooled/zero field cooled (FC/ZFC) curves. The deter-
mination of the susceptibility � ≡ dM/dB for B → 0 and
� versus T easily allows one to distinguish between ferro-,
para-, and diamagnetic properties of materials. Susceptibili-
ties of diamagnetic materials are negative and temperature-
independent. Susceptibilities of paramagnetic materials are
positive and decrease with increasing temperature, accord-
ing to the Curie law. Both susceptibilities are independent
of the applied magnetic field strength and very small (��� �
1). In ferromagnetic materials, the susceptibility is defined
differently, since dM/dB is infinite for a single-domain fer-
romagnet; in other words, there exists a remanent magne-
tization without an applied magnetic field B. It is generally
accepted to use M/B as a measure of the susceptibility which
is positive. The “ferromagnetic susceptibility” decreases with
increasing temperature, dependant on the applied magnetic
field strength, and is orders of magnitudes enlarged (about
100–1000 times) compared to susceptibilities of dia- and
paramagnetic materials (��� 	 1). Typical shapes and impor-
tant parameters obtained from magnetic hysteresis loops
and FC/ZFC curves are qualitatively presented in Figure 5.

MS

MR

HC

M

H

A

B

T

 χ

FC

ZFC 
TB

Figure 5. Qualitative presentation of important parameters obtainable
from (A) M versus H hysteresis loops, and (B) ZFC/FC � versus T
plots. Saturation magnetization MS, remanent magnetization MR, coer-
civity HC, and blocking temperature TB, are shown. The shape of the
dashed lines indicates deviations from the assumption that particles
have uniaxial anisotropy.
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Hysteresis loops allow the determination of HC, MR, and
MS, which all depend on the applied temperature. One
observation in magnetic colloid science is that magnetization
remains often unsaturated even at high fields. Furthermore,
hysteresis loops sometimes remain unclosed within the range
of the applied magnetic field. Values of MR and HC obtained
from those loops (minor or inner loops) are then decreased,
compared to values obtained from closed loops because of
incomplete alignment of magnetic domains within the sam-
ple. Temperature-dependant ZFC curves are usually deter-
mined in order to define the blocking temperature TB, which
decreases with increasing applied magnetic fields. Below TB,
measurements sometimes show a decreased change of the
curves shape with decreasing temperature, which often reach
a plateau (dashed lines in Figure 5B). The results are ratio-
nalized in terms of a failure of the assumption of uniaxial
anisotropy. Otherwise, the curves follow the shape of the
solid lines in Figure 5B. Quantitative descriptions of these
observations are still not available. TB is commonly deter-
mined to calculate the effective anisotropy constant Keff
from the Néel equation:

KeffV = ln�/0�kBTB (2)

where  is the relaxation time of magnetization over an
energy barrier �E = KeffV (assuming uniaxial anisotropy), 0
an attempt time, typically set between 10−12 s–10−9 s, and V,
the magnetic volume. In dc susceptibility experiments over
a time range of t = 100 s, ln(t/0) has values, therefore, in
the 25–32 range. Hence, the magnetization of a material will
relax within the measurement time t if  ≤ t. More detailed
information is available by Leslie-Pelecky and Rieke [8] and
Binns [165]. The following relations between SI and cgs
units were found to be valid in the literature reviewed here
[79–129]:

H [Oe] = 10−4H [T] (3)

M [emu/g] = M [Am2/kg] = M [J/(Tkg)] (4)

Keff [erg/cm3] = 0
1Keff [J/m3] (5)

Critical is the particular term of M given in emu per mass,
per unit volume, or as �B/atom. Measurements of M by
standard methods gives only emu (or 10−3 Am2�. The exact
determination of magnetic mass or volume is therefore
required. The same holds for calculations of Keff requir-
ing V. Magnetic moments can be divided into orbital and
spin moments. General observations of nanoscale mate-
rials showed enhanced orbital-to-spin ratios of magnetic
moments for colloids with increasing degrees of freedom,
indicating that the enhanced orbital magnetic moment is
mainly effected by the orbital magnetic moment of surface
atoms. Thus, one can conclude that the degree of freedom
of the orbital magnetic moment of surface atoms is rather
influenced by interactions with the particles environment,
while the spin moment of colloids is mainly a function of
the size of inner core atoms.

It is well known that oxidatively sensitive colloids consist
of a magnetic core and a nonmagnetic (that is, dia-, para-,
or antiferromagnetic) shell. This is reflected by the fact that
particle diameters are always found to be smaller compared

to TEM diameters when calculated from magnetic measure-
ments. The first method for magnetic diameter determina-
tion of nanoparticles was developed by Chantrell et al. and
published in 1978 [172]. More recently, Berkov et al. devel-
oped a new method for the determination of the particle
magnetic moment distribution in a ferrofluid [173� 174], and
Wiedenmann et al. presented magneticcore-nonmagneticshell
determinations by small-angle scattering investigations of
ferrofluids using polarized neutrons [175� 176].

The shell typically consists of a nonmagnetic outer shell
of stabilizers and probably a second inner shell (Fig. 1).
The outer shell defines the solubility of the colloid and
may impart some stability to oxidation, which increases
with increasing binding energy of the stabilizer, that is,
chemisorption > physisorption. Existence and composition
of the inner shell depends on two factors, the interaction
of stabilizers with the particle surface and the extent to
which surface oxidation is excluded during syntheses. The
interaction between stabilizer and particle surface is mainly
determined by the stabilizers electron �-donation capabil-
ity, which increases with its increasing electron density. On
the other hand, the binding energy between stabilizer and
particle is determined by the stabilizers 	-electron acceptor
ability (electron back donation from the metal particle to the
stabilizer), which decreases as the stabilizers electron density
increases [177]. It has been reported that electron injection
into the colloid surfaces results in quenching of the particle
surface atoms orbital magnetic moment [51� 52]. A “dead”
magnetic surface layer will be formed if the quenching is
complete.

Reduced binding energies between stabilizer and colloid
enhance the potential for particle oxidation, that is, the
formation of different sized oxide surface layers becomes
more and more possible. The oxide surface layer can there-
fore reveal ferrimagnetic (in the case of iron oxide) or
antiferromagnetic (in the case of cobalt oxide) properties,
which further enhances the uncertainty of magnetic vol-
ume determinations from magnetization curves. Further-
more, the formation of oxide layers changes the interaction
with stabilizers (electron back donation) and the occurring
oxidehell/particlecore interaction must be further take into
account. Generally, a progress in anisotropy is observed
in oxide-covered monometallic ferrofluids, as well as an
exchange bias causing a shift of FC hysteresis loops to neg-
ative applied fields.

Commonly employed methods for investigations of con-
centration in colloids are atomic absorption spectroscopy
(AAS) and EDX. Volumes are then calculated using TEM
diameters, which can be extremely different if the real par-
ticle structure is unsolved because of different surface-to-
volume ratios (see Fig. 6). The calculation of “dead” surface
layers therefore remains ambiguous. The techniques of AAS
and EDX do not allow one to distinguish between differ-
ent oxidation states of elements, thus rendering the exact
determination of magnetic volumes.

Different results have been obtained while investigating
different physically conditioned samples. The reasons cited
are different magnetic dipole-dipole interactions in fluids,
powders, or assembled layers. Cooling a liquid to low tem-
peratures produces a frozen liquid, that is, particles embed-
ded in a solid matrix. The degree of interaction is then
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Icosahedra:  FF = 64 %
(five fold symmetry)

Sphere: FF = 74 %
(close packed) 

V = 317 nm3,  24737 atoms 
S = 239 nm2,  3610 atoms, 
i.e. space for 1195 surface molecules

V = 524 nm3,  47396 atoms 
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Figure 6. Calculation of the surface-to-volume ratio and the surface
area of Co nanoparticles, 10 nm in diameter, for two different geome-
tries with the fill-factor FF. Adapted with permission from [27],
M. Hilgendorff and M. Giersig, “Nanoscale Materials,” 2002. © 2002,
Kluwer Academic Publishers.

dependant on concentration. Available results showed that
dipole-dipole interaction is more affected by particle size
than by volume fraction, that is, interaction will increase
faster with increasing particle size than with decreasing
interparticle distance [166� 167].

In conclusion, one has to accept that the magnetic proper-
ties presented here are, in principle, only qualitatively com-
parable for particles prepared by similar methods.

4. RESULTS
A detailed description of different methods applied for the
preparation of bimetallic ferrofluids, their catalytic and mag-
netic properties, and conclusions on determination of struc-
ture and morphology of dispersed materials will be given
below. The results are discussed separately by applied meth-
ods and are summarized in Table 2.

4.1. D: Decomposition

The thermal decomposition of organic compounds provides
the advantage of gaseous by-products which are not present
in the final fluids. Oxide and carbide formation at the sur-
face of monometallic colloids prepared from metal carbonyls
has been observed.

4.1.1. D1: Decomposition of Bimetallic
Metal-Organic Compounds

The first successful route to bimetallic magnetic fluids, pre-
pared in hydrocarbons by thermal decomposition of non-
commercially available zero-valent bimetallic metal organic
compounds under inert gas conditions, was published
by Lambrick et al. FeCo-containing fluid was reported
in 1985 [79] and synthesized by thermal decomposition
of the binuclear precursor [(	-C5H5�Fe(CO)2Co(CO)4] in
toluene in the presence of commercially available surfactants
(Duomeen-T, Duomeen-TDO, or the polymeric hyperdisper-
sant Solsperse 3000). The precursor was prepared by reaction
of [(	-C5H5�Fe(CO)2Cl] and ([Co(MeOH)6]2+ [Co(CO)4]−)
at room temperature (RT) over 16 h in methanol
(MeOH) [178]. The compounds [(	-C5H5�Fe(CO)2Cl] and

([Co(MeOH)6]2+ [Co(CO)4]−) have been prepared by Piper
et al. [179] and by the disproportionation of Co2(CO)8 in
MeOH at ∼30 �C. Typical starting concentrations of the pre-
cursor were 100 g/l and 150 g/l, corresponding to a range
where such colloids show magnetorheological behavior. The
ratio precursor/surfactant was adjusted to either 1 wt% or
0.5 wt%. Transmission electron microscopy investigations
showed particles with diameters between 5 nm and 8 nm with
a narrow size distribution. The formation of the ordered 1:1
alloy phase of FeCo has been concluded from HRTEM.

Magnetic investigations have been done under different
conditions using a vibrating sample magnetometer. Room
temperature measurements show that MS (in the order of
1–3 JT−1kg−1) varies with the preparative conditions. Mag-
netic particle diameters obtained by applying the method of
Chantrell et al. [172] were smaller than the TEM diameters.
Magnetization measurements in the frozen state showed no
coercivity and remanence. More generally, it was concluded
that Solsperse 3000 provided better, but not complete, pro-
tection against oxidation, while Duomeen-TDO provided
better protection against sedimentation. Carbide formation
was not discussed. It was mentioned that no alloy forma-
tion could be observed under similar conditions by in-situ
decomposition of iron and cobalt carbonyls.

FeNi-containing fluid [80] was prepared by thermal
decomposition of the trinuclear bimetallic cluster [	-
(C2H5�2Ni2Fe(CO)5], which has been prepared, as described
by Hsieh and Knight [180]. Methyl naphthalene or petroleum
ether were used as solvents. The particles were stabilized
by MOT or SO. The weight ratio of compound/surfactant
was adjusted between 1.08 and 1.65. Typical concentrations
of the bimetallic compounds in the starting solutions were
44–70 g/l. This again is in a range where such colloids show
magnetorheological behavior. The structure of the particles
was determined from HRTEM investigations (images were
not shown). The authors presented average diameters of
7 nm, and concluded from lattice spacings, the formation of
the L12 phase of ordered Ni3Fe, which was different from
the starting composition of the bimetallic precursor (Ni2Fe).
These results were rationalized in terms of the greater reac-
tivity of Fe to oxygen and surfactants, reflecting the fact that
oxidation remains a problem in these materials. Carbide for-
mation was not discussed.

Magnetic investigations have been done under a variety
of conditions using a vibrating sample magnetometer. Room
temperature measurements show that MS (in the order of
0.3–0.5 JT−1kg−1) varies with the TEM diameter and does
not saturate in applied fields up to 1 T. TB is >4
2 K and
<77 K, HC at 4.2 K is 13 mT. Particle sizes have also been
calculated from magnetic measurements using the method
of Chantrell et al. [172], showing again the typical result that
the magnetic diameter is smaller than the TEM diameter.
Problems of the accuracy of this calculation and calculations
of Keff (in the order of some 106 erg/cm3) concerning uncer-
tainties in concentration determination were discussed.

4.1.2. D2: Decomposition of Monometallic
Metal-Organic Compounds

CoRh [115� 126] and CoPt [101] alloys have been success-
fully prepared by in-situ thermal decomposition of carbonyl-
free, zero-valent, metal-organic compounds Co[(�3-C8H13�·
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��4-C8H12�] and Rh[(acac)(�4-C8H12�] or Co[(�3-C8H13�·
(�4-C8H12�] and Pt2(dba)3, respectively. Syntheses have been
performed using tetrahydrofuran (THF) as the solvent. Par-
ticles were stabilized by poly-(N-vinyl-2-pyrrolidone) (PVP)
and the precursors were decomposed at room temperature
under a H2 pressure of 3 bar during 15 h–64 h. The motiva-
tion for using carbonyl free metal-organic compounds and
PVP as a stabilizer was that the surface properties of the
final particles remain unchanged.

The compound Co[(�3-C8H13���
4-C8H12�] has been pre-

pared by Otsuka and Rossi [181], while Pt2(dba)3 has been
prepared using the method of Moseley and Maitlis [182],
both with minor modifications. Information on the synthe-
sis of Rh[(acac)(�4-C8H12�] was not given. The final parti-
cle compositions reflected the precursor compositions and
were adjusted by varying the ratio of the metal-organic com-
pounds, that is, Co3NM, CoNM, and CoNM3 (NM = Rh,
Pt). Typical concentrations of the metal-organic compounds
in the starting solution were ∼8 g/l. Structural investigations
were performed by HRTEM and wide-angle X-ray scattering
(WAXS). The latter method shows bimetallic bonds within
the particles, thus verifying the formation of alloys. The
degree of ordering decreased with increasing Co content,
and the authors described Co3NM and CoNM particles as
consisting of a crystalline NM rich core surrounded by a dis-
ordered Co rich shell. Transmission electron microscopy and
HRTEM analysis showed extremely small particles (1 nm–
2.6 nm in diameter) with a small size distribution. The pre-
sented TEM and HRTEM images were consistent with those
expected for small bimetallic colloids prepared by different
methods, that is, D2, E, O, P, and C2 (for alloy formation).
In particular, TEM and HRTEM (insert) of CoRh particles
dried from a solution on a carbon-coated Cu-grid, represent-
ing morphology and size deviation of several nanoparticles
d < 3 nm and prepared by various methods, can be viewed
in Figure 3A.

Super-conducting interference device (SQUID) measure-
ments showed an increase of TB for CoPt and a decrease
of TB for CoRh with increasing noble metal (NM) content
in a range between 10 K and 20 K. TB was calculated from
ZFC/FC versus T curves. The magnetization for all parti-
cles does not saturate at 5 T. HC and magnetic moments
are increased compared to pure Co colloids. HC and mag-
netic moments per Co atom of Co1−xPtx particles increase
with increasing x. Estimated values were 0.518 T, 1.76 T, and
2.057 T of HC (T = 0) and 1.35 �B, 1.5 �B, and 1.95 �B of
the magnetic moments (5 K, 5 T) for x = 0
25� 0
5, and 0.75.
Co0
5Rh0
5 colloids have been estimated to show a magnetic
moment per Co atom of 1.9 �B (5 T) and Keff was found to
be 1 × 106 Jm−3. The differences in fine particle magnetism
with the corresponding materials bulk magnetism was dis-
cussed.

4.1.3. D3: Decomposition of Monometallic
Metal-Organic Carbonyls

The in-situ thermal decomposition of commercially available
metal carbonyls has been used for the preparation of FeMo
ferrofluids [106]. Synthesis has been achieved by refluxing
a solution of Mo(CO)6 and Fe(CO)5 in dioctylether for
30 min, in the presence of equimolar amounts of octanoic

acid and/or ethyl hexyl amine as stabilizers under an inert
atmosphere. Typical carbonyl concentrations of the starting
solutions were 45 g/l and the Fe/Mo molar ratio was adjusted
to 5/1. A structural investigation was conducted by HRTEM
and compositional analysis by EDX. The former was consis-
tent with highly crystalline particles. Energy-dispersive X-ray
spectroscopy analyses gave a mole-atom ratio for the final
particles of Fe/Mo = 96/4. This result was explained in
terms of the lower decomposition rate of Mo(CO)6 com-
pared to Fe(CO)5. However, presented EDX spectra showed
K- and L-edge signals from Fe and L-edge signals from Mo,
although the composition calculations from EDX were not
explained. Different particle sizes were achieved by vary-
ing the nature and concentration of stabilizers. One sur-
prising result of this work was the fact that the particle
size increases with increasing octanoic acid concentration,
which represents a reversal of many published results. The
authors explained their observations by assuming a lowering
of the reaction rate for carbonyl moieties in the presence
of octanoic acid, which means a lower number of nuclei
were formed initially. Different reaction kinetics for the
Fe(CO)5 or Mo(CO)6 decomposition in the presence of sta-
bilizers, which may explain both the observed reversal and
the discrepancy between initial precursor composition and
the composition found by EDX, were not considered. How-
ever, it was agreed that more work was necessary in order
to clarify discussion of presented results. Nevertheless, TEM
and HRTEM images as shown represent typical images of
bimetallic nanocrystals prepared by various methods, that is,
D1, D3, and C1. An image of 8.5 nm particulate alloys is
given in Figure 3B. Magnetic properties were not investi-
gated. The particles were used as a catalyst for the growth of
single-walled carbon nanotubes (SWNT). The results appear
to indicate that an upper limit of particle size exists to grow
SWNT.

4.2. E: Electrolysis

This novel procedure was developed by Reetz et al. and dif-
fers greatly from other conventional techniques [82]. The
method is based on the in-situ electrochemical reduction
of metal salts in THF under inert gas conditions. Metal
ions were preformed by oxidation of the desired metal elec-
trode pair in the presence of 0.1 M TOABr, which acts as
a stabilizer and electrolyte. Oxidation of the electrodes and
reduction of the preformed metal salts occurs in a com-
mercially available electrolysis cell (volume of 80 mL). By
employing this configuration, NixPdy (x/y = 0
25� 0
32, and
5.25), Fe74Co26, and Fe72Ni28 particles have been prepared,
which may be redispersed in THF (concentrations of 1 M
[82]). Typical particle sizes as determined by TEM were 2.5–
3.5 nm for NiPd and 2.5–3.0 nm for FeCo and FeNi. Alloy
formation was expected.

4.3. F: Reduction in Apoferritin

A further unusual approach for preparation of bimetallic
ferrofluids has been developed by Warne et al. (NanoMag-
netics Ltd.) [100]. The synthesis is based on the in-situ
reduction of metal salts by NaBH4 within the empty cavi-
ties of the demineralized protein ferritin (apoferritin). Dem-
ineralization has been done according to the method of
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Funk et al. [183]. The synthesis allows for the preparation
of monodisperse, biocompatible, aqueous, magnetic fluids,
and post-annealing of assembled layers thereof, in reduc-
tive atmosphere, result in carbon protected nanoparticulate
films. Carbon protection is the result of reductive protein
decomposition. NanoMagnetics Ltd. hold the patent for the
preparation of a large range of materials prepared via this
method [184]. In the case of bimetallic ferrofluids, only the
preparation of CoPt has been published.

CoPt was prepared by in-situ reduction of ammo-
nium tetrachloroplatinate and cobalt acetate-loaded, aque-
ous protein solution by NaBH4. The as-prepared particles
(d ∼ 3
5 nm) were amorphous, as could be revealed by elec-
tron diffraction. Further investigations have only been done
after the annealing of dried powders in hydrogen at 650 �C
for 1 h.

4.4. R: Reverse Micelles

The water-in-oil reverse micelle technique is very popular
and has been applied for the preparation of a large number
of colloidal materials. Importantly, this technique has pro-
vided well-separated colloidal particles with diameters up to
15 nm or more with narrow size distributions. Figure 3C is
representative of typical images of particles prepared via this
method. A further advantage of the procedure is the pos-
sibility of controlling the size of colloids by controlling the
size of micelles, which is dependant on the H2O/surfactant
ratio.

4.4.1. R1: In-Situ Reduction
FeCu alloys have been prepared by Duxin et al. [84]
by NaBH4 in-situ reduction of Fe(AOT)2 and Cu(AOT)2
in isooctane under inert atmosphere. Initial compositions
were reported as 30% (70%) Fe(AOT)2 and 70% (30%)
Cu(AOT)2. The total concentration was maintained at
0.1 M. Structural characterization was achieved by XRD,
TEM, EDX, EELS, and Mössbauer experiments. Trans-
mission electron microscopy showed aggregated particles,
5–15 nm in diameter, with a broad-size distribution for both
starting compositions. This observation is not typical for this
method. The final composition obtained from EDX (spec-
trum not given) was similar to the starting composition for
Cu-rich samples and different for Fe-rich samples. The for-
mer gave rise to alloy formation, the latter to the forma-
tion of pure Fe and alloy composites. These assumptions
have been confirmed by XRD, showing a single reflection
for �-Fe for Fe-rich samples and by EELS. Results from
EELS on the L2� 3-edges of Fe and Cu and the K-edge of
B of dried samples revealed a homogeneous distribution
of the three elements in Cu-rich and a heterogeneous dis-
tribution in Fe-rich samples. The authors concluded from
this investigation that the procedure led to the formation
of FeCuB alloys. Mössbauer spectra were consistent with
a metallic alloy. Fe3+ and Fe2+ in the Cu-rich sample and
mainly �-Fe and Fe3+ in Fe-rich samples could be detected.
It was expected that Fe3+ is derived from iron oxide and
Fe2+ results from incomplete reduction. Super-conducting
interference device magnetometry of Cu-rich (Fe-rich) sam-
ples at RT showed MS, and HC of 1.1 emu/g (51 emu/g), and
24 Oe (531 Oe), respectively.

CoPt colloids have been prepared by NaBH4 reduction
of the metal chlorides in reverse micelles formed by CTAB
in octane under inert atmosphere [90]. The Co concentra-
tion was chosen to be 10 mM. Initial compositions were
CoPt and CoPt5 and final compositions were not pub-
lished. The colloids were investigated by XRD and TEM;
the former revealed good crystallinity and no formation
of ordered alloys. The size distribution cannot be deduced
from the as-presented results. Boride formation is not dis-
cussed. A SQUID magnetometer was used for magnetiza-
tion measurements. TB was obtained from ZFC plots in a
field of 1 kG. HC was determined from M versus H curves
recorded at 2 K. Values of TB, HC, and �eff for CoPt (CoPt5)
were reported as 140 K (130 K), 2700 Oe (2000 Oe), and
0.0598 emu/g (0.0357 emu/g), respectively.

CoMo colloids have been prepared by NaBH4 reduc-
tion of the metal chlorides in reverse micelles formed by
DDAB in toluene under inert gas conditions [116]. Typical
concentrations were 60 g/L. The initial metal composition
was equimolar and only slightly changed during reaction
(determined by XPS; spectra not given). Transmission elec-
tron microscopy data presented well-separated particles (the
typical image of colloids prepared by this technique (see
Fig. 3C)), possessing an average diameter of 8.5 nm. The
colloids were used for the growth of SWNTs and it was
pointed out that nanoparticles as small as the diameter of
SWNTs are not necessary for the nanotube growth.

4.4.2. R2: Successive Reduction
The formation of Co@Ag core-shell particles [81� 85� 89]
has been realized by a process involving successive reduc-
tion of a 10-fold molar excess of Ag+ ions on the surface
of Co nanoparticles, in reverse micelles formed by AOT in
n-heptane. The reduction of Ag+ was carried out by UV irra-
diation or NaBH4 treatment. A typical starting concentration
of cobalt salt was 0.1 M. Transmission electron microscopy
investigations show well-separated monodisperse particles
of about 10 nm in diameter. Only fcc Ag reflections were
recorded in the XRD pattern.

Super-conducting interference device magnetometry and
electron paramagnetic resonance (EPR) measurements
were applied for investigation of magnetic properties. The
as-prepared particles remain superparamagnetic down to
2 K measured in a field of 50 Oe. MS and Keff were cal-
culated from high-field magnetization data (H > 30 kOe)
at different temperatures and determined to be 646 emu/g
and 2 × 107 erg/cm3, respectively. The formation of CoO
was extrapolated from the obtained inverse susceptibility
data which indicated antiferromagnetic interactions. Calcu-
lation of the magnetic volume resulted in a Co cluster size
of only 10 atoms, that is, the synthesis has produced small
Co clusters embedded in a nanoparticulate Ag matrix (see
Fig. 2B). After moderate post-treatment of the particles in
H2 at 100 �C for 2 h, values for MS and Keff increased to
1700 emu/g and 8
5 × 107 erg/cm3, respectively, indicating
the reduction of CoO to metallic Co. It is worthy to note
that the value of MS was higher than the bulk value for Co.
The observation is well known for small Co clusters. How-
ever, the question remains as to whether the reduction is
limited to Co clusters near the surface of the Ag matrix, as
depicted in Figure 2B.
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The successful synthesis of Fe@Au core-shell particles
has also been reported. The procedure involves succes-
sive NaBH4 reduction of HAuCl4 on the surface of Fe
particles, in reverse micelles formed by CTAB in octane
[98� 110–112� 125]. Metal concentrations of 0.1 M were typ-
ically employed. Investigations of structure and morphol-
ogy were performed using UV/VIS, XRD, HRTEM, and
later XANES (2002) [125]. X-ray powder diffraction data
revealed good crystallinity. The results of TEM were indica-
tive of aggregated particles with a core-shell structure. Sur-
prisingly, the core had a dark contrast, while the shell was
shiny. This observation was contrary to existing theory and
in published results of core-shell particles, the disparity was
not discussed by the authors. Conventional wisdom would
expect a darker contrast for the heavier Au shell and a lower
contrast for the lighter Fe core. Such observations have been
made and published for bimetallic noble metal core-shell
colloids. Moiré patterns, visible in HRTEM investigations,
verify a core-shell structure [112]. Interpretations of XANES
experiments revealed that the Fe in these particles consisted
mainly of iron oxide, demonstrating unsuccessful protection
of the Fe core by the Au shell. The authors suggested that
the Fe core was not centered in the Au shell and thus
parts of the core were not covered by a protective Au layer.
Incomplete coverage through Au island formation on the Fe
surface, as well as alloy formation of FeB, FeAu, and FeAuB
that is possible under these preparation conditions, were not
discussed.

Due to these many factors, different magnetic proper-
ties must be expected for different samples prepared in a
similar way. Values for TB (1 kOe), HC (2 K), and MR
(2 K) have been reported as 50 K, 400 Oe, and 13.67 emu/g,
respectively.

Formation of Au@Fe@Au core-shell particles has been
achieved using similar strategies to those used for the
Fe@Au particles presented above. Au@Fe particles were
first prepared vice versa to Fe@Au particles in similar
concentrations in reverse micelles formed under identi-
cal conditions. Subsequently, these have been used as the
core material for the preparation of Au@Fe@Au onions
[96� 97� 109� 110� 125]. The techniques of TEM, XRD, and
EDX have been applied for structural investigations. Again,
XRD demonstrated only crystallinity (diagram not pre-
sented). Transmission electron microscopy showed aggre-
gated particles with an untypical broad-size distribution. The
particles consisted of a dark core of Au and a shiny shell
of Fe, as expected from theory. The outer second shell of
Au could not be resolved. Results from EDX measurements
in the nanoprobe mode (spot size = 2 nm) were consistent
with Au enrichment at the surface (spectra not available).
The authors did not discuss their results with respect to the
XANES investigations of Au@Fe@Au colloids, as well as
the possible alloy formation of FeB, FeAu, and FeAuB. Sim-
ilar rationales were not discussed with reference to magnetic
properties. Values for TB (1 kOe), HC (10 K), and MR (10 K)
were reported as 50 K, 420 Oe, and 3.6 emu/g, respectively.

Co@Au particles [90� 110] were prepared in a similar
fashion to Fe@Au, although detailed investigation of struc-
ture, morphology, and composition were not revealed. TB
(100 Oe) and HC (10 K) were determined by SQUID mag-
netometry to be 60 K and 20 Oe.

4.4.3. R3: Combination of In-situ
and Successive Reduction

FePt@Au and CoPt@Au have been prepared by reduc-
tion of HAuCl4 on the surface of preformed bimetallic
particles, prepared similarly to CoPt particles presented in
Section 4.4.1 and by the same group [90� 98� 110� 113]. Initial
compositions of the core particles were CoPt and CoPt3, and
Fe2Pt, FePt, and FePt3. Final compositions were stated to be
similar to the starting composition. FePt3 was characterized
as a homogeneous alloy and as an intermetallic compound.
Transmission electron microscopy images showing core-shell
particles were not presented. Oxide and boride formation
was not discussed.

A detailed discussion of magnetic properties requires a
detailed knowledge of structures. The results of magnetic
measurements of references [90� 96–98� 109–113] presented
in Table 2, will therefore only be given for completeness.

4.5. M: Micelles

Syntheses of ferromagnetic colloids by NaBH4 reduction
of metal salts in oil-in-water micellar solutions have been
reported. The synthesis of elongated FeCu alloys (alloy for-
mation in bulk materials is not known under conditions of
thermodynamic equilibrium) published by Duxin et al. is
the only example of bimetallic ferrofluids prepared by this
method [86].

FeCu alloys have been synthesized by in-situ NaBH4
reduction of 30% Fe(DS)2 and 70% Cu(DS)2, forming ellip-
soidal shaped micelles of 2.7 nm hydrodynamic diameter at
critical micellar concentrations of 1.34 mM (synthesis under
inert atmosphere). Typical structure, morphology, and com-
position of the resulting particles have been investigated
by XRD, HRTEM, EDX, EELS, and Mössbauer exper-
iments. Transmission electron microscopy showed coagu-
lated networks of elongated particles of 6.6 nm average
diameter (Fig. 3D). X-ray powder diffraction (XRD), elec-
tron diffraction (ED), and fast fourier transformation (FFT)
of HRTEM revealed good crystallinity, and calculations
thereof were in good agreement with the [111] lattice spac-
ing for bulk fcc Cu. Neither an oxide phase nor the �-Fe
phase could be detected. Alloy formation was concluded
from Mössbauer experiments. The average composition was
determined by EDX, employing a 35 nm spot (spectra not
shown), giving compositions of 14% Fe and 86% Cu. The
authors explained this result in terms of incomplete reduc-
tion of Fe(DS)2. Electron energy loss spectroscopy (EELS)
on the L2� 3 edges of Fe and Cu showed Fe enrichment at
the surface of the particles. The pattern of results was con-
sistent with the formation of a heterogeneous FeCu alloy.
Moreover, the presence of interstitial boron, well known for
colloid preparations by NaBH4 reduction of metal salts in
the presence of water and investigated in detail by Glavee
et al., [137� 185] was expected.

Magnetic properties have been determined by SQUID
magnetometry. The magnetization at 1.8 K did not saturate
in applied fields up to 50 kOe. MS was calculated by extrap-
olation to zero at 40 emu/g. A value for HC of 250 Oe was
determined. TB was determined from ZFC curves at vari-
ous applied fields, showing a decrease of TB with increas-
ing H. The values were 9.5 K, 8.5 K, and 7.5 K for applied
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fields of 20 Oe, 50 Oe, and 100 Oe, respectively. Keff has
been estimated from the Neel equation and reported as
∼105 erg/cm3. Uncertainty in the value was explained in
terms of the colloidal particle shape, which makes the deter-
mination of the particle volume rather difficult.

4.6. O: Organohydroborate Reduction

This method has been developed by Bönnemann more than
10 years ago for the preparation of highly dispersed mono-
and bimetallic particles, with typical diameters <5 nm, in
organic solvents [55]. This nonaqueous method additionally
produces boron-free final product materials. Typical start-
ing concentrations for the metal salt were ∼25 mM. The
method’s success based on the preformation of novel, non-
commercially available reducing agent TOAEt3BH (synthe-
sized in THF by the reaction of KEt3BH with TOABr).
KEt3BH was used rather than the more commonly employed
Li analogue (super hydride), because KBr is insoluble in
THF and can be separated from the product. As a result, the
synthesis leads to products free of impurities derived from
the reducing agent. Parallels to the approach are found in
work developed by Reetz (E).

Fink et al. [186] provided evidence that both the tetra-
octyl-ammonium (TOA) cation, as well as the counterion
from the reduced metal salt, comprise the stabilizing shell
on the surface of noble metal nanoparticles. The inner shell
consists of counterions and the outer shell is formed by
TOA+. These investigations were later confirmed by Bucher
et al. [187] using XANES and metastable impact elec-
tron spectroscopy (MIES), correcting earlier assumptions by
Bönnemann and Reetz of a vice versa stabilizing shell com-
position.

The preparation of nanoparticulate Fe, Co, and Ni pas-
sivated with a protecting layer of Ag, Au, Pd, and Pt has
been reported in the patent literature [92]. The procedure
involves addition of solutions of noble metal salts in THF
to mixtures of preprepared Fe, Co, or Ni nanoparticles and
excess strong reducing compounds (e.g., superhydride, mod-
ified superhydride, or trialkyl aluminium hydride) in THF
or toluene over a period of several hours (14 h–16 h).
The particles thus obtained showed an increased stability
of magnetization compared to both unpassivated seed par-
ticles and particles covered with Au by successive transmet-
allation ([91], see C3). The decreased stability of particles
prepared via C3 was ascribed to island formation of the
protecting noble metal shell. Detailed structural and mor-
phological investigations, as well as differences in magnetic
properties of different compositions were not presented.

4.7. P: Polyol Reduction

Polyols have been used as moderate reducing compounds
for the preparation of colloids for several years [188]. One
advantage of this method is that alcohols with one, two, or
more hydroxyl groups are oxidized to aldehydes or ketones
during reaction, that is, they do not form ionic by-products.
Moreover, this method allows for the preparation of colloids
in hydrophilic, as well as hydrophobic media, by choosing
alcohols with corresponding properties. The polyol method

has been modified for the preparation of bimetallic micron-
sized particles [189]. The modification is based on the
hydrolysis of mixed metal salts prior to reduction, resulting
in the formation of hydroxides.

4.7.1. P1: In-situ Reduction
CoPt The modified polyol process has been applied to
produce CoPt alloy colloids [83]. Cobalt chloride and
hexachloroplatinic acid were dissolved in a 4/1 mixture
of ethylene glycol/diethylene glycol, hydrolyzed by adding
aqueous NaOH, and heated to reflux for 2 h under N2 in
the presence of poly-(N -vinyl-2-pyrrolidone) (PVP). A typi-
cal starting concentration of 0.4 M in Pt was employed, the
Pt/Co ratio adjusted to 3 and the PVP concentration (as
monomeric residue) maintained at ∼50 mM.

The final colloidal dispersion has been investigated by
TEM and XRD. Transmission electron microscopy exhibits
isolated particles of ∼1
7 nm average diameter. X-ray pow-
der diffraction showed rather broad reflections due to the
small size of the particles. The authors concluded from XRD
that the colloid consisted of CoPt3 particles or a mixture
of CoPt and Pt. An unambiguous structural determination
from XRD was not possible because of overlapping reflec-
tions for CoPtx and Pt, further complicated by the broaden-
ing effect due to the small particle size. Magnetic properties
were not investigated. The colloid was applied as catalyst for
the hydrogenation of cinnamaldehyde showing high selectiv-
ity and conversion. The particles were found to withstand
the hydrogenation reaction at 333 K and 4 MPa.

NiPd A minor modification to the (modified) polyol pro-
cess has been found to be suitable for the preparation of
NiPd alloy colloids [94]. Palladium acetate and nickel sulfate
were chosen instead of hexachloroplatinic acid and nickel
acetate; Pd acetate was dissolved in dioxane prior to use.
Initial reaction concentrations were 4 mM (total concentra-
tion of metal salts at various Ni/Pd ratios). Synthesis was
performed by refluxing the hydrolyzed metal salts in ethy-
lene glycol for 3 h under N2 in the presence of 14.3 times
molar excess of PVP (as monomeric unit). Investigations by
TEM and HRTEM revealed well-separated crystalline parti-
cles with an average diameter of about 2 nm. Interpretation
of XPS, XANES, and EXAFS measurements resulted in a
Pt-rich random alloy structure of the particles. The colloids
have been found to be an excellent catalyst for the hydro-
genation of nitrobenzene. Maximum activity was found for
a composition of Ni2Pd3.

4.7.2. P2: Successive Reduction
A successive polyol method was described in 1999 for the
preparation of Pd@Ni core-shell particles stabilized by PVP
[93]. It is necessary to point out that the authors published
the procedure previously, but the work concerned the for-
mation of alloys while applying the same investigation meth-
ods (TEM, XRD, XPS) [87� 88]. The synthetic procedure
is based on the prepreparation of PVP-stabilized Pd parti-
cles and involves reflux of 0.16 mmol H2PtCl4 and 1.6 mmol
PVP (as a monomeric unit) in a mixture of 640 ml H2O and
160 ml ethanol for 3 h. The preformed Pd particles (initial
concentration of ∼8 mM Pd (atoms); d = 2
5 nm) were then
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refluxed in 1-propanol, together with various amounts of Ni
acetate for 3 h under N2. As a result, monodisperse col-
loids possessing particle diameters in the range 2.5–2.8 nm
were formed by using a Ni/Pd ratio up to 1 (the theoretical
thickness of the Ni shell for a ratio of 1 is about 1.5 layers).
Further increases in the Ni/Pd ratio led to an remarkable
increase of the particles diameter along with a broadening of
their size distribution. Super-conducting interference device
measurements at 1.8 K showed a remarkable increase of
the magnetic moment above a Ni/Pd ratio of ∼0
07. It is
concluded that the anomalous increase of the magnetiza-
tion may correspond to the giant magnetic moment effect in
ultrafine Pd particles [190].

4.8. C: Combination

Thermal decomposition of zerovalent metalorganic Fe or
Co compounds, combined with polyol reduction or redox
transmetallation [191] of Ag, Sm, Pd, or Pt salts, have been
reported to be suitable methods for the preparation of
bimetallic ferrofluids. The transmetallation, first adapted by
Paulus et al. for the preparation of Co@Au and Fe@Au col-
loids [91], is based on the reduction of noble metal salts by
surface atoms of preformed colloids (C3� of nonnoble metal
elements.

4.8.1. C1: Decomposition/Polyol Reduction
FePt A notable success in this field of research was the
seminal report in Science by Sun et al. on the preparation
of bimetallic FePt ferrofluids [95]. The authors combined
the polyol reduction of a noble metal salt, described by the
1�2-hexadecanediol reduction of Pt(acac)2, with the thermal
decomposition of Fe(Co)5 at high temperatures in the pres-
ence of two stabilizers (vis oleic acid and octylamine). As a
result, monodisperse alloy particles were fabricated. Initial
concentrations of 25 mM Pt(acac)2 were employed. The par-
ticle size distribution could be narrowed by applying the
hot injection technique using a high boiling solvent (octyl
ether or phenyl ether) followed by a size-selective precipi-
tation using, for example, ethanol as the nonsolvent [192].
The reaction was initiated by adding Fe(CO)5 to a solution
of Pt(acac)2 at 100 �C (hot injection) and continued under
reflux conditions for 30 min under N2. The composition
could be adjusted by varying the starting Fe/Pt ratio. Primary
particle diameters were 3 nm, which could be increased to
10 nm by successive addition of desired precursor ratios to
a solution containing the 3 nm seed particles.

Investigations by TEM of as-prepared 4 nm particles
revealed a typical fcc structure of the particles which
were substantiated by XRD. Super-conducting interference
device measurements showed superparamagnetic behavior
for those particles at room temperature and blocking tem-
peratures between 20 K and 30 K in a field of 10 Oe. Fur-
ther investigations have been only applied on sintered films
of self-assembled particles, showing a transformation to the
L10 phase above 500 �C, which was concomitant with an
increase of coercivity.

The method of Sun et al. has been reproduced [103� 119]
and adapted for the preparation of FePd [122], Fe
[103� 104� 117] (Yamamuro, Farrell, and Chamberlin et al.
used seed Pt clusters to obtain monodisperse Fe particles by

successive growth. The Pt concentration was less than 1%),
FeCoPt [121], CoSm [123], and CoPt [122] ferrofluids, and
modified for the synthesis of CoPt3 [120] by several groups.
The work by Shevchenko et al. [119] showed a blocking tem-
perature of 14 K in a field of 200 Oe for as prepared 4.5 nm
particles. Applying the Néel equation by assuming ln( /0)
to be 25, leads to a value for the anisotropy constant Keff =
1 × 106 erg/cm3.

FePd Chen and Nikles adapted the described method by
substituting Pt(acac)2 with Pd(acac)2 [122]. The resultant
particles showed an average diameter of 11 nm, which is
increased in comparison to FePt, in addition to a relative
broad-size distribution. Both observations are indicative of
different reaction kinetics. The particles were found to be
ferromagnetic at RT (HC = 12 Oe). Further investigations
have been performed only on annealed self-assembled films,
showing that FePd particles do not transform to the L10
phase within the applied temperature range up to 700 �C.

FeCoPt Chen and Nikles have adapted Sun’s method for
the synthesis of ternary FeCoPt alloys by adding Fe(CO)5
to a mixture of Pt(acac)2 and Co(acac)2 in dioctyl ether
[121]. Investigations have only been done on sintered self-
assembled layers. The main result from these studies was
that the measured coercivity of the annealed particles
decreases with increasing Co content.

CoSm Ono et al. adapted Sun’s method using Sm(acac)3
and Co2(CO)8 instead of Pt(acac)2 and Fe(CO)5, respec-
tively [123]. The final particles had an average diameter of
9 nm as determined by TEM and showed a decreased Sm
content, compared to the starting composition of the metal
salts (determined by EDX). This result may be due to an
incomplete reduction of Sm3+ as was discussed by Pileni
for iron in FeCu particles. Magnetic measurements indi-
cated a coercivity of 50 Oe and a saturation magnetization
MS = 2 emu/g at RT. These values are different from pure
Co particles prepared in a similar way indicating a 3d–4f
electron interaction. A discussion of electronic interaction is
still outstanding.

CoPt CoPt3 and Co48Pt52 have been synthesized by substi-
tuting Co(CO)3NO for Fe(CO)5 [122]. Issues concerning the
use of Co(acac)2 or Co2(CO)8, instead of Co(CO)3NO, were
discussed. Investigations have been focused on Co48Pt52. The
colloids showed an average particle diameter of 7 nm and
were superparamagnetic at RT. Further investigations were
only applied on annealed films.

CoPt3 A modified procedure has been developed by
Shevchenko et al. for the preparation of CoPt3 colloids by
thermolysis of Co2(CO)8 and polyol reduction of Pt(acac)2
[120]. The modifications were as follows: (i) use of mixtures
of highly coordinating solvents, that is, diphenyl ether/hex-
adecylamine, diphenyl ether/tetradecylphosphosphonic acid,
or hexadecanol/hexylamine; (ii) replacement of oleic acid
by adamantanecarboxylic acid or adamantanacetic acid. Use
of different hot injection temperatures and reaction times
for solutions of Co2(CO)8 in dichlorbenzene have also been
thoroughly investigated. The best results concerning size dis-
tribution, crystallinity, and reproducibility were obtained for



228 Bimetallic Ferrofluids

syntheses involving mixtures of diphenyl ether/HDA (hex-
adecylamine) and diphenylether/TDPA (tetradecylphospho-
nic acid) in the presence of ACA (adamantanecarboxylic
acid). A typical starting concentration of 8 g/l Pt(acac)2 was
employed. Primary particle sizes were in the range of 3 nm–
5.5 nm. The success of procedures using ACA as a stabi-
lizer was explained in terms of protection of free surface
sites from coordination by ligand molecules. This would be
expected to increase the free surface energy of the parti-
cles, leading to growth and larger dimensionality compared
to systems using fatty acids. Moreover, this method allowed
the further growth of alloys without remarkable changes in
size distributions for one and two additional precursor injec-
tions. However, experiments with pure Co2(CO)8 were not
successful when using ACA as a stabilizer.

High-resolution transmission electron microscopy and
XRD investigations showed well-separated single crystalline
particles consisting of the CoPt3 intermetallic L12 phase.
A (HR)TEM image of the particles, representing a micro-
graph typical for successive-growth colloids prepared via C1,
is presented in Figure 3E. The authors emphasized that seg-
regation and core-shell formation could not be excluded,
but was not expected from their results. Some explanations
concerning their expectations were given.

Results of magnetic measurements on ∼6
2 nm particles
are available as supporting information to [120]. M versus
H curves were measured at 5 K and 300 K, and ZFC/FC M
versus T plots measured in a field of 100 Oe. Exact values
of characteristic magnetic properties were not given. The
presented curves reveal that the colloids are superparamag-
netic at RT. TB, MS (5 K), and HC (5 K) can be estimated
from the figures to be ∼35 K, ∼10 emu/g, and ∼1200 Oe,
respectively.

4.8.2. C2: Decomposition/Transmetallation
Ag@Co A procedure has been described to produce
Ag@Co colloids, involving the thermal decomposition of
Co2(CO)8 in the presence of anhydrous AgClO4 (reduced
in-situ by Co2(CO)8 via transmetallation) in toluene, using
oleic acid and tridodecylamine as stabilizers [127–129].
A typical starting concentration of 25 mM AgClO4 is
employed. The thickness of the Co shell could be increased
by increasing the amount of Co2(CO)8 from 24 mM to
56 mM, while keeping the Ag concentration constant. As a
result, Ag particles of a diameter of 8 nm and covered with
a Co shell of lower TEM contrast were found (see insert in
Figure 3F), in addition to some unpassivated pure Ag par-
ticles of a smaller size. The final compositions have been
determined from corresponding edges by EDX.

Ultraviolet/VIS spectrometry showed an increasing blue
shift and quenching of the Ag surface plasmon band with
increasing Co content, that is, increasing shell thickness,
indicating a strong electronic interaction for both elements
in these composite particles (Fig. 7A). Similar observations
have been reported for Ag particles coated with an Au shell
[193]. A comparison with the optical spectra for mixtures
of pure Co and Ag colloids (Fig. 7B) indicated neither a
Ag/Co-ratio dependant blue shift nor a broadening of the Ag
plasmon wavelength. Structural investigations by (HR)TEM
revealed a multiple twinning or “polycrystalline” structure
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Figure 7. (A) Blue shift and quenching of the Ag plasmon band with
increasing Co content for composite particles of constant Ag concentra-
tion in solution. The stoichiometric ratio is given as AgCox . (B) Optical
density of different mixtures of pure Ag and Co particles. The size of
the Ag particles (8 nm) is the same as in (A). Reprinted with permis-
sion from [127], N. S. Sobal et al., Nano Lett. 2, 621 (2002). © 2002,
American Chemical Society.

of particles consisting of fcc phase subunits of both ele-
ments. Energy-filtered EELS analysis on the Ag M4� 5 and
Co L2� 3 edges verified that Ag was present mainly in the
center, while Co was preferentially located in the particles
shell. Calculations from EELS measurements on Ag@Co
particles having a thin shell (<2 nm) suggest no surface
oxidation of the Co shell. It was concluded that the lat-
ter result again reflects a strong electronic interaction of
both elements in the nanocrystals. Super-conducting inter-
ference device [127� 128] and X-ray magnetic circular dicro-
ism (XMCD) [129] measurements were applied to obtain
information concerning magnetic properties of the material.
Available magnetization experiments showed superparamag-
netic behavior at RT and ferromagnetic behavior at 90 K.
HC (90 K), and MR/MS (90 K) were found to be 0.07 T and
0.32, respectively. X-ray magnetic circular dicroism differ-
ence spectra on the L2� 3 edge of Co allowed the calculation
of the orbital-to-spin ratio of the magnetic moment after ion
etching of a deposited film under grazing incident conditions
(to remove the stabilizers from the surface). The ratio was
found to be 0.24, that is, a threefold increase compared to
bulk fcc Co (0.08). Detailed discussions of these results were
not given.

CoPt Park and Cheon reported on the preparation of
CoPt and CoPt3 alloy colloids by in-situ thermal decompo-
sition of Co2(CO)8 in the presence of platinum hexafluoro-
acetylacetonate, Pt(hfacac)2 (that is, transmetallation) in
toluene, using oleic acid as stabilizer [107]. Hot injection
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of a Co2(CO)8/toluene dispersion was used to obtain a nar-
row particle size distribution. The expensive, commercially
available Pt(hfacac)2 has been prepared by the method of
Okeya and Kawaguchi [194]. A typical initial concentration
of 50 mM Pt(hfacac)2 was used. The procedure resulted in
the formation of well-resolved crystalline particles having an
average diameter of ∼1
9 nm, determined by (HR)TEM.
Lattice spacing was found to be in the range of known data
for the corresponding bulk materials. Different composi-
tions for the colloids were obtained by changing the ratio of
starting compounds. Energy dispersive X-ray spectroscopy
investigations revealed a final particle composition close
to compositions expected from the starting ratio of metal
compounds. Super-conducting interference device magneto-
metry was used for magnetization experiments. For CoPt3
(CoPt) colloids, as powders incorporated in gelatin capsules,
blocking temperatures TB of 75 Oe at 20 K (15 K) and coer-
civities HC at 5 K of 6900 Oe (5300 Oe) were determined.

Co@Pt The synthesis of Co@Pt core-shell nanocrystals,
by reduction of Pt(hfacac)2 in a redox transmetallation reac-
tion on Co nanoparticle surfaces, has been published by
the same authors [107]. The reaction was carried out in
nonane solvent in the presence of (noncommercially avail-
able) dodecane isocyanide as a stabilizer. The stabilizer was
prepared by the method of Weber and Gokel [195]. As a
result, well-defined particles with an average diameter of
6.4 nm and a relatively broad-size distribution (� = 0
54)
were obtained. Micrographs from HRTEM investigations
showed two particles with a homogeneous contrast through-
out, having lattice fringes whose distances correspond to
typical distances of bulk Pt. A core-shell structure was not
visible. Magnetic measurements were done using a SQUID
magnetometer. TB (75 Oe) and HC (5 k) were determined
to be 15 K and 330 Oe, respectively. The authors men-
tioned that these values are close to values for pure Co par-
ticles, having diameters similar to those estimated for the
Co core in Co@Ag colloids (TB and HC values of pure Co
can be found in [12]). The possible formation of disordered
alloys or a mixture of Pt and PtCo or Co particles was not
discussed.

4.8.3. C3: Organoborohydride
Reduction/Transmetallation

Fe@Au particles have been formed by successive reductive
transmetallation of AuCl3 on the surface of preformed Fe
particles [91]. Measured diameters of prepared particles,
determined by TEM (images not shown), were determined
to be 2 nm and 5 nm. Structure and morphology, inferred
from SQUID magnetometry and Mössbauer experiments,
were consistent with those expected for FeAu alloy forma-
tion. Magnetization curves showed an increase of TB com-
pared to pure Fe particles. Applying the Néel expression,
Keff was found to be increased to 8 × 106 erg/cm3. An Au
coating would be predicted to yield a reduced anisotropy.

Co@Au particles were prepared and investigated similarly
to Fe@Au particles described above [91]. Transmission elec-
tron microscopy diameters of the particles were close to
3 nm. Alloy formation was not concluded from magneti-
zation measurements. Super-conducting interference device

magnetometry showed a saturation magnetization MS (5 K,
5 T) of 1.77 �B/atom, which is close to the bulk value of
Co. TB (100 Oe) was decreased compared to pure Co par-
ticles. Keff , calculated from the Néel equation, was reduced
to 2
6× 106 erg/cm3, the bulk value of Co. The authors con-
cluded that the additional surface anisotropy, usually found
in small Co particles, was reduced by Au coating.

5. CONCLUDING REMARKS
The presented results showed that colloid chemistry is rather
complex. The complexity enhances with the number of
parameters, which, in general, comprise the number of ele-
ments. Small changes in preparative conditions have been
shown to lead to completely different results. The main rea-
son for this observation is the enhanced surface-to-volume
ratio of nanoparticles. Thus, the properties of nanoparti-
cles are mainly determined by the interaction of surfaces
and interfaces. In particular, in the case of nonnoble mate-
rials, the enhancement of the surface-to-volume ratio means
an increased reactivity that ensures that such materials are
comparatively difficult to handle. Moreover, the increased
reactivity highlights the discrepancies that exist between the
environments of basic research (high expense, for example,
ultra-high vacuum) and industrial scale development (low
capital costs are desirable).

The development of materials for new applications is
clearly a dynamic process. Investigations in novel colloid syn-
theses for technological applications often rise to serendipi-
tous developments and new applications. In summary, work
on bimetallic ferrofluids will be a challenge for many scien-
tists from different fields for at least the next decade.

GLOSSARY
Colloidal nanoparticles Kinetically stable dispersion of
nanoparticles in a solvent.
Electron energy loss spectroscopy (EELS) Electron ene-
rgy loss spectroscopy analyses the inelastically scattered elec-
trons present in the beam of a TEM after it has been
transmitted through the sample. The spectra can be used
to obtain information about the chemical composition and
electronic structure of the sample.
Electron paramagnetic resonance (EPR) Specttroscopic
technique that relies on the detection of microwave-
induced transitions between the split sublevels of a certain
paramagnetic defect.
Energy dispersive X-ray spectroscopy (EXDS) Generally
used in conjunction with the electron microscope and
allows relative concentrations of particular elements within
a sample to be measured.
Extended X-ray absorption fine structure (EXAFS)
XAFS measurements in the region up to 1000 eV past the
absorption edge to yield information about bond lengths,
coordination numbers, and structural disorder.
Ferrofluid Ferrofluids or magnetic liquids, are colloidal
ferromagnetic nanoparticles.
Metastable impact electron spectroscopy (MIES) Based
on the energy analysis of electrons originating from colli-
sions of metastable He∗ (23S) atoms with the surface, and
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can be used for probing the spatial distribution of surface
species.
Micelle A spherical assembly of appropriate surfactants in
solution.
Microemulsion A stable dispersion of two immiscible liq-
uids containing appropriate amounts of different surfactants.
Nanoparticle A material with dimensions in the lower nm
(10−9 m) region.
Superconducting quantum interference devices (SQUID)
The most sensitive devices available for magnetometry. The
detector consists of a superconducting loop and one or two
Josephson junctions.
Superparamagnetism Paramagnetic behavior of low
dimensional ferromagnetic materials (nanoparticles) above
a size dependant temperature TB but with giant magnetic
moments compared to paramagnetic materials.
Surfactants Are organic molecules, which have two ends
with different polarities, and can serve as a capping or pro-
tecting agent for nanoparticles against external forces.
Transmission electron microscopy (TEM) Used to obtain
images of nanoparticles for shape and size analysis. Electron
diffraction patterns provide structural information, while
chemical analysis is possible by EDX or EELS.
X-ray absorption fine structure (XAFS) An XAS analyti-
cal technique that uses the small variations in absorption
(fine structure) above the absorption edge to extract infor-
mation regarding oxidation states and coordination symme-
try (XANES) or bond lengths, coordination numbers, and
structural disorder (EXAFS).
X-ray absorption near-edge fine structure (XANES)
XAFS measurements in the region near the absorption
edge (within several 10 eV) to determine the oxidation
states and the coordination symmetries of the elements in
the sample.
X-ray absorption spectroscopy (XAS) Measures the degree
of X-ray absorption of a sample as a function of X-ray
energy. XAS energy spectra are characteristic of both the
elements and their electronic energy levels.
X-ray diffraction (XRD) An X-ray beam can be diffracted
by the lattices planes of atoms in samples of sufficient
crystallinity.
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1. INTRODUCTION
The investigation range of life science has reached the level
of single cells, subcells, and even single molecular (such
as nerve glia) and single base pairs of nucleotide acid,
as shown in Figure 1. Traditional analysis methods and
techniques such as optical fiber sensors or electroanalytical
sensors, even submicrometer optical fiber sensors or micro-
machined electroanalytical sensors for obtaining biological
and chemical information [1–3], are confronted with great
challenges. How to analyze and detect trace analytes of life
science in the microlevel, in-situ, in vivo, and in real time
to understand the relationship between biological molecule
structure and its function is the focus of the challenges.
With the fast development of nanotechnology in 1990s, new
thoughts and opportunities have appeared for deep research
of biomedicine and resolution of the aforementioned key
problem. As the revolutionary effect of the microelectronic

integrating technology on the electronics industry, the devel-
opment of nanotechnology has had considerable impact on
biotechnology and biomedicine systems [4, 5]. Because par-
ticle size approaches the molecular dimension, all properties
of the materials will change to some extent; however, some
of them are wonderful for use in particular biological appli-
cations [6]. The fact that the nanoparticles are similar to
many common bimolecules with respect to size magnitude
permits them to have widespread use in biotechnological
systems. The broad fields of biotechnology and medicine,
such as diagnosis of disease, drug delivery, gene repair, dis-
pensing, gene therapy, and so on, are all correlative with the
nanotechnology [7–11].

Especially with the implementation and accomplishment
of the human genome project, it becomes much more
crucial to resolve the abundant data to find the pivotal
genes that control or dominate the versatile functions of
life through nanotechnology techniques than before. Nano-
particles, with high surface-to-volume ratio and ultrasmall
in size, are potential alternative materials to obtain biolog-
ical information inside or outside of living specimens, and
provide an excellent analysis system for biotechnology and
biomedicine. Given the particularity of living life, biocom-
patible core–shell nanoparticles have been developed and
attracted much attention from all over the world. And a
new growth point of modern analytical chemistry has been
formed under the combination of nanotechnology, analytical
chemistry, materials science, and biotechnology. Especially
carrying out research and application of bionanotechnology
and developing modern analytical methods and techniques
for obtaining related biochemical information in-situ, in vivo,
in real time, and in nanolevel is one of the new research
directions of current chemistry and biology.

In this chapter, we will first introduce the general
configuration and the synthesis of biocompatible core–
shell nanoparticles. The unique properties of biocompat-
ible core–shell nanoparticles for bioanalytical chemistry,
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Figure 1. The size of our research objects is from big to small in the
life science.

bioseparation, and bioimaging have been summarized. At
the same time, several successful examples of biocompatible
nanoparticles that have been integrated with biomolecular
species and applied to relevant problems in biotechnol-
ogy have been introduced. The use of biocompatible
nanoparticles as biological labels will be discussed. The
novel bioseparation method based on biocompatible nano-
particles, the novel delivery for genes and drugs based on
biocompatible nanoparticles, will also be described. The
objective of this chapter is to introduce the magical and
extremely valuable biocompatible core–shell nanoparticles
to biologists and analytical chemists and to encourage them
to consider biocompatible core–shell nanoparticles in their
own research and projects.

2. CONFIGURATION OF THE
BIOCOMPATIBLE CORE–SHELL
NANOPARTICLES

Universally particles with at least one dimension �d� ≤
100 nm can be considered nanoparticles; the biocompati-
ble core–shell nanoparticles are of course a kind of nano-
material with diameter of 1 nm < d < 100 nm. In contrast to
normal nanoparticles, the outstanding advantage of the bio-
compatible core–shell nanoparticles lies in the typical core–
shell structure and favorable biocompatibility. Generally
speaking, biocompatible core–shell nanoparticles are com-
posed of a functionalized core, a modifiable shell, and the
biomolecules modified on the surface of the nanoparticles
[12], as shown in Figure 2. The three parts all make promi-
nent contributions to their application of biomedicine.

2.1. Biocompatible Core–Shell
Nanoparticles with Different Cores

The different functionalized biocompatible core–shell nano-
particles can be prepared by using different core materi-
als. There are many kinds of materials that can be used
as core materials, such as luminescent, electronic, magnetic,
and thermal materials and so on. Prepared core–shell nano-
particles with different core material possess various prop-
erties and functions and so play an important role in a
wide range of biotechnology and nanotechnology, especially

Magnet

Metal

Quantum dot

Drug

Fluorophore

Dye

Core Material Shell material
Biological

modification

RNA or DNA

Antibody

Hormone

Growth factor

Agglutinin

Enzyme

Figure 2. The schematic diagram of the biocompatible core–shell
nanoparticles.

in biomedcine. For example, core–shell fluorescent nano-
particles encapsulating fluorescent dyes, like the inorganic
dye [tris(2,2′-bipyridyl) dichlororuthenium(II) hexahydrate
(Rubpy)] [13–15] have been widely studied in fluorescent
labeling of biomolecules and tissue because their inten-
sified fluorescent signals are agreeable and their fluores-
cence characteristics are protected due to the high degree
of insulation from the environment. Core–shell semicon-
ductor nanoparticles, also called quantum dots (QDs) with
CdSe as core material [16, 17], are used for the prepa-
ration of sensors with multidimensional response signals,
because QD labels exhibit size-tunable, narrow-band lumi-
nescent emission and high resistance to photodegradation.
Core–shell magnetic nanoparticles with Fe3O4 as core [18],
according to their peculiar superparamagnetism (i.e., mag-
netized in the presence of a magnetic field while nonre-
manent in the absence of a magnetic field), can easily be
operated in magnetic or electromagnetic fields, so they are
commonly utilized in the separation and enrichment of bio-
logical analytes. Core–shell drug nanoparticles [19] can per-
form the targeted delivery of drugs and avoid the side effects
of drugs as much as possible, because drugs are encapsu-
lated in the core of nanoparticles, which can be concentrated
around the suffering tissues under the exterior guide and
greatly increase therapy efficiency. Core–shell gene nano-
particles [20] make the higher efficient transfection real-
ized compared with other materials or tools for the same
usage and present great promise in gene therapy and related
application.

There is another interesting structure [21] which widens
our views on nanoparticles. In this model, the core is a single
living yeast cell. It has been encapsulated by the alternate
adsorption of oppositely charged polyelectrolytes. Its fluo-
rescent images showed the integrity of the core and shell
structure after the coating procedure (Fig. 3). The most sig-
nificant result is that after encapsulation, cells preserve their
metabolic activities and are still able to divide (Fig. 4), which
provides evidence of its interesting foreground for biophys-
ical studies.

Sometimes, single and simple core material is not
sufficient to form completely perfect nanoparticles with
core–shell structure, for they may leach through netlike
shells with pores. Hence, many researchers attempted to
encapsulate the conjugates of desired material with other
macromolecules, thus protecting useful core material from
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Figure 3. Confocal images of fresh by coated shells. Vignette of the
encapsulation process, consecutive adsorption of the polycation PAH
(red) and the polyanion PSS (blue) onto a single living cell. To provide
evidence of a successful coating, one or two layers are FITC-labeled
PAH (green). Reprinted with permission from [21], A. Diaspro et al.,
Langmuir 18, 5047 (2002).© 2002, American Chemical Society.

bleaching. In normal conditions, free fluorescine isothio-
cyanate (FITC) and rhodamine are difficult to entrap into
silica shells. These situations can be dramatically improved
by forming fluorescent dye complexes. Our studies have
found that the FITC–IgG complexes could be encapsulated
into silica nanoparticles with a much higher entrapment effi-
ciency, greatly increased compared to that of free FITC [22].
The entrapment efficiency of FITC–dextran conjugate has
also been studied, but it did not offer as good results as
that of FITC–IgG, maybe because of the different structures
of dextran and IgG, and their different effects on FITC.
To control permeability, polydextran aldehyde, incorporated
into the particle core, was used to enable physiologic cross-
linking and long-term retention of substances that would
otherwise rapidly leak out of the nanoparticles [23]. Results
of cross-linking experiments clearly demonstrated that the
release rate could be substantially reduced, depending on
the degree of cross-linking.

In addition, complex core materials can be utilized
for more functions and better performance. Lai et al.
reported [24] the preparation of novel two-photon dye
encapsulated silica nanobubbles with enhanced luminescent

A B

Figure 4. Transmission image (A) of a duplicating cell. This is con-
firmed by the fluorescence image (B) where the lack of green fluores-
cence in the mother cell coating reveals where the bud has formed.
The DAPI-labeling of the DNA distribution allows the imaging of both
mother and uncoated daughter cell. Reprint with permission from [21],
A. Diaspro et al., Langmuir 18, 5047 (2002). © 2002, American Chem-
ical Society.

properties and pleasing bioimaging applications. It is a zinc
sulfide-ASPI-SH dye (homemade)–silica layered heterostruc-
ture. As they showed, two-photon processes have drawn con-
siderable interest for thorough application in two-photon
laser scanning microscopy. Mitra et al. [19] have conjugated
the anticancer drug Doxorubicin (OXR) with dextran (the
latter was found to minimize the undesirable side effects of
the drug while making the drug retain its antitumor activity
in the conjugate) and then encapsulated this drug conjugate
in hydrogel nanoparticles for tumor targeted delivery.

2.2. Biocompatible Core–Shell
Nanoparticles with Different Shells

A number of shell materials exist nowadays. Generally,
nanoparticles are classified according to the shell materi-
als into inorganic nanoparticles, organic nanoparticles (poly-
mer nanoparticles), metal nanoparticles, and semiconductor
nanoparticles. Silica shell as inorganic material is extensively
studied for the reason of its superiorities. Compared with
liposomes, it is not subject to microbial attack and will be
resistant to bile salts and lipases encountered in the gastroin-
testinal tract and physical stress during aerosolization, and it
should also withstand autoclaving in principle. In contrast to
polymers, there is little concern about its toxicity [25]. More-
over, silica is chemically inert and therefore does not affect
the redox reaction at the core surface. This shell is opti-
cally transparent too. Organic nanoparticles of cholesterol,
rhovanil, and rhodiarome have been synthesized [26]. And
the common organic shell material is chitosan, a polysaccha-
ride known to be a favorable pharmaceutical material and
a kind of ideal hydrophilic material because of its biocom-
patible and biodegradable properties. Coating chitosan on a
magnetite nanoparticle surface will render the nanoparticles
water soluble, more stable, and biocompatible and will pro-
vide the nanoparticles with functional amino and hydroxyl
groups on their surfaces. There is also broad interest in
semiconducting matrixes. Han et al. prepared ZnS-capped
CdSe quantum dots [27] whose emission colors varies from
blue to red with the change of nanoparticle size, excited by
the same excitation wavelength (as shown in Fig. 5).

Figure 5. Ten distinguishable emission colors of ZnS-capped CdSe QDs
excited with a near-ultraviolet lamp. From left to right (blue to red), the
emission maxima are located at 443, 473, 481, 500, 518, 543, 565, 587,
610, and 655 nm. Reprinted with permission from [27], M. Y. Han et al.,
Nat. Biotechnol. 19, 631 (2001). © 2001, Macmillan Magazines Ltd.



238 Biocompatible Core–Shell Nanoparticles for Biomedicine

2.3. Biocompatible Core–Shell Nanoparticles
Modified with Different Biomolecules

Core–shell nanoparticles may still lack adequate biocompat-
ibility to be applied in biomedicine or cannot perform the
required bioanalysis exclusively. Through the design of the
biomolecule linked to the nanoparticles (biological modifi-
cation on the surface of nanoparticles), the biocompatibility
of the nanoparticles will be strikingly heightened and their
application will be widely expanded. In particular, the
biomolecules modified always play an indispensable part in
biological applications.

Well-studied single strand DNA or RNA-complementary
DNA or RNA, biotin–streptavidin, antibody–antigen, and
other ligand–receptor reactions are commonly used to
realize biological chemical detection and related studies.
Therefore, DNA or RNA and proteins including antibody
or antigen and enzymes are usually conjugated with nano-
particles. Other biomolecules like hormone, growth fac-
tor, and agglutinin are suitable in specific experiments. The
most beneficial aspect of the modification of biomolecules
lies in the specific recognition and targeting effect. The
biocompatible core–shell nanoparticles with Fe3O4 as core
and different materials as shell and modified with different
biomolecules prepared in our lab are shown in Table 1.

3. SYNTHESIS OF BIOCOMPATIBLE
CORE–SHELL NANOPARTICLES

The synthesis and preparation of biocompatible core–shell
nanoparticles is crucial for applications in biomedicine.
Because of the complexity of the biological system, the
dimension of the nanoparticles might as well be controlled
in the range of 1 nm ≤ �d� ≤ 100 nm and with narrow dis-
tribution. At the same time, the functionalized biomolecules
should be easily immobilized on the surface of nanoparticles
with high bioactivity. Thus, it is required to carefully choose
effective methods to synthesize biocompatible core–shell
nanoparticles. There are three key techniques for the prepa-
ration of the biocompatible core–shell nanoparticles [28].

3.1. Nucleation of the Core–Shell
Nanoparticles

Selection of appropriate method to prepare the core of the
nanoparticles is of first importance. The size and the distri-
bution of the nanoparticles will be mainly affected by using

Table 1. Core–shell magnetic nanoparticles with different shell materi-
als and surface modification.

Surface
Batch Shell material modification Applications

1 SiO2 DNA separation of DNA
2 gelose antibody enrichment of liver cells
3 dextran sorbent purification of enzymes
4 chitosan enzyme immobilization of enzymes
5 polylactic acid antineoplastic targeting therapy

drugs of cancer cells
6 polystyrene concanavalin A environmental protection

different methods of nanoparticle preparation. The prepa-
ration techniques of nanoparticles are usually classified into
gas phase, liquid phase, sol–gel, etc., methods. Among these
methods, the microemulsion method that belongs to the liq-
uid phase method has played a vital part in the preparation
of nanoparticles [29–31]. A microemulsion is an isotropic
and thremodynamically stable single-phase solution formed
with least three components: two of them immiscible, such
as oil and water, and a surfactant with amphiphilic behavior.
As for the water-in-oil microemusion, the water core of the
microemulsion is akin with a nanocontainer for core materi-
als and a nanoreactor for the formation of shell (Fig. 6). The
dimension of the nanoreactor can straightly control the size
and the distribution of the nanoparticles through selection
of an appropriate microemulsion system. The nanoparticles
are uniform in size and well dispersed when prepared by
this method. Many nanoparticles with different cores such
as fluorescent dye, magnetic material, drug, and gene have
been successfully prepared by this method and are widely
used in biomedicine.

3.2. Shell Coating of the Nanoparticles

The shell coating technique is also important to realize
the conformation of the core–shell nanoparticles. A coat-
ing shell is built up around the core materials to increase
their chemical stability, intensify their functions, improve
their biocompatibility compared with bare core materials,
confer specific properties, such as optical, magnetic, or
mechanical properties on the core material, and so on.
Organic material and inorganic material can both used as
shell material. One typical example of such nanoparticles
is a silica coated biocompatible nanoparticle. The synthe-
sis of silica nanoparticles with controlled diameters and
size distribution has been extensively studied by Osseo-
Asare and Arriagada [32, 33]. The technique involves
the base-catalyzed controlled hydrolysis of tetraethoxysilane
(TEOS), with short-chain nonionic surfactants as stabilizer
and ammonia as catalyst. Following a synthetic procedure
similar to that of Osseo-Asare and Arriagada, a silica coating
can be also performed in the nanoreactor of a water-in-
oil microemulsion, as shown in Figure 7. We have pre-
pared a series of silica coated functionalized nanoparticles

Water

Oil

surfactant

Water-in-oil
microemulsion

water (nanoreactor)

surfactant

Figure 6. Schematic diagram of nucleation of the nanoparticles.
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TEOS

W/O Microemulsion Silica nanoparticle

Ammonia

Figure 7. Shell coating of nanoparticles.

through the hydrolysis of TEOS in the nanoreactor of the
microemulsion. But we found that not all water-soluble
material can be doped in the silica shell. A great break-
through in the synthesis theory and techniques of core–shell
nanoparticles has been obtained. The results have testified
that the charges of the shell materials and core materials
will dominate whether the stable core–shell structure forms
or not, by employing the silica shell formed through the
hydrolysis of TEOS and the core formed by microemulsion.
Figure 8 shows transmission electron microscope (TEM)
images of silica coated nanoparticles that we have prepared.

On the other hand, a variety of trialkoxysilane molecules
with vinyl, thiol, amino, or methacryloxy functionalities
were introduced into the nanoreactor of the microemul-
sion along with TEOS to produce functionalized silica shell
coated nanoparticles, which will be engaged for further
application in biomedicine [34]. Based on this theory, a
synchronous technique for preparation of amino-modified
silica nanoparticles has been developed in our study.

100 nm

(a)

100 nm
11019 1000 13 15100

(b)

100 nm

(c)

100 nm

(d)

Figure 8. TEM images of silica coated nanoparticles. (a) RuBPY doped
silica nanoparticles, (b) silica coated magnetic nanoparticles, (c) TRITC
doped silica nanoparticles, (d) RuBPY doped silica nanoparticles.

Amino-modified silica nanoparticles are directly synthesized
using the synchronous hydrolysis of tetraethoxysilane and N -
(�-aminoethyl)-�-aminopropyltriethoxysilane in water-in-oil
microemulsion [35].

3.3. Biological Modification
of the Nanoparticles

The surface properties of core–shell nanoparticles play out-
standingly significant roles from both a theoretical and a
practical point of view. For instance, modified quantum dots
are capable of purifying and binding to the targeted chem-
ical or biological agents. At the same time they provide
visible evidence of the binding event, such as a change in
color or light diffraction capabilities of the sample, and rep-
resent a promising alternative to organic dyes for a variety
of fluorescence-based applications in biosensing. However,
bare quantum dots are difficult to apply in biological assay
due to their poor biocompatibility. Biological modification
of the nanoparticles is generally rated as an absolutely nec-
essarily step to reduce cytotoxicity and immunogenicity both
in vitro and in vivo. Functionalization of the surface makes it
possible to obtain the fine biocompatibility of nanoparticles.
By selecting the desirable functional modification, the appli-
cation of nanoparticles is expanded and extended extensively
in many biological fields such as gene transfection and ther-
apy immunoassay, enzyme immobilization, cell recogniza-
tion, biological separation, and biosensing.

Modifying biomolecules onto the ultrasmall surface of
nanoparticles while least affecting their activities is a prime
goal for the nanoparticles used in biomedicine. At the
present time, modification of the surface can be done
via three methods. One is performed in-situ during the
nanoparticle synthesis. As described, amino-modified silica
nanoparticles are prepared by the synchronous hydrolysis
of TEOS and AEAPS. The simple synthesis process pro-
vides the formation of silica nanoparticles and the mod-
ification of the amino group as well. The other two
first synthesize the nanoparticles and then treat them
with adequate biomolecules. One is physical absorption
such as electrostatistic binding. In this case the modified
biomolecules are susceptible to removal from the surface
under certain conditions such as high salt and high temper-
ature and so are restrained in a relatively narrow applica-
tion areas. The other is widely used chemical modification.
Chemical modification is mainly done by a variety of cova-
lent coupling the activated functional group on the nano-
particle surface, such hydroxyl, carboxyl, amino groups, and
so on, with that of biomolecules, the same as the modifi-
cation of microsphere [36], as shown in Figure 9. Biotin–
streptavidin, antibody–antigen, and other ligand–receptor
reactions are commonly selected to realize the biological
chemical modification. This modification is not necessar-
ily finished in one step. Multistep modification has been
reported. Following are some modification methods of silica
nanoparticles. The first is achieved by using a cyanogen bro-
mide (CNBr) method [18]. Dried silica coating nanoparticles
were suspended with sodium carbonate solution of appro-
priate concentration by ultrasonication for 15 min. Solution
of CNBr in acetonitrile (2 mg/ml) was then added dropwise
to the nanoparticle suspension under stirring for 10 min at
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Figure 9. Biological modification of activated microsopheres. Reprinted
with permission from [36], Bangs Laboratories, Inc., Covalent Coupling,
Tech Note 205, 1999. © 1999, Bangs Laboratories, Inc.

room temperature. The active particles then were washed
twice with iced water and twice with PBS buffer (pH 7.6)
and resuspended in PBS buffer. In this way, modified nano-
particles were prepared for the experiments. In the second
method [15], silanization was performed by immersion in
freshly prepared 1% (v/v) solution of distilled DETA and
1 mM acetic acid for 30 min at room temperature. The
DETA modified silica nanoparticles were thoroughly rinsed
with deionized water to remove excess DETA and then were
treated with 10% succinic anhydride in dimethylformamide
solution under an argon atmosphere and stirred for 6 h. The
resulting carboxylate modified nanoparticles were washed
with water and centrifuged several times; then the whole
modification procedure for pure silica nanoparticles was
finished.

4. CHARACTERISTICS OF THE
BIOCOMPATIBLE CORE–SHELL
NANOPARTICLES

Because of the unique core–shell structure, biocompatible
core–shell nanoparticles are more superior in biocompatibil-
ity, photochemical stability, and ultrasensitivity in detection
in comparison with other materials.

4.1. Least Toxicity

Many nanoparticle materials with optic, electric, thermal,
and magnetic properties have been widely used in optics,
catalysis, microelectronics, and so on. However, their appli-
cation in biomedicine is restrained because of their lack of
biocompatibility. When they are applied in biological fields,
they may disturb the normal metabolism and functions of
biological system or cells, due to some side effects occur-
ring by the physical and chemical properties of themselves.
Finally, they present toxicity to some extent. The problem is
remarkably solved using these functional materials as core.
When these materials are encapsulated as functional core
materials, the biocompatible shell forms an excellent bar-
rier. The side effects will be reduced because the core mate-
rials are separated from the cellular environment and do
not have contact with the system or cell directly. Anticancer
drugs for cancer therapy are good examples, because when
the anticancer drugs are taken by the system, the drugs
will also play their role in the normal tissues, and anti-
cancer drugs presently are widely limited for use in clinic
therapy. However, there are many reports focusing on drug
delivery and disease therapy by use of core–shell nano-
particles. By encapsulation of drugs in biocompatible nano-
particles, one can not only protect the integrity of drugs
during their transport in blood circulation but also protect
the normal nontarget tissues from the toxicity of drugs. In
our study, we have studied the biocompatibility of the sil-
ica coated fluorescent nanoparticles in vivo and in vitro. The
fluorescent nanoparticle was injected into the tail vein of a
mouse and incubated with different times. The result indi-
cated that the fluorescent silica nanoparticles could be elim-
inated quickly, as shown in Figure 10. We also have studied
the biocompatibility of the silica coated fluorescent nano-
particles with cells. The HNE1 cells were seeding in the
cell-dish with medium. For biocompatibility, the cells were
incubated with nanoparticles and cultured for a time. Then
the cells were subcultured four times. The results showed
that the cells could endocytosize the nanoparticles effec-
tively and were biocompatible with the nanoparticles. The
cell-endocytosized silica nanoparticles not only grow well
but also have normal shapes. There is no obvious difference
with the cells in the control experiment [35], as shown in
Figure 11.

4.2. Photochemical Stability

Because of the protection of the shell, another special advan-
tage of the core–shell structure is its photochemical stability.
The shell acts as a stabilizer, limiting the effect of the outside
environment on the core material, such as photo-bleaching,
oxidation, biodegradation, and so on. This is particularly
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Figure 10. Images of the blood. (a) Optical image of blood cells taken
at 15 min. (b)–(h) Fluorescence images of blood cells taken at 15, 30,
45, 60, 75, 90, and 105 min.

important for dyes, genes, and drug nanoparticles. For exam-
ple, there are many quenching substances such as oxygen
that may affect the fluorescence of the fluorophore [37].
And genes can be digested or degraded by enzymes before
they reach the desired organs or tissues. For drugs, they are
affected as far blood clearance and immnogenicity are con-
cerned. The shell provides a protective obstacle to penetra-
tion of external substances, thereby not only making the dyes
more photostable [37, 38] (Figs. 12 and 13) but also making

a b

Figure 11. Biocompatibility of the inorganic silica nanoparticles with
HNE1cells. (a) HNE1 cells without endocytosis of core–shell biofluores-
cent nanoparticles. (b) HNE1 cells that endocytosized core–shell bioflu-
orescent nanoparticles. Reprinted with permission from [35], X. X.
He et al., Chinese Sci. Bull. 48, 223 (2003). © 2003, Chinese Science
Bulletin.
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Figure 12. Photostability of silica coated fluorescent nanoparticles.
(a) Silica coated fluorescent nanoparticles with two layers of shell.
(b) Silica coated fluorescent nanoparticles with one layer of shell.
(c) Fluorescence dye in the solution.

the genes and drugs more stable in biological milieu before
they are released at target sites.

4.3. Ultrasensitivity in Detection

Increased surface area caused by the size effect of nano-
particles results in two advantages, more biomolecules mod-
ified onto the surface of core–shell nanoparticles and the
amplification characteristic derived from the encapsulation
of functionalized core materials by the core–shell struc-
ture. Both lead to highly increased sensitivity when core–
shell nanoparticles are used for biomedicine detection and
determination.

In our research, the emission intensity of the labeled
cell by the fluorescent nanoparticles and FITC label was
recorded [39]. The results indicate that the fluorescent
nanoparticle label provided more sensitivity in comparison
with the FITC label method. We think the number of dye
molecules coupled to the antibody is the most important
reason for this. There are only a few dye molecules coupled
to one antibody through the amine group in the FITC label
method [40]. However, the fluorescent nanoparticle label
was achieved by coupling the antibody to the shell of the
fluorescent nanoparticles. We have roughly estimated there

(1)

(2)10 min

a b c

a

d

cb d

30 min20 min0 min

Figure 13. Photostability comparison of (1) the fluorescent nano-
particles labeled target cells and (2) the FITC labeled target cell. The
cell images were taken every 10 minutes. Reprinted with permission
from [38], X. X. He et al., J. Nanosci. Nanotech. 2, 317 (2002). ©2002,
American Scientific Publishers.



242 Biocompatible Core–Shell Nanoparticles for Biomedicine

were about 8000 dye molecules in a single nanoparticles
of 30 nm. In this way, one antibody can be coupled to
about 8000 dye molecules. The detection sensitivity was thus
greatly improved. See Figure 14.

5. APPLICATIONS OF THE
BIOCOMPATIBLE CORE–SHELL
NANOPARTICLES IN BIOMEDICINE

Biocompatible core–shell nanoparticles emerged under the
combination of nanotechnology and biotechnology and have
already exhibited potential applications as nanosensors in
cell imaging and biochemical information determination,
biological separators, drug and gene carriers, or other types
of analysis measurements. Biocompatible core–shell nano-
particles have been proven to be efficient and effective tools
for biomedical research. Details are described as follows.

5.1. Biochemical Information Obtained
Based on Biocompatible Nanoparticles

The development of highly sensitive nonisotopic detection
systems for obtaining biochemical information has received
considerable attention in biology and medicine research
fields. At present, nonisotopic detection methods, such
as organic reporter molecules that undergo enzyme-linked
color changes, and luminescent, electrochemical, and fluo-
rescent methods, have been applied in these fields [41–43].
Among these methods, the fluorescence is an important
nonisotopic detection method. The fluorophores as fluores-
cent biological labels play an important role in the field of
biomedicine, such as the detection of materials inside or
outside of the cell [44, 45], hybridization and sequencing of
the nucleic acid [46, 47], clinic diagnostics at the early stage,
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Figure 14. The emission spectra and image (1000×) of the labeled
SmIgG+ B lymphocytes. (a) Recognized by the fluorescent nano-
particles label. (b) Recognized by the FITC label. Reprinted with per-
mission from [39], X. X. He et al., Chinese Sci. Bull. 46, 1962 (2001).
© 2001, Chinese Science Bulletin.

and so on [48]. But the conventional fluorescent labels may
be restricted in some fields of biological application because
of the following limitations. Some fluorophores are easy to
photobleach, which will affect the emission intensity. The
toxin of some fluorophores is harmful to living things or
cells. The detection sensitivity is not very high because only
a few fluorophores can be coupled to one biomolecule in the
conventional fluorescent label methods. Recently, significant
progress has been achieved in fluorescent labeling by the
use of core–shell nanoparticles that are induced by analyte
binding as the sensing mechanism, as shown in Figure 15.

5.1.1. Bioconjugate Quantum Dots
as Fluorescent Biological Labels

Semiconductor quantum dots are highly light absorbing,
luminescent nanoparticles whose absorbance onset and
emission maximum shift to higher energy with particle size,
due to quantum confinement effects [16]. These nano-
particles are in the size range of 2–8 nm in diameter. Unlike
molecular fluorophores, which typically have very narrow
excitation spectra, semiconductor quantum dots absorb light
over a very broad spectral range, as shown in Figure 5.
This makes it possible to optically excite a broad spectrum
of quantum dot colors using a single excitation laser wave-
length, which enables one to simultaneously probe several
markers. Bruchez et al. [17] and Chan and Nie [16] reported
the synthesis of highly luminescent semiconductor quantum
dots (zinc sulfide-capped cadmium selenide), which can be
covalently coupled to biomolecules for use in ultrasensi-
tive biological detection. In comparison with organic dyes
such as rhodamine, this kind of luminescent label is 20
times as bright, 100 times as stable against photobleach-
ing, and one-third as wide in spectral linewidth. After bio-
logical modification on the QDs, formed nanometer-sized
conjugates are water soluble and biocompatible. Results
showed that quantum dots that were labeled with the pro-
tein transferrin underwent receptor-mediated endocytosis in
cultured Hela cells, while those dots that were labeled with
immunomolecules recognized specific antibodies or anti-
gens. Their further research was to use two luminescent QDs
emitting red and green lights separately for simultaneous
detection of murine actin fibers and cell nuclei (Fig. 16) [17].
In order to analyze a large number of molecules at the same
time, Han et al. have invented a way to barcode DNA using
tiny light-emitting quantum dots to obtain molecular ID
codes [27]. By embedding such quantum dots in polystyrene
microbeads bearing short strands of DNA, these created
labels can recognize particular DNA molecules of interest

Cell Cell

Recognized cell
Antibody modified

fluorescent nanoparticles
Target cell

Figure 15. The principle recognition target cell using fluorescent
labeling.
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Figure 16. Semiconductor nanocrystals as fluorescent biological labels.
Reprinted with permission from [17], M. J. Bruchez et al., Science 281,
2013 (1998). © 1998, American Association for the Advancement of
Science.

by tagging them with a unique identification code (Fig. 17).
Uniquely coded beads are built using different combinations
of colors and intensity levels and visualizing various fluores-
cent signals. Ultimately, it is expected that the codes should
be easily be tagged onto both nucleic acids and proteins–
facilitating research in many areas of biomedical research,
including drug screening, gene expression studies, and clini-
cal diagnostics.

Similarly, Chen et al. [49] presented fluorescent mark-
ers made from semiconductors only 5 nanometers in size,
which could help detect tumor cells. This particular semi-
conductor is manufactured with a core of cadmium and
selenium crystals, encapsulated in a shell made from a
zinc-sulfur compound. These materials all have proper-
ties conducive to semiconductors. At 5 nanometers, the
structure can display varied fluorescent coloring depend-
ing on the size when binding with other molecules. The
QDs have demonstrated good ability at targeting specific
molecules on tumor cells and provide an enhanced method
of detecting cancer and other diseases. They have previ-
ously developed an approach to conjugate biotinylated or
nonbiotinylated antibodies to CdSe–ZnS core shell QDs
via molecular adaptor proteins that have been electrostati-
cally bound to nanocrystals capped with dihydrolipoic acid
ligands.

Mattoussi et al. [50] showed results of studies that
employed QD–protein conjugates in immuno- and
fluorescence-based quenching assays to detect low levels of
toxin analytes and explosives in solution environments. In
particular they showed that these QD–antibody conjugates
exhibit high specificity and stability in both surface and

5µm

Figure 17. Fluorescence micrograph of a mixture of CdSe/ZnS QD-
tagged beads emitting single-color signals at 484, 508, 547, 575, and
611 nm. Reprinted with permission from [27], M. Y. Han et al., Nat.
Biotechnol. 19, 631 (2001). © 2001, Macmillan Magazines Ltd.

flow displacement immunoassays. These QD bioconjugates
are used in live cell labeling and show that QD–antibody
conjugates can selectively label cells and regions within cells
that express proteins of interest. These approaches enable
us to use luminescent QDs for simultaneously studying
growth and development of multiple cells over extended
time periods.

In short, combining the advantages of capped CdSe–ZnS
or other kinds of quantum dots, such as photochemical sta-
bility and narrow band tunable emission through the visible,
with the simple binding approach, these hybrid bioinor-
ganic conjugates represent a very promising tool for use
in biotechnological applications especially in biosensing and
biolabeling.

5.1.2. Fluorescent Dye Doped
Nanoparticles as Biolabels

At present time, rapid and sensitive molecular tech-
niques for the detection of particular microorganisms (e.g.,
pathogens and biological warfare agents) in environmental
sources serve as an important means of warning and pre-
vention. Fluorescence sensing systems are the most com-
monly used means for the current methods but are limited
to the availability of specific targets and the number of tar-
gets simultaneously examined. The use of fluorescent dye
doped nanoparticles as the sensing system has emerged as a
promising approach since it provides better specificity than
fluorescence dyes, can be seen under visible light (low equip-
ment cost), and allows specific targets to be examined.

Tan et al. [51, 52] reported the development of novel
luminescent nanoparticles composed of inorganic lumines-
cent dye, tris(2,2′-bipyridyl) dichlororuthenium (II) hexahy-
drate, doped inside a silica network. These dye doped silica
(DDS) nanoparticles all are suitable for biomarker applica-
tion since they are much smaller than cellular dimension.
The luminophores are well protected from the environmen-
tal oxygen because they are doped inside the silica network.
These nanoparticles are highly photostable in comparison
to most commonly used organic dyes. Generally speak-
ing, the silica surface of DDS nanoparticles is available to
covalently bind with biomolecules for surface modification
and bioconjunction. For demonstration as a biomarker, the
DDS nanoparticle surface has been biochemically modified
to attach membrane-anchoring groups and applied success-
fully to stain human leukemia cells. As an example, they
used an antibody for leukemia cell recognition. The anti-
body was first immobilized onto the luminophore-doped
nanoparticle through silica chemistry and then was used
for leukemia cell identification by a fluorescent microscopy
imaging technique. The leukemia cells were identified easily,
clearly, and with high efficiency using these antibody-coated
nanoparticles.

In our research, a method for cell recognition of sys-
tem lupus erythematosus (SLE) patients using photostable
luminescent nanoparticles as biological labels was reported
too [38]. The luminescent silica nanoparticles are pre-
pared and are covalently immobilized with goat antihu-
man immunoglobulin G (IgG), which can recognize SmIgG+

B lymphocytes. Using antibody-conjugated nanoparticles,
target SmIgG+ B lymphocytes isolated from the circulating
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blood of SLE patients were recognized. It has been observed
that the bioassay based on fluorescent nanoparticle labeling
can identify target cells selectively and efficiently (Fig. 18).
According to these experimental results, this cell recognition
method based on fluorescent nanoparticle labeling was an
effective diagnosis of the SLE diseases. Based on the same
technology, HepG liver cancer cells have been recognized
selectively.

Soukka et al. [53–55] introduced a detection technology
improving sensitivity in miniature that relies on the use of
europium (III) nanoparticles and time-resolved fluorometry
to improve the detection limit of biochemical assays and to
visualize individual molecules in a microtiter plate format.
Streptavidin was covalently coated on 107 nm nanoparticles
containing >30,000 europium molecules entrapped with
P-diketones. In a model assay system, these nanoparticles
were used to trace biotinylated prostate-specific antigen in
a microtiter plate format. As a conclusion, the universal
streptavidin-coated europium (III) nanoparticle label is suit-
able for detection of any biotinylated molecule either in
solution or on a solid phase. The europium (III) nano-
particle labeling technology is applicable to many areas of
modern biochemical analysis, such as immunochemical and
multianalyte DNA-chip assays as well as histochemistry and
cytochemistry to improve detection sensitivities.

5.1.3. Colorimetric Assay Based
on Gold Nanoparticles

The use of gold colloid in biological applications began
in 1971, when Faulk and Taylor invented the immunogold
staining procedure. Since that time, the labeling of targeting
molecules, especially proteins, with gold nanoparticles has
revolutionized the visualization of cellular or tissue compo-
nents by electron microscopy [56] because the high density
of gold makes them appear dark in a transmission electron
microscope image. Site-specific staining is obtained by label-
ing the nanogold particles with antibodies directed against
a protein in the region of interest. Recently, gold nano-
particle conjugation was applied to polynucleotide detec-
tion based on a colorimetric method. The characteristic
red of gold colloid has long been known to change to a
bluish-purple color upon colloid aggregation. When a single-
stranded target oligonucleotide was introduced into solu-
tion, a polymer network was formed consisting of the target

Figure 18. Detection of System Lupus Erythematosus diseases based
on fluorescent nanoparticle labeling (400×). (a) Optical image, (b) Flu-
orescent image. Reprinted with permission from [38], X. X. He et al.,
J. Nanosci. Nanotech. 2, 317 (2002). © 2002, American Scientific
Publishers.

oligonucleotide and the conjugated nanoparticles. This con-
densed network brought the nanoparticles into close enough
vicinity to induce a dramatic red-to-blue macroscopic color
change. Mirkin et al. [57–60] have developed selective col-
orimetric detection of DNA, scanometric DNA array, and
array-based electrical detection of DNA by the use of gold
nanoparticles.

5.1.4. Other Nanoparticles as Biolabels
Biological binding reactions play a key role in biology and
medicine. Their detection is usually achieved by labeling one
of the reaction components with radioisotopes, enzymes,
or fluorescence dyes. In particular, assays, using the speci-
ficity of the reaction between antibodies and antigens, are
of outstanding importance. Most of these assays are ham-
pered by the drawback that the label generates a signal that
is not influenced by the binding reaction. Therefore, sep-
aration procedures between bound and unbound reaction
components are mostly inevitable. The use of superconduct-
ing quantum interference device (SQUID)-based magnetic
nanoparticle relaxation measurement has been [61] pre-
sented as a novel tool for the quantitative determination of
biological binding reactions, where magnetic nanoparticles
are used as labels to antibodies. The rotational diffusion of
the label is hindered by the binding of the antibody to the
antigen, which is adsorbed to the sample tube wall. As a
result, the observed relaxation of its magnetization is driven
by the internal reorientation of the magnetic moment of
the nanoparticles. The measured signal is specific for the
magnetically labeled antibody bound to the antigen. It was
shown that already at a very early stage of technical develop-
ment SQUID-based magnetic nanoparticle relaxation shows
a higher sensitivity than a comparable standard assay tech-
nique, enzyme linked immunosorbent assay.

5.1.5. Nanosensor Probe Single Living
Cells Based on Biocompatible
Nanoparticles

Rapid advances in the biomedical field pose new chal-
lenges to analytical chemistry in the field of chemical and
biological sensors and real-time, noninvasive analysis of
biochemical processes inside live cells and their subor-
gans. In recent years, the submicrometer-sized sensors have
widely been used for getting biochemical information, with
applications including pH, Ca, Na, K, O, Mg, glucose, glu-
tamate, and so on [62–71]. However, the submicrometer
optical fiber or a micropipet tip was still limited in biolog-
ical research, particularly in the field of single cell analysis
where the sensor has to be inserted into a single cell
through the cell membrane. Then the measurement tech-
nique is as not as invasive as conventional cellular fluores-
cence labeling. Furthermore, this technique is not feasible
when a large population of cells needs to be detected at the
same time. Recently sensors based on biocompatible nano-
particles have been in development. Nanosensors based on
biocompatible nanoparticles can overcome these problems.
Clark et al. have reported a kind of nanosensor which is
called PEBBLEs (probes encapsulated by biological local-
ized embedding). They introduced a unique approach for
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the fabrication of nanosized optochemical probes in which
the fluorescent dye is entrapped in nanosized phospholipid
vesicles. The PEBBLEs can be delivered to viable cells
and these cells can be observed in a time resolved man-
ner, responding to changes in their environment [72–74].
Rosenzweig et al. have developed the dye-encapsulating
liposome as a fluorescence-based oxygen nanosensor, and
for the first time one can quantify an analyte-molecular
oxygen [75].

We have synthesized a novel fluorescent core–shell nano-
particle which has been developed by encapsulating the con-
jugation of FITCs modified with protein IgG into a silica
shell for use as fluorescent pH-sensitive nanoparticles, and
we carried out its application in intracellular pH measure-
ments in real time [76]. These nanoparticles can measure
the change of intracellular pH value after phagocytosis by
murine macrophages, and they show excellent stability and
high reproducibility when used as pH optical sensors, as
shown in Figure 19.

5.2. Separation of Biomolecules or Cells
Using the Nanocapturer

The separation of biological cells and life active species is a
basilic technique in biomedicine, such as the separation of
fetal cells, separation of disease cells, classification of cells,
and so on [77–80]. Biocompatible core–shell nanoparticles
offer a novel tool and means for the separation of cells and
biological species. Magnetic bioseparation, for example, is a
powerful and versatile diagnostic technique in biology and
medicine. The basic concept in magnetic bioseparations is
to selectively bind the biomaterial of interest (e.g., a spe-
cific cell, protein, or DNA sequence) to a magnetic parti-
cle and then separate it from its surrounding matrix using
a magnetic field. They could find a large range of applica-
tions for the separation of DNA and other intermediate-size
objects such as cells, proteins, organelles, and so on. Nano-
particles of Fe3O4 with diameters in the 5–100 nm range
are typically used for such separations. These particles are
“superparamagnetic,” meaning that they are attracted to a
magnetic field but retain no residual magnetism after the
field is removed [80]. Then the superparamagnetic nano-
particles coupled with specific analytes can be easily and
rapidly isolated from the original sample solution. A common
use of superparamagnetic nanoparticles is for immunospe-
cific cell separations. Exploiting coating protein A on the
surface of magnetic nanoparticles, followed by modifying
the specific antibody to the antigen on the surface of cells,
Sonti and Bose realized the immunoseparation of chick red
blood corpuscles [81]. One hospital in London applied mag-
netic polystyrene nanoparticles (50 nm) with the modifica-
tion of antinerval cellular tumor monoclonal antibody to cure
cancer by successfully separating cancer cells from human
marrow [82].

In our research, silica coated magnetic nanoparticles,
employing Fe3O4 as core and silica as shell, have been pre-
pared by using a water-in-oil microemulsion technique. The
procedure was first done using synthesis of aqueous mag-
netic ferrofluid with the precipitation of the chloride mix-
ture with the base. Then the silica coating was done using a
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Figure 19. (a) pH sensitivity of fluorescent core–shell nanoparticles,
(1) pH = 5	19; (2) pH = 5	84; (3) pH = 6	24; (4) pH = 6	47; (5) pH =
6	62; (6) pH = 6	98; (7) pH = 7	73. (b) Fluorescence pH response of
fluorescent core–shell nanoparticles.

water-in-oil microemulsion technique. The magnetic nano-
particles are also superparamagnetic, as shown in Figure 20.
A nanocapturer has been developed using the superparam-
agnetic [18]. Based on the special recognition and combi-
nation between the biomolecules modified on the magnetic
nanoparticles and analyzed substances, superparamagnetic
nanocaptures have been developed for biological separa-
tion. Zhao et al. report the development of a genemagnetic
nanocapturer using magnetic nanoparticles functionalized
with MBs [83]. The high sequence selectivity and excellent
detection sensitivity of MBs are combined with the superior
separation capability of the magnetic nanoparticles for the
separation of trace amounts of DNA/mRNA strands with
a single base difference. Single base mismatched DNA has
been easily separated, collected, and determined from per-
fectly matched complementary DNA by applying a magnetic
field and controlling the temperature.
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Figure 20. Magnetization versus field at room temperature for mag-
netic nanoparticles. (a) Magnetic core (1 mg). (b) Silica coated mag-
netic nanoparticles (1 mg). Reprinted with permission from [84], K. M.
Wang et al., Chem. J. Chinese Univ. 24, 40 (2003). © 2003, Chem. J.
Chinese Univ.

Under the special combination of biotin and avidin,
a superparamagnetic DNA nanoseparater has been built
through modification of single strand oligonucleotide probes
labeled with biotin onto the surface of these nanoparticles.
Complementary oligonucleotide labeled with streptavidin
was efficiently separated (Fig. 21) with high selectivity and
the characteristics of the separated DNA were not affected
(Fig. 22) [84].

The biological separation method based on superparam-
agnetic particle captures has also been developed to sepa-
rate trace biological active substances [85, 86]. Guo et al.
prepared the superparamagnetic particle and modified it
with rhIL-2 monoclonal antibody and further purified and

Hybridization and washing

Magnet

Separation Detection

Figure 21. Schematic diagram of separation of oligonucleotide by use
of superparamagnetic DNA nanocapturer. Reprinted with permission
from [84], K. M. Wang et al., Chem. J. Chinese Univ. 24, 40 (2003).
© 2003, Chem. J. Chinese Univ.

1 2 3

Figure 22. Agarosegel electrophoresis of captured ssDNA. Lane 1;
a standard marker DNA (100 bp). Lane 2; target ssDNA (20 bp). Lane 3;
dissociated target ssDNA after being captured (20 bp). Reprinted with
permission from [84], K. M. Wang et al., Chem. J. Chinese Univ. 24, 40
(2003). © 2003, Chem. J. Chinese Univ.

enriched rhIL-2 with a purity of 93%, thus providing a sim-
ple and rapid separation method for proteins [87].

A flow-through quadrupole magnetic cell separater [88,
89] has been designed and built using a cell model system
of human peripheral T lymphocytes [CD4(+), CD8(+), and
CD45(+) cells]. It was accomplished using a sandwich of
mouse antihuman monoclonal antibody conjugated to flu-
orescein isothiocyanate and rat antimouse polyclonal anti-
body conjugated to colloidal magnetic nanoparticles for the
immunomagnetic labeling. The magnetically labeled cells
could be separated from the nonlabeled. The maximum
throughput of the quadrupole magnetic cell separator was
7040 cells/s (CD45 cells, initial purity of 5%). Theoretical
calculations showed that the throughput could be increased
to 106 cells/s by a scale-up of the current prototype. Para-
magnetic nanoparticles conjugated to antibodies that target
specific cell surface molecules are consequently commonly
utilized as an excellent cell separation method.

5.3. Drug Delivery Based
on Nanoparticles

With development of biotechnology and genomics, many
new chemical drugs have been synthesized. Among the drugs
being synthesized, proteins and peptides represent the major
part. But these drugs are often poorly permeable, poorly
soluble, and unstable in physiological fluids, with rapid drug
metabolism in vivo and unfavorable pharmacokinetics. Bio-
compatible core–shell nanoparticles are promising technolo-
gies that can be used to overcome most of the problems
of protein/peptide delivery and stability. These delivery sys-
tems offer numerous advantages compared to conventional
dosage forms, including improved efficacy, reduced toxicity,
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uptake by the cells through the cell membrane, and the abil-
ity to cross the blood–brain barrier and to target specific
cells.

Furthermore, most anticancer drugs have difficulties and
limitations in clinical administration due to their poor sol-
ubility and/or other unfavorable properties. They usually
require the aid of an adjuvant, which often causes serious
side effects. Moreover, intravenous injection and infusion
are unavoidably associated with considerable fluctuation of
drug concentration in the blood. Therefore, the drugs can
only be administered over a limited dosage and time period.
Their efficacy is far from satisfactory and the diseases of the
patients greatly deteriorate. By microencapsulating drugs in
nanosphere matrices to form biodegradable and/or biocom-
patible core–shell nanoparticles, the release of drugs can be
controlled without reaching toxic levels. By further targeting
the drugs to be concentrated in the tumor tissue, toxicity can
be selectively reduced with a concurrent increase in ther-
apeutic index. The nanoparticle delivery systems offer the
advantage of targeted or site-specific delivery of chemother-
apeutics and other drugs to affected cells over an extended
period, thereby increasing efficacy while reducing toxic side
effects.

5.3.1. Polymeric Nanoparticles
as Drug Carriers

Many carrier systems for the treatment of brain tumors
and nervous system disorders have been developed using
polymeric nanoparticles recently. Nanosphere drug target-
ing systems allow any drug to cross the blood–brain barrier
(BBB). Advectus Life Sciences, Canada, has completed
the first phase of a study to determine the effectiveness
of its Nanocure nanoparticles (P80DOX-NP) for deliver-
ing cancer-fighting drugs to brain tumors, which is a novel
method for delivering the drug doxorubicin across the
blood–brain barrier—a network of blood vessels and cells
that protect the brain and prevent certain molecules from
passing through. This nanocure consists of a nanoparticles
of poly(butylcyanoacrylate) (PBCA) polymer coated with a
layer of doxorubicin and a layer of polysorbate-80. Once
nanocure enters the bloodstream, the polysorbate-80 coat-
ing attracts apolipoproteins. These proteins coat the nano-
particles and, as a result, the blood–brain barrier treats
the particles. Results showed there was an excellent dose–
response curve for all cancer cell lines tested and that
doses delivered as doxorubicin and doses delivered as nano-
particles were equally effective, indicating that the drug did
not lose its effectiveness during nanoparticle formulation or
shipping.

It has recently been suggested that the PBCA nano-
particle drug delivery system has a generalized toxic effect
on the BBB and that this effect forms the basis of an appar-
ent enhanced drug delivery to the brain. Kreuter et al. [90]
explored more fully the mechanism by which PBCA nano-
particles could deliver drugs to the brain. Both in vivo and
in vitro methods have been applied to examine the possible
toxic effects of PBCA nanoparticles and polysorbate-80 on
cerebral endothelial cells using human, bovine, and rat mod-
els. It is confirmed that at concentrations of PBCA nano-
particles and polysorbate-80 that achieve significant drug

delivery to the brain, there is little in vivo or in vitro evidence
to suggest that a generalized toxic effect on the BBB is the
primary mechanism for drug delivery to the brain.

Paclitaxel, one of the best antineoplastic drugs found from
nature in recent decades, will be used as a prototype drug
due to its excellent efficacy against a wide spectrum of can-
cers and its great commercial success in the world market.
American Pharmaceutical Partners has developed a protein-
based paclitaxel nanoparticle currently in clinical studies for
metastatic breast cancer. Their product, dubbed ABI-007,
leverages the attributes of nanotechnology by encapsulat-
ing paclitaxel in an albumin-based paclitaxel nanoparticle
approximately a hundredth of the size of a single red
blood cell. It poses drug-delivery challenges to solid tumors
without using the solubilizing reagent which can be very
toxic.

As mentioned, an increasing amount of attention to the
use of polymeric nanoparticles as drug carriers is arising
both in academia and industry. The development of suit-
able delivery systems for protein drugs with high molecular
weights and short half-lives is of current interest. In conclu-
sion, nanoparticles have a number of potential applications
in drug and vaccine delivery.

Prokop et al. [23] featured a new production technol-
ogy for nanoparticles comprised of multicomponent poly-
meric complexes that are candidates for delivery vehicles
of biological molecules such as proteins and drugs. This
novel technology is extensively discussed in contrast to other
technologies, primarily those that are water- and organic
solvent-based. The usefulness is demonstrated using several
examples, evaluating protein and small drug delivery.

Kim and Kim [91] reported polymeric nanoparticles syn-
thesized from a sugar-containing conjugate for liver-specific
drug delivery. The conjugate was composed of lactobionic
acid, diamine-terminated poly(ethylene glycol), and cholic
acid. In aqueous media, the conjugate can self-assemble to
form core–shell type nanoparticles. Clonazepam (CNZ) was
used as a model hydrophobic drug and was incorporated
into the hydrophobic core of the nanoparticles. CNZ was
released more slowly at a higher drug loading due to drug
crystallization, so these polymeric nanoparticles can be used
as drug carriers.

5.3.2. Chitosan Nanoparticles
as Drug Carriers

Chitosan (CS), an aminopolysaccharide, has extensive appli-
cations as a new drug or gene delivery carrier because it
is nontoxic, bioabsorbable, and biodegradable. Recently it
has become of consequence to develop hydrophilic nano-
particle carriers for water-soluble natural macromolecules,
such as peptides, proteins, and polynucleotides. Calvo and
Remunan-López [92] reported a new approach for the prepa-
ration of nanoparticles based on an ionic gelation pro-
cess between CS and a diblock copolymer of PEO–PPO
and polyanion sodium tripolyphosphate. These new nano-
particles have great protein loading capacity and provide
a continuous release of the entrapped protein for up to
1 week.

Poly(ethylene glycol)-grafted chitosan (PEG-g-chitosan)
was found [93] to form nanoparticles through intermolecular
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hydrogen bonding in an aqueous solution. PEG-g-chitosan
nanoparticles can be expected to incorporate water-soluble,
polar, or anionic molecules, which can then interact with
chitosan by hydrogen bonds or electrostatic interactions.
Therefore Ohya et al. investigated the incorporation of
a peptide hormone, insulin, as a model peptide drug
into PEG-g-chitosan nanoparticles. PEG-g-chitosan nano-
particles incorporated a certain quantity of insulin molecules
spontaneously which depended on the degree of introduc-
tion of PEG chain on chitosan, as did the release rate. PEG-
g-chitosan nanoparticles have much possibility to be applied
as delivery vehicles for peptide drugs.

Polymeric vesicles based on glycol chitosan have been pre-
pared to encapsulate drugs and control the release of drugs,
making them suitable for use as drug carriers. Wang et al.
[94] reported that the size of the polymeric vesicles might
be controlled by the polymer molecular weight. This is not
possible with the existing nanoparticles and liposome car-
riers. The chitosan amphiphile used to make the liposome
encapsulating polymeric vesicles is also capable of increas-
ing the transport of drugs across mucous membranes [95].
The incorporation of targeting ligands into polymeric vesi-
cles increases the specific uptake of a drug by mammalian
cells [96]. A simple carbohydrate polymer glycol chitosan
has been investigated for its ability to form polymeric vesi-
cle drug carriers [97]. Glycol chitosan modified by attach-
ment of fatty acid pendant groups assembles into uniform
polymeric vesicles with a mean size of 200 nm in the pres-
ence of cholesterol. These polymeric vesicles are found to
be biocompatible and capable of entrapping water-soluble
drugs, such as bleomycin, which can be efficiently loaded on
to these polymeric vesicles to yield a bleomycin-to-polymer
ratio of 0.5 units mg−1.

Some anticancer drugs such as doxonrubicin (DXR) pro-
duce undesirable side effects such as cardiotoxicity. To min-
imize these, attempts have been made to couple the drug
with dextran (DEX) and then to encapsulate this drug con-
jugate in chitosan nanoparticles [98]. The size of nano-
particles, found to be 100 ± 10 nm diameter, favors the
enhanced permeability and retention effect as observed in
most solid tumors. The tumor targeted delivery of encap-
sulated DEX–DXR conjugate using chitosan nanoparticles
not only reduces the side effects but also improves its ther-
apeutic efficacy in the treatment of solid tumors.

A novel delivery system based upon chitosan has obtained
increasing attention for nasally administered vaccines due to
its enhancement to the immune response of nasally adminis-
tered vaccines. Illum and co-workers [99–103] have exploited
the chitosan concept for the delivery of a variety of pharma-
cological agents, to include peptide and protein drugs such
as insulin, calcitonin, etc. Chitosan-based formulations can
greatly improve the absorption of drugs from the nasal cav-
ity and products for the treatment of migraine and cancer
pain have reached Phase II clinical evaluation. Investiga-
tions in cell culture (CaCo-2) as well as in animal models
have demonstrated that chitosan is due not only to improved
adhesion between the formulation and the nasal tissues, but
also to a transient effect of chitosan on paracellular trans-
port process [104].

5.4. Nonviral Gene Carrier Based
on the Nanoparticles

Nonviral gene delivery systems based upon plasmid DNA/
chemical complexes have gained increasing attention for
their potential in avoiding problems inherent in viral gene
vectors. With the development of nanotechnology, nano-
particle gene vectors brought about new hope to safely
and efficiently transfer foreign DNA into cells. In view of
biocompatible and biodegradable natures and flexibility in
design and fabrication with chemical or molecular biology
methods, biocompatible core shell nanoparticles provide an
excellent and relevant material to form DNA nanoparticles
while endosomal lysis and nuclear uptake domains may be
included for further improvement in the efficiency of DNA
based gene therapy.

At present, nonviral gene therapy has been growing
rapidly in two directions. One concerns the synthesis of
DNA-encapsulated nanoparticles. The other deals with
the DNA modification of the core–shell nanoparticles
with diverse functions. Nevertheless, both delivery systems
are designed to provide opportunities for DNA targeted
delivery.

5.4.1. DNA-Doped Nanoparticles
as Gene Carriers

Cui and Mumper [20] reported a pDNA-nanoparticle
delivery system developed by entrapping hydrophobized
pDNA inside nanoparticles engineered from oil-in-water
microemulsion precursors. In vitro, hepatocyte transfection
studies in Hep G2 cells showed that pullulan (a hepato-
cyte targeting ligand) coated DNA nanoparticles resulted in
enhanced luciferase expression, compared to both pDNA
alone and uncoated nanoparticles. Preincubation of the
cells with free pullulan inhibited the transfection. Finally,
30 min after tail vein injection to Balb/C mice to mon-
itor in vivo biodistribution of the nanoparticles contain-
ing I-125 labeled pDNA, only 16% of the “naked” pDNA
remained in the circulating blood compared to over 40%
of the entrapped pDNA. Due to the apparent stability of
these pDNA-entrapped nanoparticles in the blood, potential
of these nanoparticles for systemic gene therapy applications
requiring cell and/or tissue-specific delivery is assumed.

Ultralow size, highly monodispersed DNA doped cal-
cium phosphate nanoparticles reported by Roy et al. [105]
presented a unique class of nonviral vectors, which can
serve as efficient and alternative DNA carriers for tar-
geted delivery of genes too. The DNA encapsulated inside
the base is protected from the external DNaseI environ-
ment and could be used safely to transfer the encapsulated
DNA under in vitro and in vivo conditions after suitably
modifying these nanoparticles by adsorbing a highly adhe-
sive polymer like polyacrylic acid followed by conjugating
the carboxylic groups of the polymer with a ligand such
as p-amino-1-thio-beta-galactopyranoside using 1-ethyl-3-
(3-dimethylamino-propyl)-carbo diimide hydrochloride as a
coupling agent. The modified calcium phosphate nano-
particles have been used in vivo to target genes specifically
to the liver.

Kabbaj and Phillips [106] demonstrated a possible mate-
rial for mycobacterium phlei (M. phlei) DNA delivery.
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Although M. phlei DNA inhibits cancer cell division but
is susceptible to degradation by DNaseI, incorporation of
DNA within chitosan nanoparticles significantly decreases
the degradation of DNA. They have characterized chitosan-
DNA based formation, determined DNaseI susceptibility,
and evaluated their antiproliferative activity. In their results,
the ability of M. phlei DNA-chitosan nanoparticles to inhibit
melanoma cell division was determined relative to M. phlei
DNA and a cationic Liposomal M. phlei DNA formula-
tion. M. phlei DNA had antiproliferative activity (MTT
reduction, IC50 = 0	9 mg/ml) without intrinsic cytotoxicity
(LDH release, ED50 > 50 mug/ml). Cationic polyphosphate
chitosan nanoparticles were inert (antiproliferative IC50 >
1 mg/ml, ED50 > I mg/ml). M. phlei DNA-chitosan nano-
particles were 20-fold more potent than M. phlei DNA.
Cationic DOTAP/DOPE liposomes were cytostatic (IC50 =
49 mug/ml) and cytotoxic (ED50 = 87 mug/ml), and com-
plexation of M. phlei DNA resulted in a significant reduc-
tion of antiproliferative activity. Chitosan nanoparticles may
therefore be appropriate delivery vehicles for M. phlei
DNA.

Extensive studies examining the interaction between chi-
tosan and DNA were conducted [107, 108] and it was found
that it is possible to produce a range of nanoparticles of
size from 20 to 500 nm, carrying different surface charges.
These nanoparticles have been proven to be appropriate for
in vitro cell transfection as well as for optimal performance
in vivo.

5.4.2. DNA-Conjugated Nanoparticles
as Gene Carriers

Besides DNA-encapsulated nanoparticles as nonviral gene
carriers, there are many reports about DNA-nanoparticle
conjugates used in gene delivery.

In the research of Zhu et al. [109], silica nanoparticles
(SiNP) were synthesized first in a microemulsion sys-
tem, polyoxyethylene nonylphenyl ether (OP-10)/cyclohex-
ane/ammonium hydroxide, and then poly-l-lysine (PLL)
was linked on the surface of SiNP by nanoparticle surface
energy and electrostatically bound. Lastly a novel complex
nanomaterial—poly-l-lysine-silica—was prepared to conju-
gate with DNA. Their cell transfection showed that PLL-
SiNP could efficiently transfer PEGFPC-2 plasmid DNA
into HNE1 cell lines, which indicated that PLL-SiNP was
a novel nonviral nanoparticle gene vector and would prob-
ably play an important role in gene structure and function
research as well as gene therapy.

Recently we have developed a novel DNA enrichment
technology based on the amino-modified silica nanoparticles
which have been prepared by the controlled synchronous
hydrolysis of tetraethoxysilane and N -(�-amimoethyl)-�-
aminopropyl-triethoxy silane in water nanodroplets of water-
in-oil microemulsion. Due to the presence of amino groups
on the surface of the nanoparticles, nanoparticle–plasmid
DNA complexes (DNA–NP) can easily form through elec-
trostatical binding between the positive charges of the
amino-modified silica nanoparticles and the negative charges
of the plasmid DNA. As shown in Figure 23, lanes 2
and 4, plasmid DNA moved in the electric field, and
amino-modified silica nanoparticle–plasmid DNA complexes
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Figure 23. Agarose gel electrophoresis of plasmid DNA and DNA–NP
complexes. Lane 1 is DNA marker (� DNA is cleaved by HindIII).
Lane 2 is undigested free plasmid DNA. (a) Superhelix DNA, (b) linear
DNA, and (c) open circular DNA are the three forms of the plas-
mid DNA. Lane 3 is digested free plasmid DNA. Lane 4 is plasmid
DNA–NP complexes. Lane 5 is pure silica NP after incubation with
plasmid DNA. Lane 6 is plasmid DNA–NP complexes digested with
DNaseI. Lane 7 is the DNA released from the DNA–NP complexes
that have been digested with DNaseI. Lane 8 is DNA marker (� DNA
is cleaved by HindIII). Reprinted with permission from [110], X. X. He
et al., J. Am. Chem. Soc. 125, 7168 (2003). © 2003, American Chemical
Society.

were retained around the sample well. The reason the
DNA–NP complexes did not move toward the positive elec-
trode lies in the charge and the large size of the complexes.
In a control experiment, pure silica nanoparticles with neg-
ative zeta potential at neutral pH could not enrich plas-
mid DNA. As shown in lane 5, there was no DNA shown
in the lane after the incubation of the pure silica nano-
particles with plasmid DNA. This clearly shows that it is nec-
essary to have amino-modified NP for DNA binding. And
the results also suggested the plasmid DNA enriched on
the nanoparticles could be protected from DNaseI cleav-
age and keep its integration function, due to the large sur-
face and pore structures of the nanoparticles. As shown in
Figure 23, lanes 3 and 6, free plasmid DNA was degraded
completely when incubated with DNaseI, while plasmid
DNA–NP complexes were visualized around the sample
pore after the same digestion process, and the intensity is
quite similar to the plasmid DNA–NP complexes without
digestion of DNaseI (lane 4). And the properties of the
plasmid DNA in the DNA–nanoparticle complexes were not
changed after digestion with DNaseI. It was clear that the
DNA released from the DNA–NP complexes gave the same
three bands (lanes 2 and 7) as those from the free plas-
mid DNA. The relative intensities of the bands are differ-
ent for lanes 2 and 7, and the possible reason is that not
all the plasmid DNA is released from the nanoparticles.
These results have shown that DNA–NP complex formation
was indeed efficient to provide protection against enzymatic
cleavage [110].

Based on the aforementioned advantages of the amino-
modified silica nanoparticles, a nonviral protective gene car-
rier has been developed. By using these nanoparticles, the
plasmid DNA can successfully cross various systemic barri-
ers to COS-7 cells as well as mediate high expression of the
green fluorescence protein gene in cells (Fig. 24).
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Figure 24. Transfection of plasmid DNA in COS-7 cells based on
(a) amino-modified silica nanoparticle gene carrier, (b) amino-modified
silica coated magnetic nanoparticle gene carrier.

Keneuer et al. developed a nonviral DNA delivery sys-
tem also based on surface modified silica nanoparticles
which can efficiently transfect genes into cells in vitro [111].
In their study, the galactosidase expression plasmid DNA
pCMV/� was immobilized on the nanoparticle surface and
efficiently transfected COS-1 cells. The transfection activity
was accompanied by very low cytoxicity, with LD50 values in
the milligrams per milliliter range.

Efforts to influence the biology of blood vessels by gene
delivery have been hampered by a lack of targeting vec-
tors specific for endothelial cells in diseased tissues. Hood
et al. [112] aimed to solve this and their results showed
that a cationic nanoparticle (NP) coupled to an integrin
alphavbeta3-targeting ligand could deliver genes selectively
to angiogenic blood vessels in tumor-bearing mice. The ther-
apeutic efficacy of this approach was tested by generating
NPs conjugated to a mutant Raf gene, ATP(mu)-Raf, which
blocks endothelial signaling and angiogenesis in response
to multiple growth factors. Systemic injection of the NP
into mice resulted in apoptosis of the tumor-associated
endothelium, ultimately leading to tumor cell apoptosis and
sustained regression of established primary and metastatic
tumors.

5.4.3. Significant Factors
in Gene Delivery

During the gene delivery process, some factors predomi-
nantly contribute the transfection of biocompatible core–
shell nanoparticles.

The size of the nanoparticles may be considerably related
to transfection efficiency. As for nanoparticles formulated
from biodegradable polymers [113], such as poly(lactic
acid) and poly(d,l-lactide-co-glycolide), extensively inves-
tigated as nonviral gene delivery systems due to their
sustained release characteristics and biocompatibility, the
smaller sized nanoparticles showed a 27-fold higher trans-
fection than the larger sized nanoparticles in the COS-7
cell line and a 4-fold higher transfection in the HEK-293
cell line.

Different DNA–nanoparticle complexes as well as nano-
particles conjugated with different biomolecules may result
in better or worse transfection efficiency. The transfection
efficiency of chitosan–DNA nanoparticles prepared using
a complex coacervation process was cell-type dependent
[114]. Typically, it was three to four orders of magni-
tude, in relative light units, higher than the background

level in HEK293 cells, and 2–10 times lower than that
achieved by LipofectAMINE(TM)–DNA complexes. The
present study also developed three different schemes to con-
jugate transferrin or KNOB protein to the nanoparticle sur-
face. The transferrin conjugation only yielded a maximum
4-fold increase in their transfection efficiency in HEK293
cells and HeLa cells, whereas KNOB conjugated nano-
particles could improve the gene expression level in HeLa
cells 130-fold.

6. CONCLUSIONS
In this chapter, we have described the structure, synthesis,
characteristics, and applications in biomedicine of biocom-
patible core–shell nanoparticles. Different core material and
different shell material can be used to construct varieties
of core–shell nanoparticles. Biomolecules immobilized on
the surface of nanoparticles make them more biocompatible
for the application in biomedicine. By exploiting the nucle-
ation and coating techniques, nanoparticles can be synthe-
sized with a typical core–shell structure. Further biological
modification on their surface in one-step or multistep reac-
tions extend the range of functions and provide access to
a new sort of smart functional nanoparticle for particular
applications.

Due to their marvelous core–shell structure, nanometric
size, and high surface to volume ratio, these core–shell
nanoparticles are least toxic, highly stable, and highly sen-
sitive compared with conventional materials or tools used
in biological analysis. Based on these excellent characteris-
tics, core–shell nanoparticles have been used in biosensing,
cell recognization, bioseparation, drug delivery, gene trans-
fection, and so on. Desirable results have been obtained and
so much attention has focused on their further research.

Although the core–shell nanoparticle research has veri-
tably exploded over the last few years and a few remark-
able attempts have already been made, there is no doubt
that ever-increasing advancements of science and tech-
nology, such as nanotechnology, biotechnology, materials
science, medicine, and the combination of them, should
allow the development of new core–shell nanoparticles
with amazing properties and offer bright prospects that
the applications of core–shell nanoparticles are almost
unlimited.

GLOSSARY
Biocompatibility The property of being biologically com-
patible by not producing a toxic, injurious, or immunological
response in living tissue.
Bioimaging Visualization of internal bodily organs, tissues,
or cavities using specialized instruments and techniques,
such as fluorescent microscopy, for diagnostic purposes.
Biomedicine The branch of medical science that deals
with the ability of human beings to tolerate environmen-
tal stresses and variations and detects trace analytes of life
science to understand the relationship between biological
molecule structure and its function.
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Biosensing Detecting a specific biological molecule, system
of biological molecules, or biologically produced signal with
a device.
Bioseparation Develops new and improved technologies
for isolation of biomolecules or cells (e.g., proteins).
Core–shell nanoparticles A kind of nanomaterial with
diameter of 1 nm < d < 100 nm and possessing typical core–
shell structure.
DNA A nucleic acid that carries the genetic information
in the cell and is capable of self-replication and synthesis
of RNA. DNA consists of two long chains of nucleotides
twisted into a double helix and joined by hydrogen bonds
between the complementary bases adenine and thymine or
cytosine and guanine. The sequence of nucleotides deter-
mines individual hereditary characteristics.
Drug delivery A device or material to transport drugs
actively directed to the target cell, actively translocated
across the cell membrane, and specifically to intervene with
a particular function in the cell.
Gene delivery A device or material introducing DNA or
RNA into cells, tissues, or organisms, in order to study reg-
ulation and function of genes and proteins.
Nanocapturer A nanodevice designed to obtain or sepa-
rate the desired materials and information.
Nanosensor A nanodevice designed to detect specific bio-
logical molecules, chemical molecules, system of biological
molecules, or biologically produced signal or other chemical
process and so on.
Nucleation A process in which some material condenses
into clusters or particles in settlements of increasing size and
density.
Quantum dot A nanoscale crystalline structure made from
cadmium selenide that absorbs white light and then reemits
it a couple of nanoseconds later in a specific color. The
quantum dot has been around since the 1980s when sci-
entists were looking into the technology as a way to build
nanoscale computing applications where light is used to pro-
cess information. More recently, however, the technology is
being used in medicine. The crystals are one ten-millionth of
an inch in size and can be dissolved in water. When illumi-
nated, they act as molecule-sized light-emitting diodes and
can be used as probes to track antibodies, viruses, proteins,
or DNA within the human body.
Real time The actual time in which a physical process,
chemical process, or a biological process under control
occurs.
Ribonucleic acid (RNA) A naturally occurring polymer
composed of ribonucleotides. Although commonly found in
its single-stranded form, it can adopt two- and four-stranded
forms having a variety of shapes.
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1. INTRODUCTION
Nanotechnology in combination with biomedical and other
biotechnological developments promises to produce major
breakthroughs and revolutionary tools in bioanalysis. One
of the best ways to link biomolecules and nanotechnology is
through the generation of bionanomaterials. Recently, nano-
particles have been rapidly developed and show great poten-
tial for use as efficient bionanomaterials [1–10]. Among
them, luminescent nanoparticles have demonstrated great
promise as optical probes in bioanalysis due to their unique
optical properties and high surface-to-volume ratio [11–20].
In comparison with traditional fluorescence labeling tech-
niques, which usually use fluorescent dye molecules to
signal target bioconjugation and other biological interac-
tions, the luminescent nanoparticle labeling method pro-
vides enhanced detectable signal and reproducibility. This
advancement in luminescent techniques makes direct and
rapid detection of trace amounts of biomolecules possible.
To effectively use nanoparticle probes in various bioassays,
conjugation of biomolecules to the luminescent probes is
critically important. The most convenient and effective sur-
face bioconjugation can be done using well established sil-
ica surface chemistry if the nanoparticle has a silica surface.
As a result, silica nanoparticles can be routinely modified

to bionanomaterials suitable for various bioanalytical stud-
ies. Thus, this chapter focuses on luminescent silica nano-
particles for biomedical applications and begins with a brief
review of the recent developments in the field of lumines-
cent nanomaterials.

Several important nanoluminescent materials, including
quantum dots [21–27], gold and silver nanoparticles [28, 29],
and dye-doped nanoparticles [30], have demonstrated excel-
lent signaling capabilities in the detection of trace amounts
of target biomolecules. Quantum dots are remarkable
luminescent nanocrystals that show great promise for
simultaneous detection of multiple analytes, with a single
excitation wavelength, as a result of their narrow emissions
based on size. Basically, the emission energies of quantum
dots shift to higher energies as the size of the quantum dots
(QDs) decreases due to quantum confinement. A clear dif-
ference in emission peaks is observed with a 1–2 nm differ-
ence in QD size. Some efforts have been made to improve
the solubility of quantum dots in aqueous solution in order
to use them in biological environments. The recent devel-
opment of water-soluble silica coated quantum dots shows
promise in the bioconjugation of QDs with biomolecules [31,
32]. So far, quantum dots have been employed to label sev-
eral biomolecules including proteins and oligonucleotides
for cell recognition, anisotropy studies, and DNA detection.
Nie and others have achieved great success in the develop-
ment and applications of quantum dots [33–39]. The unique
advantage of QDs with narrow emissions offers new capabil-
ities for multicolor optical coding in gene expression studies,
high-throughput screening, and medical diagnostics.

Gold nanoparticles are another attractive nanomaterial
for merging nanotechnology with biotechnology due to
the high affinity of the gold atom toward thiol modi-
fied molecules. Ultrasensitive analyses of oligonucleotides,
proteins, and other bioanalytes have been achieved using
gold nanoparticles as biomarkers [40–46]. Mirkin et al.
have done extensive work in this area [47–60], especially
in DNA analysis using gold nanoparticles as signaling
probes. Principally, as the target biomolecules bind to the
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probe molecules linked to gold nanoparticles, the forma-
tion of polymeric gold nanoparticle/polybiomolecule aggre-
gates leads to changes in the sample’s emission wavelength.
The resultant fluorescence intensity reflects the amount
of target molecules. Gold nanoparticles have also been
extended to biomolecule detection in the solid phase. In a
sandwich-based array method, a DNA-labeled gold nano-
particle hybridizes with a target sequence that has also
formed a duplex with a capture sequence immobilized to a
solid support. Signal is obtained from the bound gold nano-
particle probe and is further amplified by silver reduction
of the gold nanoparticle probe. By utilizing different light
scattering properties of oligonucleotide-capped particles, a
method has also been developed for multicolor labeling and
imaging of DNA arrays, which shows an ability to distinguish
two different DNA targets.

Dye-doped nanoparticles provide highly luminescent sig-
nals due to the very high quantum yield of dye molecules
as compared to other luminescent materials. Various
organic dye-doped polymer microparticles have been devel-
oped [61–64]. Due to their hydrophobic properties, organic
dye molecules are easily incorporated inside polymer
matrices to form luminescent polymer particles. Some
commonly used fluorophores in traditional fluorescence
labeling techniques, such as fluorescein isothiocyanate and
rhodamine isothocyanate, have been applied to generate
luminescent polymer particles. Polystyrene and poly(tert-
butylacrylate) are polymer materials that are frequently
employed to produce uniform polymer particles through
the microemulsion method. The resultant particles emit
high luminescence intensity. However, most biomolecule
reactions take place in aqueous solutions, making poly-
mer nanoparticles unsuitable for bioanalysis due to their
hydrophobicity and bioincompatibility. Core–cell lumines-
cent microparticles, including organosilicon microgels [65–
67], have also been reported [68–71].

To develop highly effective nanoluminescent probes, we
have produced dye-doped silica nanoparticles for easy bio-
conjugation, significant signal amplification, and excellent

Table 1. Comparison of fluorescence labeling reagents for bioanalysis.

Characteristics Dye-doped NP Fluorophores Quantum dots

Signal amplification Extremely high, up to Low <20× of 1 Fluorophore
100,000× 1 Fluorophore

Photostability Excellent without Poor Excellent with minimal
photobleaching photobleaching

Ability to bioconjugate Easy and universal Easy, but nonuni- Still under investigation
versal and progress being made

Aqueous solubility Excellent Mostly excellent, Low
but some low

Multiplex analysis Possible and under Difficult Excellent
capability investigation

Toxicity None Severe Minimal
Environmental influence None Severe Minor
Manufacturing Easy and batch N/A Difficult

production possible
Compatibility with existing Excellent Excellent Very good

detection system
Overall feasibility Great potential Good Great potential,

for bioanalysis still under investigation

reproducibility. The dye-doped silica nanoparticle contains
thousands of dye molecules in a matrix of water solu-
ble silica [30, 72–74]. Due to the large number of dye
molecules (with a high quantum yield), the dye-doped sil-
ica nanoparticles provide highly luminescent signals when
used as optical probes. Also, the silica matrix protects the
dye molecules from environmental oxygen, and thus the
dye-doped nanoparticles give highly photostable fluorescent
signals. Moreover, silica is an excellent biocompatible and
versatile substrate for the immobilization of biomolecules.
In this chapter, we will discuss the synthesis, character-
ization, bioconjugation, and applications of various silica
nanoparticles [61–80], including core–shell fluorescent sil-
ica particles and microgels, silica coated metal nanoparticles
and quantum dots, and dye-doped silica nanoparticles. Poly-
mer fluorescent particles and magnetic silica nanoparticles
will also be briefly discussed [81–84].

It is our intent in this chapter to mainly focus on
dye-doped silica nanoparticles and their utilization in
biomedicine. We believe that each one of the biolabeling
reagents listed in Table 1 has its own advantages and can
be preferably used in unique applications in order to best
exploit the strengths of each probe.

2. SYNTHESIS AND CHARACTERIZATION
There are two major silica nanoparticle synthesis meth-
ods, Stöber [83] and reverse microemulsion [94–96], which
provide a silica matrix by hydrolysis and polymerization of
tetraethylorthosilicate (TEOS). The Stöber method requires
a shorter synthesis time than the microemulsion method
but results in relatively large, nonuniform nanoparticles.
In contrast, the reverse microemulsion method provides
monodisperse and smaller sized silica nanoparticles. Thus,
the majority of the silica nanoparticles discussed here is syn-
thesized using the reverse microemulsion method.

The reverse microemulsion method, also called water-
in-oil (W/O) microemulsion, is based on an isotropic and
thermodynamically stable, single-phase system that consists



Bioconjugated Silica Nanoparticles for Bioanalysis 257

Surfactant molecules

Water-pool

Oil

Dye molecules

Figure 1. Schematic diagram of water-in-oil microemulsion system for
synthesis of silica nanoparticles.

of small amounts of water, a large volume of oil, and a
surfactant. The surfactant molecules lower the interfacial
tension between water and oil, resulting in the formation
of a transparent solution. Water nanodroplets (also called
water pools) are formed in the bulk oil phase and serve as
nanoreactors for the synthesis of nanoparticles from vari-
ous materials (Fig. 1). The size of the water pool influences
the size of the nanoparticles. By changing the molar ratio
of water to surfactant (W0 value), the size of the spherical
nanoparticles is controllable. In general, the higher the value
of W0, the larger the particle size will be. The excess base
in the microemulsion initiates the polymerization reaction
through hydrolysis of TEOS and finally forms the network
silica matrix [97]. The rate of the polymerization is much
slower in the microemulsion in comparison to that in a bulk
aqueous solution. Therefore, as the polymerization reaction
proceeds, monodisperse silica nanoparticles are formed.

The Stöber method is based on hydrolysis and polymer-
ization of TEOS using either base or acid in a bulk ethanol
solution. Using this method, different sizes of silica particles
are obtained ranging from 100 nm to 1 �m in diameter. The
size of the particles can be tuned by changing the experimen-
tal conditions, such as temperature, polymerization time,
and silica precursor (TEOS) concentration. Although this
method is relatively simple and easy to carry out in only a
few hours, it is limited by the nonuniformity of the produced
nanoparticles. Consequently, this method is usually used as
an alternative procedure for the preparation of large silica
nanoparticles.

Using the W/O microemulsion method, the produced sil-
ica nanoparticles have very uniform size, which is char-
acterized by scanning electron and transmission electron
microscopy (SEM and TEM) (Fig. 2). Inorganic and organic
dye-doped silica nanoparticles show the same size distribu-
tion. Given the different applications for bioanalysis, vari-
ous sized silica nanoparticles can be obtained by controlling
the W0 value and using different surfactants. For example

(B)(A)

Figure 2. SEM images (A) and TEM images (B) of synthesized silica
nanoparticles using the reverse microemulsion method.

at W0 = 10, the nanoparticle size is 60 ± 3 nm in diame-
ter; RuBpy-doped silica nanoparticles of this size have been
used in applications for cell recognition and bacteria detec-
tion [76, 78].

2.1. Pure Silica Nanoparticles and Core–Shell
Silica–Polymer Particles

To take advantage of the high surface to volume ratio of the
nanoparticles, pure silica nanoparticles were synthesized for
application as effective solid supports in bioanalysis. Both
Stöber and reverse microemulsion methods were used as will
be described.

Very uniform pure silica nanoparticles were synthesized
using the W/O microemulsion method. In an organic sol-
vent solution, cyclohexane, surfactant (Triton X-100), and
a co-surfactant (n-hexanol) were mixed. A small volume
of water (amount dependent upon the desired nanoparticle
size) was then added to the system to form an isotropic
and thermodynamically stable single phase. In the pres-
ence of TEOS, a polymerization reaction was initiated by
adding a small amount of NH4OH (28–30 wt%). The reac-
tion was allowed to proceed for 24 hours with continuous
stirring. After the reaction was completed, the silica nano-
particles were isolated from the solution using acetone to
break the single phase of the microemulsion system, fol-
lowed by washes in ethanol and acetone to remove any
surfactant molecules. The resultant nanoparticles were air-
dried at room temperature.

The Stöber method was also used to obtain pure silica
nanoparticles [80]. The synthesis process was carried out in a
bulk of ethanol solution with various amounts of TEOS. The
solution was cooled to 0 �C in an ice cooled ultrasonicator.
Ammonium hydroxide (NH4OH, 28–30 wt%) was added to
the solution with ultrasonicating. After reacting for 1 hour,
the nanoparticles were separated from the solution, washed
5–6 times with water and acetone, and air-dried.

The pure silica nanoparticles obtained from the W/O
microemulsion method were small and uniform while the
nanoparticles from the Stöber method were relatively large.
Both pure silica nanoparticles demonstrated good support
when used as a solid substrate for DNA detection and
enzyme catalyzed reactions in aqueous solutions [79, 80].

The silica particles can be further coated with various
polymers to form core–shell silica–polymer particles that
may have different applications in material science and
biomedicine [84], such as the stabilization of pigments in
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paints and drug delivery. So far, several core–shell parti-
cle synthesis methods have been reported, including copoly-
merization of hydrophobic monomer core–hydrophilic
shells [85], and different self assembly approaches [86–90].
Among various assembly methods, a colloidal assembly of
polystyrene shell on the silica particle surface is simple
and attractive [84]. As shown in Figure 3, the colloidal
assembly process was controlled by either specific chemical
or biochemical interactions. For the chemical reaction, the
amine-modified particles were first activated by glutaralde-
hyde followed by chemical binding with amine-modified
polystyrene nanoparticles. For the biochemical reaction, the
glutaraldehyde-activated silica particles were coated with
avidin; then biotin-labeled polystyrene nanoparticles were
assembled onto the silica particle surfaces. The assembled
polymer particles on the silica particle surface were subse-
quently heated at temperatures above the glass transition
of the polymer nanoparticles, allowing the polymer to flow
over the silica particle surface and resulting in a uniform
core–shell composite (Fig. 4). Due to the stability of the
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Figure 3. Reaction scheme for assembling composite materials via both
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illustrates assemblies starting with amine-labeled silica. Glutaraldehyde
treatment of the labeled silica is followed by reaction with amine-
modified polystyrene nanoparticles. The resultant material is heated to
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Figure 4. (a) Three �m silica particles assembled with 100 nm poly-
styrene particles; (b) 5 �m silica particles assembled with 200 nm
polystyrene particles; (c) 5 �m silica particles assembled with
100 nm polystyrene particles. (d) Resultant polymer coated silica parti-
cles after heating of the assembled material. Reprinted with permission
from [84], M. S. Fleming et al., Chem. Mater. 13, 2214 (2000). © 2000,
American Chemical Society.

bonds between the polymer and silica, a wide range of pHs,
ionic strengths, and solvents can be applied in the assembly
process.

2.2. Core–Shell Fluorescent Silica Particles

To obtain highly fluorescent, photostable, and biocompat-
ible nanoparticles for bioanalysis, several fluorescent silica
nanoparticles were developed [30, 72–74]. The basic idea
was to entrap a large number of dye molecules inside a sin-
gle nanoparticle so that each individual nanoparticle would
emit a strong fluorescent signal and thus serve as a highly
fluorescent probe.

A core–shell fluorescent silica particle is one type of
highly fluorescent material that consists of an organosil-
ica fluorescent core and a silica shell, which was devel-
oped by van Blaaderen et al. [68–70] and recently reviewed
by Schärtl [71]. The fluorescent molecules, such as fluo-
rescein isothiocyanate and rhodamine isothiocyanate, were
covalently attached to the silane coupling agent 3-(amino-
propyl)triethoxysilane (APS). The reaction product between
APS and fluorescent dyes was incorporated into a silica core
via polymerization of the TEOS (Stöber method). The resul-
tant fluorescent silica core was further coated with another
silica shell by a second polymerization of TEOS. The nonflu-
orescent shell of the particles did not block the fluorescence
of the core. Moreover, with efficient shell thickness, the
fluorescence signals of the individual particles were clearly
separated in the fluorescence images even though the
concentration of the particles was very high. This prop-
erty makes the core–shell fluorescent particles very useful
for generating a highly concentrated colloidal system for
bioanalysis.
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Organosilicon microgels with a dye-labeled core and a
protective nonfunctionalized shell are a novel type of core–
shell fluorescent particle developed by Schärtl et al. [71].
This particle has larger porosity and a lower density than
other core–shell silica particles. The synthesis process is
schematically illustrated in Figure 5. A reactive core was
first formed by condensation of trimethoxymethylsilane
(TMOMS) and chlorobenzyltrimethoxysilane. The core was
then coated with a nonfunctional shell of pure TMOMS.
To avoid chemical aggregation, the particle surface was
reacted with monosilane. Finally, the produced core–shell
particles were converted to functional dye-labeled micro-
gels by dissolving the particles in tetrahydrofuran, and using
the CH2Cl groups for esterification with the carboxylate
group of a dye molecule, which diffuses through the micro-
pores of the TMOMS shell into the reactive core. Several
fluorescent dye molecules containing COO− groups, such as
coumarin 343 and pyrene, have been incorporated into the
microgels. The dye molecules remained inside the microgel
network without leakage, making the fluorescent microgels
a stable optical tracer for bioanalysis.

2.3. Dye-Doped Silica Nanoparticles

2.3.1. Inorganic Dye-Doped
Silica Nanoparticles

Inorganic dye-doped silica nanoparticles were first devel-
oped using the W/O microemulsion method. The synthesis
method is effective because of the electrostatic attraction
between the positively charged metal ions in the inorganic
dye molecules and the negatively charged silica matrix of the
nanoparticles. Due to the hydrophilic property of inorganic
dye molecules, they are easily dissolved in aqueous solution
and retained in the water pool during the TEOS polymeriza-
tion reaction. Thus, after the negatively charged silica matrix
forms, the inorganic dye molecules are trapped inside by
electrostatic interactions, resulting in inorganic dye-doped
silica nanoparticles.

A commonly used inorganic dye molecule, tris(2,2′-
bipyridyl) dichlororuthenium (II) (RuBpy), was employed
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Figure 5. Preparation of organosilicon microgels with dye-labeled
and nonfunctional protective shell (HMN = hexamethyldisilazane).
Reprinted with permission from [71], W. Schärtl, Adv. Mater. 12, 1903
(2000). © 2000, Wiley.

as a dopant in the W/O microemulsion [30]. The synthesis
procedure was similar to the pure silica nanoparticle synthe-
sis method using the W/O microemulsion system described
earlier. Instead of the pure water, dye in aqueous solu-
tion was added to the water pool. The resultant dye-doped
nanoparticles contain tens of thousands of dye molecules.
However, the luminescence intensities of the dye-doped
nanoparticles were not proportional to the amounts of
loaded dye molecules. As the loaded dye amount increases,
the luminescence intensity of the nanoparticles increases up
to a certain dye concentration limit. Approximately 20 wt%
loading of dye molecules is an optimal amount, indicated by
maximum luminescence intensity of the nanoparticles. Fur-
ther dye loading reduced the luminescent signal due to self-
quenching of the dye molecules. To make the nanoparticle
size compatible with biomolecules for more effective use in
bioanalysis, much smaller sized nanoparticles, ranging from
10 to 90 nm in diameter, were prepared using different sur-
factant types and W0 values (Fig. 6).

2.3.2. Organic Dye-Doped
Silica Nanoparticles

Given the higher quantum yield of organic dyes than inor-
ganic ones, the doping of organic dyes inside silica nano-
particles is an improved alternative for obtaining highly
fluorescent probes. Inspired by the success of the inorganic
dye-doped silica nanoparticle synthesis, we then focused on
the development of organic dye-doped silica nanoparticles.
However, it was difficult to trap organic dye molecules inside
the silica matrix using either the W/O microemulsion or the
Stöber method. Two factors hindered the retention of the
organic dye molecules inside the silica matrix in the synthesis
process of the silica nanoparticles. One is the hydrophobic
property of the organic compounds. Some organic dye com-
pounds cannot dissolve in aqueous solution; some partially
dissolve in the water solution but their solubility in organic
reagents is much higher than in the aqueous solution. Thus,
even though they first dissolve in the water pool in the
W/O microemulsion system, they quickly transfer to the
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Figure 6. TEM images of various sizes of RuBpy-doped silica nano-
particles synthesized with different types of surfactants and water to
surfactant ratios.



260 Bioconjugated Silica Nanoparticles for Bioanalysis

organic phase, resulting in pure silica nanoparticles. The sec-
ond reason is the lack of attraction force between organic
molecules and the silica matrix. Unlike RuBpy, most organic
dye molecules have neutral charges, and thus there is no
electrostatic attraction to retain the dye molecules inside
the silica matrix. Thus, water solubility and positive charge
are two essential requirements for obtaining dye-doped sil-
ica nanoparticles using the W/O microemulsion and Stöber
methods. All the methods to be described for the synthesis
of organic dye-doped silica nanoparticles focus on the explo-
ration of novel approaches based on these two requirements.

Rhodamine 6G (R6G) and tetramethylrhodamine (TMR)
are commonly used organic fluorophores in bioanalysis due
to their high quantum yield and suitable excitation and emis-
sion wavelengths for most conventional optical sources and
instrumental detection systems. Therefore, these two dye
molecules were chosen to explore new synthesis methods for
organic dye-doped silica nanoparticles.

R6G-Doped Silica Nanoparticles The goal of this
Stöber-based synthesis approach was to reduce the
hydrophilicity of the silica matrix so that the highly
hydrophobic R6G molecules would be trapped inside
the nanoparticle matrix [72]. TEOS was still used as a
hydrophilic silica precursor in the system. In addition, a rel-
atively hydrophobic silica compound, phenyltriethoxysilane
(PTES), was also added to the system as a second pre-
cursor to aid in trapping the organic fluorophores. Since
the matrix was changed to a mixed medium of hydrophilic
and hydrophobic components, R6G was more retained in
this matrix, resulting in R6G-doped silica nanoparticles.
This method was previously used for the synthesis of
hydrophobic-dye-doped microspheres [88]. The silica nano-
particle formation was a three-step process: (a) hydrolysis of
the silica precursors TEOS and PTES to silanols, (b) poly-
merization, and (c) nanoparticle formation. For the prepa-
ration of the R6G-doped nanoparticles, a dye solution in
ethanol was mixed with PTES. Hydrochloric acid or ammo-
nium hydroxide was added to the resulting solution to start
the hydrolysis of the PTES. The completion of the reaction
was indicated by the formation of a one-phase system after
a few hours. TEOS, which also hydrolyzes in the presence
of ammonium hydroxide, was then added to the system. The
reaction proceeded for 1 hour at 0 �C with continuous soni-
cation and frequent vortexing. An excess amount of acetone
was then added to stop the growth of the nanoparticles. The
size of R6G silica nanoparticles can be controlled by the
polymerization time.

The amount of PTES was an important factor for the
entrapment of R6G in the silica nanoparticles. An increase
in the amount of PTES resulted in a corresponding increase
in the amount of doped dye molecules. The assumed driving
force for the entrapment of the dye molecules is the affinity
between the hydrophobic dye molecules and PTES. At high
PTES concentrations, the produced nanoparticles possess a
high degree of hydrophobicity and thus hinder subsequent
nanoparticle surface biomodification.

Nanoparticles obtained through this approach exhibited
high fluorescent intensity, excellent photostability, and min-
imal dye leakage after prolonged storage in aqueous solu-
tion. Applications of the R6G-doped silica nanoparticles

illustrated their utility as fluorescent probes for ELISA-like
assays in BSA determination and as biosensors in glutamate
analysis [72].

TMR-Doped Silica Nanoparticles The obtained R6G-
doped silica nanoparticles are relatively large and nonuni-
form due to the employment of the Stöber-based method.
To obtain a better organic dye-doped silica nanoparticle, a
different synthesis approach was explored. The new design
for the synthesis of TMR-doped silica nanoparticles was
based on the W/O microemulsion method. Unlike the
scheme of the synthesis of R6G-doped silica nanoparticles
which altered the composition of the silica matrix, the aim of
this approach was to change the property of the water pool
in the microemulsion system to make the TMR molecules
meet the two requirements for the synthesis of organic dye-
doped silica nanoparticles [73].

Since TMR molecules are neither positively charged nor
hydrophilic compounds, more than one modification proce-
dure was initially needed to trap TMR molecules inside the
silica matrix. To avoid complicated synthesis procedures, a
novel approach was designed to complete the two objec-
tives within one step using the W/O microemulsion method.
The basic idea employs a special binary compound to form
the bulk of water pool; this compound has both organic
and inorganic properties and acts as an aqueous solvent to
dissolve and retain the TMR molecules inside the water
pool. Moreover, this compound also provides enough pro-
tons to induce positive charges on the TMR molecules.
Acetic acid (HAc) is an ideal compound that meets all the
requirements. First, acetic acid acts as an organic reagent
capable of dissolving the TMR molecules. Second, TMR-
HAc remains in the water pool in the W/O microemul-
sion system because in the presence of both water and oil,
HAc has a greater affinity for the water phase than the oil
phase. Third, acetic acid provides protons for the TMR and
makes it positively charged. Thus, TMR molecules can be
trapped inside the silica matrix using acetic acid as a sol-
vent to form TMR-doped silica nanoparticles; this approach
is simple and easy to carry out. Compared to inorganic dye-
doped nanoparticles, the TMR-doped silica nanoparticles
provide much higher fluorescent signals. Preliminary results
show that these TMR-doped silica nanoparticles, despite the
formation of aggregates, can be used as highly fluorescent
biomarkers for cancer cell recognition and detection.

TMR–Dextran Doped Silica Nanoparticles An alter-
native approach for the synthesis of TMR-doped silica
nanoparticles was also developed using a TMR–dextran
complex [74]. By linking a highly hydrophilic dextran
molecule to a TMR molecule, the TMR was converted to
a hydrophilic molecule and thus could be trapped inside
the water pool in the microemulsion system. However, due
to the lack of a combination force between the TMR-
dextran complex and the silica matrix, the TMR-dextran eas-
ily leaked out from the silica matrix when it was used in an
aqueous solution. To efficiently trap TMR molecules inside
the silica, TMR-dextran complex needed to become posi-
tively charged. By adding a low pH hydrochloric acid solu-
tion to the water phase in the microemulsion system, the
TMR molecules were firmly entrapped in the silica matrix,
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resulting in highly fluorescent TMR-doped silica nano-
particles (Fig. 7). TMR–dextran-doped silica nanoparticles
showed excellent capability as a highly fluorescent probe for
detection of DNA molecules [77].

2.3.3. Signal Amplification and Photostability
of Dye-Doped Silica Nanoparticles

To evaluate the effect of the signal amplification of three
types of dye-doped silica nanoparticles described, a series of
comparisons of the fluorescent intensities between the dye-
doped nanoparticles and the corresponding dye molecules
was carried out in aqueous solution using a spectrofluorome-
ter. The results showed that the fluorescence intensity of one
dye-doped nanoparticle was approximately 104 times higher
than that of one dye molecule when each dye-doped nano-
particle is observed at its maximum fluorescence intensity.
For TMR–dextran-doped silica nanoparticles, the dextran
molecules did not affect the nanoparticle fluorescence inten-
sity as compared to TMR-doped silica nanoparticles because
excessive loading of TMR molecules reduces fluorescent
intensity of the nanoparticles due to TMR molecule self-
quenching effect. Thus, one dye-doped nanoparticle con-
tains approximately 104 effective dye molecules. This result
is the foundation for the extremely high signal enhancement
provided by dye-doped nanoparticles when they are used as
fluorescent probes for bioanalysis (Fig. 7).

The excellent photostability of dye-doped silica nano-
particles was proven by the following comparisons. Solu-
tions of three types of dye-doped silica nanoparticles and
corresponding dye molecules were prepared. For each
comparison, a pair of samples with the same fluorescent
intensity, a dye solution and a dye-doped nanoparticle solu-
tion, were continuously irradiated with excitation light for
1000 seconds. The fluorescence intensity of the pure RuBpy
molecules was reduced by 81%, while the fluorescence inten-
sity of RuBpy-doped silica nanoparticles remained constant
(Fig. 8).

To further verify the RuBpy-doped silica nanoparticle’s
optical stability, a different experiment was carried out by
varying the oxygen level during excitation. It is known that
oxygen greatly quenches RuBpy, and thus RuBpy is used
as an oxygen sensing reagent. However, RuBpy-doped sil-
ica nanoparticles showed great stability to oxygen at high
oxygen concentrations up to 8 psi. The reason for the high

Figure 7. Fluorescence image of TMR–dextran-doped silica nano-
particles.
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Figure 8. Comparison of photostability of dye-doped silica nano-
particles vs pure dye molecules. Reprinted with permission from [72],
R. Tapec et al., J. Nanosci. Nanotech. 2, 3–4, 405 (2002). © 2002, Amer-
ican Scientific Publishers.

photostability of dye-doped silica nanoparticles is the pro-
tective function of the silica matrix, which acts as a shield
to isolate dye molecules from environmental oxygen, thus
allowing the dye molecules inside silica to provide a con-
stant fluorescence signal in various environments. This high
photostability of the nanoparticles provides a foundation
for precise and reproducible analytical measurements when
nanoparticles are used as fluorescent probes.

2.4. Silica Coated Metal Particles

2.4.1. Silica Coated Luminescent Metal
Nanoparticles and Quantum Dots

As discussed in the Introduction, quantum dots and metal
nanoparticles, such as gold and silver, are attractive lumi-
nescent nanomaterials. To use these nanomaterials in dif-
ferent systems, silica shell coated gold clusters and quantum
dots were developed [91, 92]. The shell of the silica does
not change the optical and electrical properties of the metal
particles. Moreover, the silica shell stabilizes the individual
particles by reducing metal particle aggregation (Fig. 9) [93].
The synthetic principle is to provide a silane coupling agent
for the metal surface and then the agent is used as an anchor
point for chemical deposition of active silica [84]. The devel-
opment of this sort of silica coated metal material has been
systematically reviewed by Schärtl [71].

2.4.2. Silica Coated Magnetic Nanoparticles
Magnetic nanoparticles are very important in the separation
of a variety of biomolecules [99, 100]. However, the inherent
property of nanoparticle aggregation and the biodegrada-
tion of biomolecules restrict magnetic nanoparticle’s bioap-
plications. A suitable coating prevents these limitations and
makes the magnetic nanoparticles more practical for bio-
analysis. Based on this idea, silica coated magnetic nano-
particles were developed using the W/O microemulsion
method [82].
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Figure 9. TEM micrograph of silica coated gold clusters. Reprinted
with permission from [93], M. Giersig et al., Adv. Mater. 9, 572 (1997).
© 1997, Wiley-VCH.

Two separate microemulsions (ME1 and ME2) were pre-
pared using each surfactant, Brij-97, Igepal CO-520, and
Triton X-100, respectively. ME1 contained the iron salts,
FeSO4 or FeCl2 and FeCl3, whereas ME2 contained the
base, either NaOH or NH4OH. All aqueous solutions were
prepared with deoxygenated pure water. ME2 was allowed
to stir for an hour and then was added to ME1. The resul-
tant microemulsion was further reacted for 12 hours, and
the water droplets collided and coalesced to form the nano-
particles. Nitrogen gas was used to continuously purge the
mixture when NaOH was used. The formation of pure mag-
netic nanoparticles was visually recognized by a change in
color of the microemulsion mixture to dark brown [101]. To
form a silica coating layer outside the magnetic core, TEOS
was added to the system. The base-catalyzed hydrolysis of
TEOS produced silica acid, which undergoes polymerization
to produce the silica coating layer. Resultant silica coated
magnetic nanoparticles were isolated after 24 hours of aging
using acetone and ethanol washes.

The produced magnetic nanoparticles were characterized
using TEM, X-ray electron diffraction, and superconduct-
ing quantum interference device magnetometry. The results
showed that the size of the nanoparticles was ultrasmall and
the magnetic property was very strong, close to that of pure
superparamagnetic materials. The silica coating layer pro-
vided a convenient biocompatible surface that allowed the
conjugation of various biomolecules to the magnetic nano-
particles. These silica coated magnetic nanoparticles have
the potential to be useful in biomolecule separation and
drug delivery.

2.5. Polymer Fluorescent Particles

Synthesis techniques for polymer fluorescent particles have
been widely developed. Various commercial polymer flu-
orescent particles, which are loaded with different dye
molecules, are available. [Molecular Probes (Eugene, OR) is
one of the biggest suppliers of a wide variety of polystyrene
fluorescent beads [102].] The fluorescent intensity of the
polymer beads is sufficient to allow visualization of sin-
gle particles. Meanwhile, the polymer particles show good
photostability when they are excited with the intense illu-
mination required for fluorescence microscopy. So far, the

smallest size of polystyrene fluorescent beads produced by
Molecular Probes is 20 nm in diameter. In order to apply
the fluorescent beads to bioanalysis, several different func-
tional groups have been linked to the bead surface, includ-
ing carboxylates, sulfates, aldehyde-sulfates, amines, and
avidin/biotin.

Fluorescent polymer particles are synthesized with dif-
ferent polymers. Polymerization of methyl methacrylate
(MMA) loading dye molecules to form fluorescent particles
is one example. Passirani et al. [103] prepared such fluo-
rescent nanoparticles by random copolymerization of MMA
and N -vinyl carbazole (NVC). The NVCs were covalently
linked to PMMA, resulting in fluorescent nanoparticles that
can be used as in vivo monitor targets.

3. BIOCONJUGATION
Simple and reliable bioconjugation is very important for
nanoparticle applications. The silica-based nanoparticles can
be useful in bioanalysis only when they are conjugated
to recognition biocomponents which contain special ele-
ments that selectively interact with target analytes. Silica
surface chemistry has been well established for bioconju-
gation of various molecules when used as a solid support.
Most of these surface modification methods are easily
adapted to attach biomolecules to the silica nanoparticle
surface. The bioconjugation methods to be discussed are
based on previously reported silica surface immobilization
knowledge [104–109].

Using various biochemical binding approaches, the nano-
particle surface can be modified to contain functional
groups that are useful for subsequent surface modifi-
cation and biomolecule immobilization. Some commonly
used functional groups biochemically added to the silica
nanoparticle surface include amines, carboxyls, and thiols.
The most frequently used biomolecule linking bridge, the
avidin–biotin linkage, was also adapted for bioconjugation
of probe molecules onto the silica nanoparticles. Various
biomolecules including oligonucleotides, enzymes, antibod-
ies, and other proteins have been immobilized onto the
nanoparticles using this method, clearly demonstrating the
advantage of the silica matrix in providing bioversatility.

3.1. Avidin–Biotin Linking Bridge

The affinity constant between avidin and biotin is 1015 l/mol,
which is 105–106 times higher than that of regular antibody–
antigen. Therefore, the avidin–biotin linkage is a great
conjugation approach to bind biomolecules onto the silica
nanoparticles, which has been used for immobilization of
biomolecules on the glass substrate [108]. Usually, biotin
easily links to biomolecules to form recognition agents,
and thus many biotinylated biomolecules are commercially
available. As long as avidin molecules are immobilized to
the nanoparticles, upon avidin–biotin binding, the recogni-
tion biomolecules steadily remain on the nanoparticle sur-
face for subsequent binding and identification of target
biomolecules.

This avidin immobilization process is very simple mainly
based on electrostatic attraction. The silica surface of the
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nanoparticles is negatively charged, which allows the posi-
tively charged avidin to passively adsorb on the silica sur-
face. By incubating appropriate concentrations of avidin
with the silica nanoparticles for 12 hours at 4 �C, the
avidin is adsorbed on the nanoparticle surface. To stabilize
the adsorption, a cross-linking step is followed using 1%
glutaraldehyde solution, which has two carboxyl groups at
both ends of the molecule. The remaining unbound car-
boxyl groups can be blocked by reacting them with a buffer
containing primary amine groups (Tris-HCl) for 3 hours.
The resulting avidin-coated silica nanoparticles conjugate
to biotinylated molecules via a strong avidin–biotin affinity
(See Fig. 10).

3.2. Disulfide-Coupling Chemical Binding

Disulfide-coupling chemistry has proven to be an efficient
methods for the immobilization of oligonucleotides to a
substrate [109]. Unlike most of the other covalent attach-
ment processes, this method does not require preactiva-
tion or reduction of the disulfide groups to generate more
reactive, however, unstable thiol species. The disulfide-
modified oligonucleotides are directly coupled to the silane-
activated silica surface without any pretreatment. Potential
side reactions are minimized due to the specificity of the
thiol/disulfide exchange reaction.

To covalently attach oligonucleotides, the silica nano-
particles were silanized with 1% 3-mercaptopropyltri-
methoxy-silane in 95% ethanol and 16 mM acetic acid
(pH 4.5) for 30 minutes at room temperature and rinsed
with ethanol and acetic acid. Then, the nanoparticles were
cured for approximately two hours in a vacuum oven at
150 �C, forming functional thiol groups on the silica nano-
particle surfaces. A disulfide-modified oligonucleotide was
used as a probe DNA attached onto the nanoparticle
surface through disulfide-coupling. This process was per-
formed by directly adding disulfide-modified oligonucleotide
to the silane-activated silica nanoparticles and incubating for
15–21 hours in a humid chamber. The immobilized nano-
particles were then washed in a buffer containing 0.05%
Tween 20. Using this process, a probe DNA sequence was
bioconjugated to the silica nanoparticles through disulfide-
coupling chemical binding [79].

Magnetic core

Silica coating layer

Avidin-biotin linkage

Molecular beacon

Figure 10. Schematic diagram of genomagnetic nanocapturer.

3.3. Amino-Group Derivatization Linkage

An effective bioconjugation approach for the immobilization
of proteins, such as enzymes and antibodies, onto the sil-
ica nanoparticles is to chemically link amino groups on the
nanoparticle surface. Then, the amino groups on the surface
of the proteins can replace the same group on the nano-
particle, leading to chemically bound proteins on the silica
nanoparticles. The procedure used in this method is more
complicated than the other two methods described. The
advantage of this approach is a more stable binding between
the silica nanoparticles and proteins that can last until the
proteins become inactive [80].

The silica nanoparticles were silanized by immersion in
1% (v/v) solution of distilled trimethoxysilylpropyldiethylen-
etriamine (DETA) and 1 mM acetic acid for 30 minutes
at room temperature (23 �C). The DETA modified sil-
ica nanoparticles were thoroughly rinsed with deionized
water to remove excess DETA. The silanized particles were
then treated with 10% succinic anhydride in dimethylfor-
mamide solution under an argon atmosphere and stirred
for 6 hours [110]. The resulting carboxylate modified par-
ticles were washed with deionized water. Two different
approaches were used, based on Bangs Labs [111] proto-
cols, to further modify the nanoparticle. The first approach
used carbodimide hydrochloride in an activation buffer
to produce o-acylisourea intermediate on the nanoparticle
surface. Then, the proteins with available amine groups
were bound to the modified silica nanoparticles through
amine bonds by immersion of the nanoparticles in a suit-
able concentration of protein solution. The nanoparticles
were subsequently washed and ultrasonicated to remove
any physically adsorbed protein molecules on the silica sur-
face. The second approach was to add a water-soluble
N -hydroxysuccinimide along with carbodimide hydrochlo-
ride to the carboxyl modified silica nanoparticles. The active
ester intermediate formed by the N -hydroxy compound
replaced the o-acylisourea intermediate, which was more
stable for hydrolysis, and thus the coupling efficiency of pro-
teins to the nanoparticles was increased. After probe protein
immobilization on the nanoparticle surface, 1% BSA was
used to block unreacted functional groups to prevent non-
specific binding in later reactions with target biomolecules.

An alternative approach also provided effective biocon-
jugation of proteins to the silica nanoparticles by activating
the nanoparticles with sodium carbonate [111]. A solution
of cyanogen bromide in acetonitrile was added to the nano-
particle suspension to yield –OCN groups on the nano-
particle surface. The produced modified nanoparticles can
directly bind to the biomolecules containing free amino
groups [78]. Using the aforementioned conjugation meth-
ods, the produced bioconjugated silica nanoparticles well
retain the original activity of the biomolecules.

4. APPLICATIONS
Several significant bioapplication areas have been exploited
using the three types of developed silica nanoparticles,
including pure silica nanoparticles [79, 80], dye-doped silica
nanoparticles [30, 72–78], and magnetic nanoparticles [81].
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This section focuses on how dye-doped silica nano-
particles have shown great signal amplification as fluorescent
biomarkers for trace bioanalysis. In addition, silica coated
magnetic nanoparticles have been used for biomolecule sep-
arations, and pure silica nanoparticles have served as solid
support substrates for bioanalysis.

4.1. Cell Recognition

Luminescent nanoparticles are novel labeling probes that
offer highly enlarged detectable signals in bioanalysis. Gen-
erally, identification and detection of bioanalytes are carried
out with labeling technologies that use fluorescent dyes to
provide a detectable signal [112]. Of the various available
fluorescent materials, organic dye molecules are frequently
used due to their high quantum yield [113]. However, the
sensitivity of methods using organic dyes is limited by a low
number of recognizable components in trace amounts of
biosamples; thus, there are not enough detectable fluores-
cent signals. In addition, all dye molecules suffer from rapid
photobleaching [114], resulting in unstable and inaccurate
fluorescence signals. In contrast, newly developed dye-doped
silica nanoparticles contain a large number of dye molecules
for signaling targets and have excellent photostability due
to the silica matrix protection. Therefore, dye-doped silica
nanoparticles are ideal fluorescent probes because they pro-
vide significantly amplified and photostable signals. The fol-
lowing three applications of dye-doped silica nanoparticles
have shown this promise in bioanalysis and biotechnology.

RuBpy-doped silica nanoparticles were first used in
bioanalysis to identify leukemia cells with antibody–
nanoparticle conjugates through fluorescent imaging [78]
(see Fig. 11). A special antibody, mouse antihuman CD10
antibody, was used as a recognition element in the system,
which was covalently immobilized onto the nanoparticle sur-
face using CNBr pretreated nanoparticles. The mononu-
clear lymphoid cells with a round shape were incubated with
CD10-immobilized nanoparticles. Unbound nanoparticles
were washed away with PBS buffer. The cell suspension
was then imaged using both optical microscopy and fluores-
cence microscopy (Fig. 11). The leukemia cells were well
recognized as bright fluorescent areas in the fluorescence
images, which correlated well with the optical images. Con-
trol experiments were done using bare RuBpy-doped sil-
ica nanoparticles without labeling probe antibody and with
PTK2 cells, cells that do not have a surface antigen on the

Figure 11. Recognition of target cells using RuBpy-doped silica nano-
particle probes. Fluorescent image (A) and optical image (B).
Reprinted with permission from [78], S. Santra et al., Anal. Chem. 73,
4992 (2001). © 2001, American Chemical Society.

cell membrane for CD10 antibody. The resulted fluores-
cent images showed no fluorescent signals, indicating that
the nanoparticle conjugate is able to selectively identify cells
when using a fluorescence imaging system.

4.2. Bacteria Determination

A rapid bioassay for the precise determination of a single
bacterium was developed using bioconjugated nanoparticles.
Rapid and sensitive detection of pathogenic bacteria is
extremely important for food safety, clinical diagnosis, and
the inactivation of bioterrorism agents. Traditional meth-
ods for the detection of trace amounts of bacteria require
amplification or enrichment of the bacteria in the sample.
These methods tend to be laborious and time-consuming
due to complicated assay procedures [115–120]. Recently,
many attempts have been made to improve the sensitivity
of bacterial detection without the need for target amplifica-
tion and pre-enrichment [121–123]. However, rapid bacterial
detection at the single cell level in a large volume sample
has not been possible.

Using the nanoparticles and their conjugation with bac-
terium specific antibody, a novel bionanotechnology has
been developed for fast, ultrasensitive, and accurate detec-
tion of single bacterial cells without any amplification or
enrichment. The antibody conjugated nanoparticles offer
significant signal amplification in bacterium bioanalysis [76].
A potentially lethal bacterium, E. coli O157:H7 [124–126],
was selected as the object for detection. The antibod-
ies against E. coli O157:H7 were conjugated to the
RuBpy-doped silica nanoparticle to form a nanoparticle–
antibody complex that was used to bind the antigen on
the E. coli O157:H7 surface and thus give fluorescence
signals. In comparison with a conventional immunoassay,
where an antibody–antigen binding event brings only a
few dye molecules for signaling, dye-doped nanoparticles
contained approximately 104 dye molecules to signal one
antibody–antigen binding event and provided significant
signal amplification. Meanwhile, there were many E. coli
O157:H7 surface antigens for the antibody specific recog-
nition. Thus, thousands of nanoparticles bound to one
bacterium to greatly amplify detectable signals. This bioas-
say is rapid (<20 minutes from sampling to detection
and analysis), convenient, and highly selective. Further-
more, since multiple samples can be analyzed simultane-
ously, this assay is adaptable to high-throughput bioanalysis.
This study clearly demonstrates the excellent utility of bio-
logically conjugated nanomaterials in biological studies and
biotechnology.

4.3. Probing Single Strand DNA Sequences

TMR-doped silica nanoparticles have much higher
fluorescent intensity than RuBpy-doped silica nano-
particles [72, 73]. For cell or bacteria analysis, there
are many surface binding sites on each target and that
means many nanoparticles can link to one target; thus,
the RuBpy nanoparticles are good enough for signal
amplification [76, 78]. However, for DNA detection based
on hybridization, each probe sequence can bind to only one
target, and a much stronger fluorescent probe is needed
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to achieve excellent detection limits. TMR-doped silica
nanoparticles can overcome this limitation.

An ultrasensitive DNA analysis has been developed using
TMR–dextran-doped silica nanoparticle probes [77]. Usu-
ally, a fluorophore labeled probe DNA sequence hybridizes
to the target DNA in conventional DNA analysis, the flu-
orescence intensity is detected, and then it reflects the
amount of the target DNA. Each target DNA molecule is
represented by only one dye molecule. In comparison with
the dye molecule labeled method, dye-doped nanoparticle
labeled assay can give approximately 104 dye molecules to
represent one target DNA sequence, which means that the
signal is enlarged by 104 times. Therefore, a single hybridiza-
tion event is highly indicated, making the trace amount
of target DNA detection possible. Based on this principle,
using a highly fluorescent TMR-doped silica nanoparticle
probe and a high resolution confocal microscope, an ultra-
sensitive DNA analysis was achieved.

This DNA analysis assay was carried out using a typi-
cal sandwich method in which a capture DNA sequence
was immobilized on a glass substrate [59], a probe DNA
sequence was attached to a dye-doped silica nanoparticle,
and a target DNA sequence was complementary to the
capture sequence and the probe sequence. In a two-step
hybridization procedure wherein the target DNA hybridizes
to the capture DNA and the probe DNA, the target DNA
was recognized and signaled by the fluorescent nanoparticle
probe. An imaging system was used to measure the fluo-
rescence signal of the surface-bound nanoparticle probes.
The number of fluorescent particle spots, proportional to
the concentration of the target DNA, was counted on the
images. A detection limit of 5 fM was achieved in this assay.

Polymer fluorescent nanoparticles have also been cova-
lently linked to DNA binding proteins to probe specific
sequences on single DNA molecules [16] as shown in Fig-
ure 12; 20 nm latex fluorescent nanoparticles were used
as biomarkers. The results showed that attached proteins
maintain specific DNA binding and cleavage activities, while
the nanoparticles emit intense and stable fluorescent signal.
The use of fluorescent nanoparticle bioconjugates solves the
problems associated with single fluorophores, such as rapid
photobleaching and blinking. The results of target specific
sequences on single DNA molecules suggested that it is pos-
sible to observe real-time DNA-protein binding and enzy-
matic dynamics.

4.4. Biomolecular Separation

Magnetic separation has been widely used in bioanalysis
and biotechnology for purification and separation of vari-
ous biomolecules [127–129]. Based on newly developed silica
coated magnetic nanoparticles [82], a novel genomagnetic
nanocapturer (GMNC) was designed for the collection and
detection of trace amounts of DNA/mRNA molecules from
a complex matrix such as a mixture or cells [81].

The GMNC was constructed with a magnetic nano-
particle core, a silica coating layer, a biotin–avidin linking
bridge, and a biotinylated molecular beacon DNA probe
(Fig. 10). The two key elements, the magnetic nanoparticle

(A)

(C) (D)

(B)

EcoR| Recognition Sequence

5'-…G AATTC…-3'
3'-…CTTAA G…-5'

nanoparticle

binding sites

ds- λDNA
(i)

(ii)

(iii)

(iv)

Figure 12. Illustration of (A) EcoRI molecules covalently conjugated
to a 20 nm fluorescent nanoparticle. (B) Single DNA molecules with
nanoparticles bound at specific sites. (C) DNA sequence recognized by
EcoRI. (D) EcoRI dimmer bound to double-stranded DNA. Reprinted
with permission from [16], J. R. Taylor et al., Anal. Chem. 72, 1982
(2000). © 2000, American Chemical Society.

and MB, provide the GMNC with unique properties; the
nanocapturer acts as an effective molecule separator and
carrier and serves as a highly selective and sensitive gene
probe for the recognition and detection of specific DNA
sequences. The excellent sequence selectivity of the GMNC
is a result of the MB’s special stem-loop structure [130–135],
which is critical for single base mismatch discrimination.
Meanwhile, the nanoparticles in the GMNC structure fur-
ther enhance the utility of the MB by altering the MB’s
melting temperature curve. The melting temperature pro-
files of the MB on the GMNC surface shift to a higher tem-
perature when the MBs are immobilized onto the GMNC
surface, resulting in an optimal temperature for separation
of the different target DNA sequences with high collection
efficiency.

The GMNC’s strong target collection ability was demon-
strated by specific hybridization and collection of trace
amounts of perfectly complementary DNA vs a single base
mismatched DNA sequence in the presence of nontarget
DNA sequences and proteins. By subjecting the mixture to
a magnetic field, the GMNC was removed from the system,
resulting in separation of the target DNA from the rest of
the matrix. In addition, a specific mRNA sequence in living
cells was selectively collected using the GMNC. The capture
ability of the GMNC was also showed in the trace amount
of DNA/RNA collected from a large sample volume. With
adequate hybridization time, the GMNC collected as low as
0.3 pM target sequences in aqueous solution with high speci-
ficity and collection efficiency. Moreover, real-time monitor-
ing of the DNA hybridization can be performed by recording
fluorescent signals of the GMNC as the hybridization takes
proceeds.
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5. CONCLUSIONS
The development of various luminescent silica nano-
particles has been summarized in this chapter. Among
them, dye-doped silica nanoparticles demonstrate great
signaling ability when they act as fluorescent probes in
trace bioanalysis. Three major advantages of dye-doped
silica nanoparticles—high fluorescence intensity, excellent
photostability, and good biocompatibility—make the dye-
doped silica nanoparticles ideal fluorescent biomarkers for
use in bioanalysis and biotechnology. The bioconjugation
approaches provide simple ways to modify the silica nano-
particles for biomolecule recognition and detection. The
examples of real applications for fluorescent silica nano-
particles described in this chapter show great promise in the
advancement of fluorescent labeling techniques.

Many theoretical and technical problems still have to
be solved—from understanding the contrast mechanisms
and the nanofabrication of smaller sized particles, to the
control of bioconjugation for applications with biologically
active molecules. We believe that bionanotechnologies will
be highly useful for bioimaging of cells and cellular com-
ponents, bioassays targeted at biologically relevant diseases,
detection probes used in neurochemical monitoring, and
mRNA/DNA detection techniques based on nanoparticle
arrays.

GLOSSARY
Bioconjugation Immobilization of biomolecules onto a
substrate or solid support.
Dye-doped silica nanoparticle A silica nanoparticle in
which a large number of dye molecules are trapped inside a
silica matrix.
Nanoparticle A spherical particle with a diameter in the
range of 1–100 nanometers.
Polymer fluorescent particle A polymer sphere in which
a number of dye molecules are trapped inside a polymer
matrix.
Silica coated magnetic nanoparticles A silica nanoparticle
in which the core of the particle is made from magnetic
materials and the shell is a layer of silica.
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1. NANOTECHNOLOGY AND
BIOLOGICALS

1.1. Nanotechnology

The last two decades have witnessed spectacular advances in
the biological, chemical, and materials sciences, with rapid
progress being made in the elucidation of the functioning
of living systems and the organization of natural and syn-
thetic materials and the development of physicochemical
techniques for the study and manipulation of matter. In
the vanguard of these advances is nanotechnology, a highly
interdisciplinary science which seeks to comprehend and
control phenomena at the atomic to macromolecular scale
(1–100 nm) and therein create nanostructures and assem-
ble them into larger architectures with the aim of devising
materials, devices, and systems that have novel properties
and functions by virtue of their nanoscale size and/or
organization [1–5].

Areas that are receiving particular attention in this respect
are the understanding of the nanoscale organization and
functioning of biosystems and the application of this knowl-
edge to the construction of bio-inspired systems and the

interfacing of biological macromolecules and assemblages
with synthetics to create hybrid materials with novel prop-
erties [1–12]. This interest derives from a number of unique
properties of biological molecules [13–16]:

(a) Biomolecules, especially polymers such as nucleic
acids (DNA and RNA), proteins, and oligosaccha-
rides, are typically highly functionalized and spatially
organized, and this gives rise to defined molecular
structures with unique properties, such as chirality,
amphiphilicity, and aggregation behavior.

(b) Biomolecules such as oligosaccharides, proteins, and
nucleic acids exhibit hierarchical structural organiza-
tion by virtue of their modular form and precise intra-
and intermolecular interactions.

(c) Functionality, hierarchical structure, and chirality
enable highly specific molecular recognition interac-
tions, such as the binding of ligands by antibodies and
nucleic acids, and catalysis by enzymes and catalytic
RNA.

(b) Biological molecules and macromolecules can assem-
ble into two-dimensional (2D) and three-dimensional
(3D) architectures and form multifunctional assem-
blies, for example, vesicles, membranes, 2D and 3D
crystals, colloids, fibers, and networks.

As a result, biomolecules such as lipids and macrocyclics,
macromolecules including natural, engineered, and synthetic
proteins, polypeptides, oligosaccharides, DNA and RNA, as
well as macromolecule assemblies have found unique nan-
otechnical applications in areas as diverse as catalysis, sen-
sors, diagnostics, medical imaging, electronics, optics, drug
discovery, controlled delivery, and high-performance coat-
ings [6–25].

1.2. Nanostructured Bioencapsulated
Solid-State Materials

The realization of the aforementioned applications depends
critically on enabling technologies, of which the production
of solid-state materials in which the requisite biosystems are
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organized onto synthetic surfaces or incorporated into poly-
mers to form composites have gained a special significance
[17–26]. The need for such solid-state biomaterials derives
from several factors:

(a) Biological materials are often characterized by their
lability—thus, proteins and nucleic acids are readily
degraded by various biotic and abiotic processes and
are sensitive to a host of environmental perturbances
(pH, temperature, salts, solvents, pressure, etc.), all
of which can result in the partial or complete loss
of biological properties. Immobilization onto/within a
rigid polymer matrix often substantially stabilizes the
biological by anchoring the molecular structure and
protecting it from bio/chemical attack, and the ability
to engineer the physicochemistry of synthetic materi-
als enables the tailoring of the immobilization method
to the biological and its application.

(b) Although many biological materials can be obtained
in the solid state, for example 2D/3D protein crystals
and DNA/RNA colloids and thin films, these mate-
rials tend to have poor physicochemical attributes
(solubility in water, resistance to solvents, storage sta-
bility, mechanical properties, etc) and cannot be uti-
lized in their native form. Immobilization allows for
the fixation of biologicals on or encasement within
robust synthetic polymers that endow the resultant
materials with their distinctive physicochemical prop-
erties which can be readily engineered.

(c) Many applications require the isolation of biological
components, their interfacing with other biosystems
and/or with synthetic polymers, and/or their spatial
organization in a reproducible manner. Immobiliza-
tion addresses all these issues, since it allows for
the matrix isolation of biologicals in defined physico-
chemical environments, enables the simultaneous or
sequential immobilization of multiple biosystems, and
by virtue of the controllable functionality of synthetic
surfaces and polymers also permits the site-specific
and ordered anchoring of biologicals.

The importance of bio-immobilization is clear from the
many commercial technologies and research fronts that rely
on immobilized biologicals for molecular assembly, recog-
nition, catalysis, and transduction functions [13–26]. Thus,
the production of many lipids, amino acids, peptides, mono-
and oligosaccharides, antibiotics, and numerous food ingre-
dients, cosmetics, pharmaceuticals, agrochemicals, and fine
chemicals depends on heterogeneous biocatalysts that can
function efficiently under a variety of operating conditions
and are stable to long-term usage [13–19]. Similarly, biosen-
sors for detecting and monitoring analytes such as sugars,
hydroxyacids, amino acids, sterols, nitric oxide, mycotoxins,
pesticides, antigens, antibodies, and pathogenic organisms
in clinical, environmental, industrial, and consumer settings
depend critically on bioimmobilizates, which must be highly
discriminating and responsive, operate reliably for extended
periods, and be amenable to miniaturization and mass fabri-
cation [20–35]. Likewise, bioarrays employing peptides, pro-
teins, and nucleic acids anchored on/within polymers for the
detection and profiling of ligands, proteins, DNA and RNA,
and biooptics and bioelectronics devices utilizing chromatic,

photoactive, and electroactive proteins encapsulated within
polymers require biologicals immobilized in defined and
reproducible orientations/conformations and materials that
can be readily microfabricated [33–46].

Many of the above applications are served by biocom-
posite materials comprising the biological entrapped at the
nanoscale level within a polymer framework, the latter being
a purely inorganic lattice, an organometallic material, an
organic polymer, or a combination thereof [47]. The result
is a material that marries at the nanoscale level the molec-
ular structures of the biological and the host polymer to
form a hybrid material endowed with the functional, recog-
nition, organizational, and/or catalytic attributes of the bio-
logical together with the bulk functional, physicochemical,
and mechanical properties of the host polymer [47].

In the field of bio-nanocomposite materials, the technique
of sol–gel encapsulation has achieved pre-eminence as a
generic platform for the production of bionanocomposites.

2. SOL–GEL TECHNOLOGY
AND BIONANOCOMPOSITES

2.1. Classical Sol–Gel Technology

Classic sol–gel technology is based upon the striking obser-
vation early in the last century that silica glasses can be
produced via a simple room temperature synthetic process
[47–53]. In it’s simplest form, the protocol consists of the
following:

(a) A silica precursor, namely an ester of orthosilicic acid
such as tetramethyl orthosilicate (tetramethoxy silane,
TMOS) or tetraethyl orthosilicate (tetraethoxysilane,
TEOS) is mixed with water and methanol or ethanol
as cosolvent.

(b) The addition of a strong organic or mineral acid cata-
lyst results in the rapid hydrolysis of the orthosilicate
ester to form a solution containing partial esters such
as trimethyl orthosilicic acid and dimethyl orthosilicic
acid, which upon extended reaction ultimately afford
fully hydrolyzed orthosilicic acid.

(c) The partial silicic acid esters and silicic acid can
undergo condensations to form soluble oligomeric
species, reactions that are catalyzed by acids and
especially by bases such as fluoride, amine, and hy-
droxide.

(d) The soluble oligomers condense to form colloids com-
posed of macromeric species, and this is accompanied
by a sharp increase in viscosity of the reaction mix-
ture.

(e) Further condensation of collidal macromers results in
the formation of a polymer network and bulk phase
separation, which is observed as gelation of the reac-
tion mixture and the formation of a friable and trans-
parent hydrated gel, the hydrogel.

(f) Upon standing, the hydrogel undergoes further con-
densation and crosslinking, resulting in contraction of
the hydrated polymer and the extrusion of interstitial
liquid from the pore network, a phenomenon known
as syneresis.
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(g) Drying of the aged hydrogel results in further shrink-
age (up to 80%) and pore collapse and furnishes
a rigid and transparent nano- to mesoporous silica
glass, the xerogel.

By substituting metal alkoxides and organofunctional sili-
con alkoxides for simple silicic acid esters, it has proven pos-
sible to prepare a wide range of main group and transition
metal oxides, metallosilicates, organically modified silicates
(Ormosils), various composite materials, and highly struc-
tured nano- to macroporous inorganic and hybrid organic–
inorganic polymers with an astounding range of chemical
characteristics [48–56].

2.2. Sol–Gel Bioencapsulation

A critical feature of sol–gel technology that was discerned
at an early stage is that small molecules, such as transi-
tion metal complexes and organic dyes, could be encap-
sulated within sol–gel polymers to form doped materials.
Research has shown that the entrapped molecules largely
retain their native chemical characteristics within the poly-
mers, and this combined with high optical transparency
and porosity to low molecular weight molecules enables
their use as optical materials, chemical sensors, or cata-
lysts [47–56]. In view of the the aqueous chemistry of the
sol–gel method, efforts were undertaken to extend sol–gel
encapsulation to biological molecules. Thus, in 1984 Venton
et al. [57] showed that antiprogesterone antibodies could
be immobilized within silica-poly(3-aminopropylsiloxane)
xerogels and, crucially, that they therein retained to a
large degree their binding affinity for progesterone, thus
demonstrating for the first time that sensitive biologicals
could be encapsulated via silicon alkoxide sol–gel chem-
istry. One year later, Glad et al. [58] expanded upon these
observations with the disclosure that the enzymes glucose
oxidase, horseradish peroxidase, trypsin, and alkaline phos-
phatase could be immobilized within silica-poly[N�N -bis(2′-
hydroxyethyl)-3-aminopropylsiloxane) sol–gels and that the
resulting nanocomposites efficiently catalyzed oxidation
and hydrolysis reactions typical of the native enzymes.
These groups utilized aminoalkyl- and aminohydroxyalkyl-
substituted alkoxysilanes rather than tetraalkoxysilanes as
precursors, thus forming organically modified silicates
(Ormosils) rather than pure silicas, in the belief that
alkoxysilanes bearing functional organic ligands were requi-
site for efficient bioencapsulation and that simple precursors
such as TMOS and TEOS were not suitable.

Although these two groups proved the fundamental
concept underpinning bioencapsulation, perhaps the most
significant advances leading to its establishment as a main-
stream research field derived from the efforts of Avnir
et al. [59], who in 1990 reported that the proteins alkaline
phosphatase, chitinase, aspartase, and �-glucosidase could
indeed be encapsulated into pure silica sol–gels using mod-
ified protocols with TMOS and TEOS as precursors. This
was followed in 1992 with the disclosure by Ellerby et al. [60]
that the metalloproteins copper–zinc superoxide dismutase,
cytochrome c, and myoglobin could similarly be entrapped
within silica xerogels [60]. Reinforcing the findings of
Avnir et al., this group showed that the bioencapsulated

nanocomposites displayed the catalytic, metal-exchange,
oxidation–reduction, and ligand-binding reactions typical of
the free, soluble proteins.

These investigations unequivocally demonstrated that
labile biological molecules with catalytic, recognition, and
transduction functions could be incorporated into sol–gel
materials with minor modifications in protocols [47, 61–75].
Explorations of the arena since then have proven the
broad applicability of the technique, and to date proteins,
polypeptides, antibodies, antigens, DNA, RNA, cell frac-
tions, organelles, and whole cells have been encapsulated
in a range of inorganic, organic, and hybrid polymers [47,
61–75]. The focus of bioencapsulation is mainly on highly
selective, sensitive, and robust biosensor platforms for indus-
trial, biomedical, and environmental analysis [47, 67–75], but
there is also increasing awareness of the applicability of the
approach to generating high-performance biocatalysts and
materials for bioelectronics [47, 74].

3. BIOLOGICAL MATERIALS
AND BIOENCAPSULATION

3.1. The Properties of Proteins

Before discussing the practical aspects of sol–gel bioencap-
sulation, it is instructive to review some relevant features of
biological materials, in particular proteins [76–79]:

(a) Proteins are typically linear polymers composed of
amino acids with a variety of pendant functionalities
and with molecular weights ranging from ∼5,000 to
>400,000, corresponding to sizes of ∼1–15 nm [76],
which is in the pore size range of mesoporous mate-
rials [61–66].

(b) The constituent amino acids of proteins possess
neutral, hydrophilic, hydrophobic, basic, and acidic
functionalities, and these are typically organized in a
hierarchical fashion to form ordered assemblies that
are critical to binding, catalysis, dynamics, and stabil-
ity [76–79]. A variety of physicochemical factors, such
as pH, solutes, solvents, and liquid or solid interfaces
that interact with these assemblages can influence
the ionization state, hydration and hydrophobicity,
dynamics, and ligand partitioning and have an impact
upon biomolecule structure, solubility, aggregation,
and activity [76–79].

(c) Proteins are hierarchical nanostructures: the primary
structure (amino acid sequence) is ordered into a
topologically defined secondary structure (�-turns,
�-sheets, �-helices, etc.), which is itself spatially
organized into a (monomeric) tertiary structure
(�-� packed helices, �-�-� barrels, etc.) which may
further associate with other monomers to form
homo- or hetero-oligomeric assemblies (cylinders,
toroids, sheets, etc.) that comprise quaternary struc-
tures [76, 77]. Critical to molecular recognition and
catalysis is the binding site, a specific spatial and
functional arrangement of amino acids, which is
complemented by complexed metal centers and/or
photo-/redox-active cofactors in more complex pro-
teins. The components of the active site interact
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among themselves as well as the surrounding pro-
tein residues and solvent environment in a precise
fashion to create a topologically and physicochemi-
cally defined chiral microenvironment, the structure
and dynamics of which dictate the selectivity and effi-
ciency of recognition and catalysis [76, 77]. Therefore,
the maintenance of the various levels of short- and
long-range structural order is a perquisite to protein
functioning, and pH, solutes, solvents, polymers, and
interfaces that interact with organization can dramat-
ically influence biomolecule function [76–79].

(d) Proteins are highly dynamic systems: local and/or
global conformational motions impart a high degree
of local and/or global conformational flux, and this
feature is central to the dynamic processes which acc-
ompany ligand channelling, orientation, and binding
and the resulting cascade of recognition, transduc-
tion, and catalytic event(s) [76, 77]. Such dynamics
can range from relatively small structural changes
restricted largely to the binding site and its immedi-
ate surroundings as in proteases, to the movement of
secondary structures such as �-helices and �-sheets as
observed in lipases and cutinases, and the large-scale
concerted supramolecular movements of oligomeric
assemblies that characterize multicomponent pho-
toactive and membrane protein systems. Here again,
any environmental factors (solvents, interfaces, etc.)
that impact upon the kinetics and/or thermodynamics
of such structural transitions can profoundly impact
protein functioning.

3.2. Considerations for the
Bioencapsulation of Proteins

When one considers the above attributes of proteins, one
can identify several critical aspects that must be factored in
when the sol–gel bioencapsulation of such biomolecules is
contemplated [47, 61–67, 74]:

(a) The encapsulation of proteins must proceed in con-
ditions resembling their native environments—that
is, aqueous solutions, crystalline products, or some
suitably “protected” forms: (i) aqueous solutions or
suspensions, assemblies with synthetic surfactants,
natural lipids, membranes or protein arrays, or solid-
supported nano-sized dispersions [47, 74, 79]; (ii) pure
protein crystals or co-crystals with suitable protein or
polymer dopants; (iii) proteins which are modified by
conjugation to surfactants, polyethylene glycol (PEG),
functional siloxanes, silica or acrylates [80].

(b) The bioencapsulation procedure and any subsequent
processing must be biocompatible—that is [47, 61–
74]: (i) aqueous protocols must employ ambient/sub-
ambient temperatures, in the biological pH and redox
and ionic strength range, and with the minimal use
of solvents or other organic species which can cause
protein unfolding/denaturation, aggregation, or pre-
cipitation; (ii) nonaqueous media permit the use of
more aggressive conditions due to the increased sta-
bility of the biomolecule conjugates employed therein,
and solvents, surfactants, and polymerization initia-
tors can be used.

(c) The encapsulating polymer structure must allow suf-
ficient access to the entrapped protein as well as
freedom for conformational mobility to enable effi-
cient protein functioning, while also preventing the
solubilization and leaching of protein molecules from
the matrix [47, 61–74]. A 3D continuous mesoporous
structure with unrestricted entry to the protein is
clearly essential for realizing native protein–target
molecule interactions, as is a spacious entrapment
cavity to permit the requisite molecular movements.
However, this must be balanced against sufficient
constraint, in the form of gross physical embed-
ding and/or more specific physicochemical protein–
polymer interactions, to prevent the escape of the
protein from the polymer matrix.

These types of considerations are especially critical for
multimeric proteins and those that are part of larger-
scale assemblies such as bilayers, vesicles, and membranes,
because the gross structural integrity and hierarchical struc-
tural transitions of these structures are especially sensitive
to perturbation and require careful preservation [79, 81, 82].

4. PRACTICAL ASPECTS OF
SOL–GEL BIOENCAPSULATION

The first publications in the arena of sol–gel bioencapsula-
tion established some critical features that form the basis of
the present day technology [47, 61–75]:

(a) Classical aqueous sol–gel protocols can be modified
and used to encapsulate biomolecules to form bioen-
capsulated nanocomposites.

(b) The careful selection of experimental conditions
enables bioencapsulation under conditions that are
mild enough to permit proteins to largely retain their
native structure, dynamics, and molecular recognition
and catalytic functions, in both hydrogels and xero-
gels.

(c) The mesoporous structure and high pore volume
of sol–gel matrices enable the diffusion of low to
medium molecular weight species (up to 20,000
depending upon sol–gel type) and their free interac-
tion with entrapped biomolecules.

(d) The mesoporosity, physical rigidity, functionality, and
specific host matrix-entrapped protein interactions
prevent the leakage of entrapped biomolecules, while
also stabilizing their structure.

When one considers these attributes, it becomes appar-
ent that the technology offers some singular benefits in the
immobilization of proteins [47, 61–75]:

(a) Sol–gel bioencapsulation offers the only truly generic
route discovered to date for efficiently incorporating
biomolecules into polymers to form nanocomposite
materials.

(b) The great flexibility of sol–gel chemistry allows bioen-
capsulation in a very diverse range of inorganic,
hybrid organic–inorganic, and composite materials.

(c) Many bioencapsulated sol–gel polymers can be pro-
duced as ultraviolet (UV)–visible(VIS) transparent
materials suitable for optical applications.
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(d) Conducting, redox-active, and photoactive sol–gels
can be accessed by utilizing transition metal (Mo,
W, Zn, Ti, and Sn) oxides as bulk sol–gels or as
dopants and/or by incorporating graphite, noble met-
als (Au, Pt, and Pd), metallocenes (ferrocene, nick-
elocene, titanocene, etc), biological redox cofactors
(nicotinamide, flavins, plastoquinones, etc.), photoac-
tive proteins (rhodopsin, phytochromes, etc.) and
others, therein allowing the fabrication of electro-
chemical and optochromic devices.

(e) Standard sol–gel fabrication methods can be used
to produce bioencapsulates as monolithic materials,
nano-, micro-, and macroparticulates, and deposited,
spun, screen-printed, and stamped thin and thick
films.

4.1. The Technique of
Sol–Gel Bioencapsulation

The practical procedure used for bioencapsulation paral-
lels that of the sol–gel entrapment of abiotic materials in
many respects, except that protocols must be adapted to
ensure that encapsulation and ensuing processing operations
are conducted under biocompatible conditions (Fig. 1) [47,
61–75]:

(i) An aqueous solution (sol) containing partially or fully
hydrolyzed alkoxysilanes is prepared as follows:

• Alkoxysilanes such as TMOS, TEOS, or methyl-
trimethoxysilane (MeTrMOS) are 50–100%
hydrolyzed under acid and/or surfactant catal-
ysis in water or water–alcohol (ethanol or
methanol) mixtures to furnish solutions of
poly(alkoxysiloxanes), poly(alkyl silicates) or
poly(silicic acids), which may be partially or fully
evaporated to reduce or remove alcohols [47,
61–75].

• Alkoxysilanes are subjected to 50–75% hydrol-
ysis with the stoichiometric amount of water
in an alcoholic solvent (ethanol or methanol)
and then transesterified (one pot) with glyc-
erol under acid, basic, or alkoxide catalysis to
form water-soluble and isolable poly(glyceryl sil-
icates) and poly(glyceroxysiloxanes), which can
be isolated and dissolved in water to furnish
aqueous solutions [47, 74].

The identity of the precursor sol can range
from a mixture of linear, branched, and cyclic
poly(silicates)/poly(siloxanes) with degrees of poly-
merization of 3–16 for partially hydrolyzed sols to
colloidal solutions of nano-sized macromers for fully
hydrolyzed and aged sols. The exact composition
depends upon the structure of the precursor silane
(number and types of alkoxy groups, functional-
ity of nonhydrolyzable moieties, whether the silane
is monomeric or a disiloxane, etc.), its concentra-
tion, the catalyst, cosolvent, water content, and tem-
perature used for hydrolysis, and how the sol is
stored/aged [61, 64, 65, 74].

(ii) The precursor sol obtained is mixed with a buffered
(typically pH 5–9, 10–200 mM buffer) solution or
suspension of the biological. Fluoride, hexafluorosili-
cate, or amine catalysts, and drying control additives
such as formamide and glycerol. Poly(vinyl alcohol)
(PVA), PEG, and alginate, and fumed silica, clays,
glass powder, and graphite can also be included as
structure modifiers and reinforcing fillers, respec-
tively. The catalysts and/or elevated pH of the buffer
initiate a series of condensation and crosslinking
reactions which lead to the formation, growth, and
aggregation of oligomeric species and in an increase
in viscosity, culminating in the observed sol–gel tran-
sition (that is, viscous solution transforming into a
stiff gel) and bulk gelation, all this occurring within
a time frame of seconds to hours.

• Exogenously added catalysts as well as sur-
face amine, amide, hydroxy, thiol, and carboxy
residues of the protein and any functional addi-
tives accelerate the hydrolytic, condensation,
and crosslinking reactions.

• The adsorption of sol–gel oligomers onto bio-
molecule surfaces via ionic, H-bonding, and/
or hydrophobic interactions results in sol-
uble protein–macromer complexes and the
biomolecule-directed evolution of oligomer/
polymer growth and morphology. Functional
additives such as PEG and PVA can act in a
similar fashion.

• This biomolecule surface-templated develop-
ment of the polymer framework results in
the physical embedding of the protein via
the overgrowth of biomolecule–macromer com-
plexes and/or their coalescence to form colloidal
nanoparticles.

• The further growth and coalescence results in
phase separation of the nanoparticles to form
nano-sized aggregates which fuse to form large-
scale nano- or microparticle frameworks, this
transition coinciding with bulk gelation and the
formation of the hydrated mesoporous polymer
framework.

It is critical to minimize the use of cosolvents in
this stage: 0–30% v/v of lower alcohols and ketones
can lead to reversible aggregation and inhibition
of proteins, while higher concentrations often cause
irreversible denaturation and precipitation with cor-
responding losses in biological activity [61–65, 74].
The hydrogels produced are typically brittle or semi-
flexible, compressible gels that contain some 50–80%
interstitial solvent, with pore volumes of 0.9–3.4
mL g−1, pore distributions of 4–200 nm, and sur-
face areas of 600–2,100 m2 g−1. The extent of pro-
tein encapsulation depends upon the nature of the
biomolecule, the type of sol–gel precursor used,
and the gelation conditions: generally, silicates and
hydrophilic siloxanes give near-quantitative immobi-
lizations (80–100%), whereas the corresponding fig-
ures for hydrophobic siloxanes can be as low as 30%
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Figure 1. Standard protocols for the sol–gel bioencapsulation of proteins.

due to phase separation effects, resulting in substan-
tial entrainment of the protein in the interstitial sol-
vent phase. Due to the high degree of hydration and
elevated porosity of these materials, biomolecules
typically display 60–100% of their native activities
within such freshly prepared hydrogels [47, 61–65,
74].

(iii) The hydrogel is then typically aged in the wet state
for 12–72 h to allow for the completion of condensa-
tion reactions, particle growth/fusion, and the matu-
ration of the polymer framework. This results in bulk
shrinkages of 5–30% and the contraction of the pore
network and resultant expulsion of entrained liquid
(syneresis). Aged hydrogels range from brittle glassy
gels (silicates and hydrophobic siloxanes) to semiflex-
ible hydrogels (hydrophilic siloxanes and composites
with PVA, PEG, alginate, etc.), with typical pore vol-
umes of 0.4–3.1 mL g−1, pore sizes of 3–150 nm, and
surface areas of 600–1,700 m2 g−1. Aging can reduce
biomolecule activities by 0–20% from those observed
in fresh hydrogels [47, 61–65, 74].

(iv) The aged hydrogel is conditioned by washing with
buffer and then dried, resulting in the loss of
most of the remaining water, further crosslinking

and structural consolidation, pore collapse, and bulk
shrinkage. Controlled dehydration, via freeze-drying
or pinhole drying, may be required to avoid the struc-
tural collapse that accompanies the removal of the
interstitial solvent and the ensuing loss of poros-
ity, an occurrence that can result in a severe loss
of biomolecule viability. The incorporation of drying
control additives or the use of glyceroxysilane pre-
cursors can substantially reduce pore collapse effects
and speed up the drying process and therein enable
the recovery of high levels of biomolecule activity
[47, 74]. The final xerogels can range from optically
clear brittle silicate glasses to rigid or semiflexible
siloxane plastics and rubbers, which contain up to
30% of bound water, show pore volumes of 0.3–2.7
mL g−1, pore sizes of 0.5–100 nm, and surface areas
of 400–1,300 m2 g−1. Due to their dehydrated state
and resulting pore collapse and matrix compression,
up to 80% of biomolecule viability can be lost in
the final xerogel. Rehydration of xerogels can result
in a considerable expansion of the pore framework
and the recovery of up to 30% of biomolecule activ-
ity, especially in the case of materials derived from
hydroxylated siloxanes, and composites containing
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hydrophilic modifiers such as PVA, PEG, alginate,
gelatin and poly(hydroxyethyl acrylate).

5. SOL–GEL PRECURSORS
AND MATRICES

Although most studies of sol–gel bioencapsulation have uti-
lized silica matrices derived from tetraalkyl silicates such as
TMOS and TEOS because of their facile preparation, rea-
sonable physicochemical robustness, and good optical trans-
parency, a variety of other more exotic sol–gel polymer
chemistries have been explored (Tables 1–3, Fig. 1) [47, 61–
75, 83]:

(a) Inorganic oxide/hydroxide sol–gels. These include alu-
minum, titanium, zirconium, tantalum, niobium, tin,
vanadium, iron and molybdenum oxides, their mixed
oxides with silica, as well as polyoxomolybdate–silicas.
The hydrogels are friable and compressible gels
while the corresponding xerogels are hard transparent
glasses that are micro- to meso-porous and chemically
robust, have good optical clarity, but are limited by
their inherent brittleness, limited porosity, and lack
of modifiable chemical functionality.

(b) Organically modified silica sol–gels (Ormosils). In
this case, the precursor silanes are monomeric or
dimeric and bear one or two organic groups attached
by hydrolytically stable Si–C bonds, and furnish
poly(organosiloxanes) upon hydrolysis/polymeriza-
tion. The resultant polymers marry an inorganic silox-
ane backbone with pendant organic moieties, the
attached functions ranging from simple alkyl, alkenyl,
and aryl moieties to those additionally bearing func-
tional amino, amido, carboxy, hydroxy, thiol, and
mixed groups, as well as redox-active metallocenes,
nicotinamides, flavins, quiniones, and phthalocya-
nines. These matrices are very utilitarian because they
offer tailorable hydrophilic, hydrophobic, ionic, and
H-bonding capacities, as well as specific functional-
ities such as electrochemical activity. Although the
hydrogels and xerogels display a broad mesoporos-
ity, they are relatively fragile, of limited optical trans-
parency, and less robust than the inorganic matrices.

(c) Hybrid sol–gels. These materials are derived from
amino- and/or hydroxy-functional homopolymers
and di-block copolymers, such as polymethyl-
siloxane, polydimethylsiloxane, poly(alkene oxide),
polyurethane/polyurea, polyacrylate, polyphospha-
zene, and polydimethylsiloxane-co-poly(alkene
oxide), which are modified on the main chain or
termini with alkoxysilanes [47, 74, 83]. Polymeriza-
tion leads to siloxane-crosslinked dendritic or comb
architectures, which combine the physicochemical
attributes of the contributing polymer components.
This leads to rigid, semirigid, rubber, and plastic
materials with good mechanical properties, variable
hydrophobic-hydrophilic balances, and a wide range
of porosities, but with poor optical properties.

(d) Interpenetrating polymer network (IPN) composite sol–
gels. These composite polymers are obtained by the

following methods [47, 74, 83]. (1) A solution of sol–
gel precursor is combined with that of a water-soluble
polymer such as alginate, carrageenan, gelatin, agar,
PVA, PEG, poly(vinylpyrrolidone), or poly(glycidol),
followed by initiation of sol–gel polymerization, which
is often followed by phase separation of the organic
component by ionotropic crosslinking (alginate or
carageenan) or cryo-phase separation (PVA, gelatin,
agar, or gelatin). (2) Solutions of nonhydrolyzed or
partially hydrolyzed sol–gel precursors are infused
into organic hydrogels, such as calcium alginate,
potassium carageenan, agar, gelatin, PVA cryogels,
poly(glyceryl methacrylate), poly(hydroxyethyl acry-
late), poly(acrylamide), and polyurethane, and sol–
gel polymerization is allowed to proceed therein.
(3) Organic monomers such as glyceryl and hydrox-
yethyl acrylates are infiltrated into preformed sol–
gels, and the organic component is polymerized via
standard free radical, UV, or redox initiation pro-
cesses. Whichever method is used, the resultant com-
posites contain 20–80% w/w of organic component
and display varying degrees of phase separation,
thereby forming rigid plastics, elastic hydrogels and
flexible rubbers with meso- to macro-pore networks.
A unique attribute of these materials is that they
combine the respective attributes of the component
polymers—thus, the sol–gel phase transforms oth-
erwise soft organic hydrogels that readily imbibe
water and/or are liquefied by chelating agents or ele-
vated temperatures into rigid glassy materials that
are resistant to swelling and structural collapse, due
to the supporting action of the supporting sol-gel
framework. Such composites are notable for their
high biocompatibility and are highly suited to the
entrapment of very labile biologicals such as multi-
component enzymes and membrane proteins;

(e) Reinforced/filled composite sol–gels. All of the afore-
mentioned materials can be reinforced with inert
nano- or microparticulate materials such as native
and oxidized graphite powder, hydrophilic and
hydrophobic fumed silicas, clays, zeolites, cellulose,
and esters thereof [47, 61–75, 83]. The fillers may
be incorporated at levels of up to ∼75% w/w and
substantially improve the mechanical properties and
processing attributes of the sol–gel polymers. In
addition, active fillers such as gold, palladium, and
platinum, and palladium–graphite can be used where
conducting and redox-active materials are required.

(f) Templated sol–gels. The simple sol–gel systems (a–b)
can be templated with a variety of compounds
which act to direct the evolution of the pore struc-
ture and the supporting structural framework [84–
96]. Templating agents include polyols, hydroxyacids,
PEG, monovalent surfactants, multivalent gemini and
bolaamphiphile surfactants and surface-active di- and
polyblock copolymers. These compounds form nano-
structured assemblies such as microemulsions and
vesicular and liquid crystalline phases that act as
chemical and topological templates for guiding the
sol–gel process. Removal of the templates after aging
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and drying provides meso- to macroporous materi-
als with highly structured pore frameworks, which
despite the dearth of bioencapsulation applications,
hold great promise for accessing highly ordered and
porous bioencapsulated sol–gels [83, 96].

In general, the physicochemical properties of hybrid and
composite sol–gel materials are often significantly improved
over those of the constituent sol–gel polymers due to the
reinforcing action of the partnering phase [74, 83]. In a sim-
ilar vein, xerogels are usually superior in terms of mechani-
cal properties and chemical resistance to hydrogels by virtue
of greater crosslinking and densification [61–65]. However,
the drying of hydrogels inevitably reduces porosity and
increases steric compression effects and diffusional limi-
tations, thereby resulting in reduced protein functionality,
especially in the case of oxide-based sol–gels [61–65].

6. THE STRUCTURE AND FUNCTIONING
OF SOL–GEL BIOENCAPSULATES

On the surface, the (gross) morphology of bioencapsulated
sol–gels can appear very similar to that of undoped materi-
als, but this belies that fact that the entrapped biomolecules
can substantially affect sol–gel nanostructure by modifying
the development of the polymer network. Thus, as outlined
above, acidic/basic and charged residues influence the mech-
anism and rates of alkoxysilane hydrolysis and condensa-
tion, and charged, hydrophilic, hydrophobic, and H-bonding
domains can act as interfacial templates to direct the branch-
ing pattern, functionality, growth, topology, and aggrega-
tion of developing polysilicate/polysiloxane colloids [65–74,
84–92].

The avenue via which large oligomeric proteins (>100�000
molecular weight) and micron-sized biologicals such as
membrane fragments that are larger than the pore struc-
ture can be readily explained by bulk capture by the devel-
oping polymer framework. However, the mechanism of
entrapment and retention of smaller biomolecules whose
dimensions are smaller than the pore size of the sol–gel is
less obvious. For example, proteins with molecular weights
as low as ∼8,000 (globular size ∼1 nm) can be irreversibly
encapsulated in sol–gels with mesopore networks spanning
2–6 nm, which otherwise allow the infiltration of molecules
with masses of 2000–200,000. Thus, polylysine with a molec-
ular weight 150,000 can penetrate into silica and metal-
losilicate xerogels and therein inhibit trypsin [89, 97], and
cytochrome c and myoglobin are able to diffuse through
N ,N -bis(3-siloxypropy)ethylenediamine xerogels [98]. Sim-
ilarly, RNase enzymes can penetrate silica xerogels and
bind to encapsulated dinitrophenyl (DNP)-poly(adenylate)
[99], and immunoglobulin antibodies can diffuse into silica
hydrogels and bind to encapsulated antigenic proteins and
cells [100]. Intriguingly, high-porosity sol–gels prepared via
special gelation and templating procedures to display pore
sizes of 2–20 nm (xerogels) and 4–100 nm (hydrogels) have
been used to fractionate proteins with molecular weights of
14,000–77,000 [101]. Even more more striking, it has been
shown that intact 50–100 nm influenza virus particles can
access and bind to sialic acid-coated liposomes encapsulated
in silica hydrogels [102].

The few investigations undertaken to date on this aspect
of sol–gel bioencapsulation suggest that entrapment derives
from a combination of physical embedding of the pro-
tein within sol–gel nanoparticles and strong binding interac-
tions between the biomolecule and surrounding (templated)
sol–gel surfaces. Studies indicate that small to midsized
biomolecules (5000–100,000 molecular weight) are fully or
partially encased by sol–gel surfaces that substantially con-
form to the topology of the hydrated biologicals, thereby
essentially halting their large-scale lateral diffusion [61–74].
However, while global biomolecule dynamics are restricted
as a result of this confinement, it appears that the encapsu-
lating sol–gel structures of most hydrogels and xerogels are
sufficiently loose to allow for local rotational and transla-
tional motions [61–63].

UV-VIS, fluorescence, Fourier transform infrared,
Raman, circular dicroism, electron spin resonance, and
nuclear magnetic resonance studies of proteins encapsulated
in sol–gels have provided some insights into biomolecular
dynamics in these restricted environments. Thus, investiga-
tions on myoglobin, hemoglobin, cytochrome c, cytochrome
c peroxidase, catalase, monellin, oncomodulin, glutamate
dehydrogenase, glucose oxidase, and nitrobenzoxadiazole-
and acryloidan-labeled bovine and human albumins
entrapped in a variety of silica and siloxane hydrogels and
xerogels suggest that the proteins are confined to 3–10 nm
pockets wherein they substantially retain nanosecend and
subnanosecond dynamics and at least partial rotational and
translational mobility, akin to the species in solution [103–
124]. For instance, fluorescence studies of silica-entrapped
glucose oxidase demonstrate that the rotational mobility of
the enzyme is ∼50% of that in solution, that the folding
kinetics of the flavin (redox) moiety are greatly reduced,
but surprisingly, that the local motions of the active site
pocket are similar to those in solution [113, 122]. Similarly,
UV-VIS probing of ferricytochrome c encased in silica
sol–gels indicates that active site dynamics are not repressed
per se, but that sol–gel confinement does modify them in
the sense of creating local heterogeneity [125]. Similarly,
the photoactive proton pump bacteriorhodopsin shows
decreased dynamics as reflected in a drop in the rate of
decay of the excited M state, but retains sufficient global
mobility to change its conformational state and therefore
function in silica hydrogels and xerogels [126–130].

In addition to modifying biomolecular motions, the poly-
mer surface can also physically block recognition/catalytic
sites. For example, studies with myoglobin, albumins, and
glucose oxidase have demonstrated that the active sites of
subpopulations of the silica-entrapped proteins reflect highly
restricted environments that are essentially not-accessible to
their corresponding substrates/ligands [104–108, 122]. Not
surprisingly, the chemical functionality of the enveloping
sol–gel surface can also strongly affect protein function [61–
74], as demonstrated by the observation that glucose oxidase
retains most of its activity when entrapped in silica, while
glycolate and lactate oxidases lose most of their functioning
[131, 132]. It has been suggested that the structures of the
active sites as well as redox functioning of the flavin cofactor
in the latter enzymes are disrupted via electrostatic interac-
tions between their positively charged binding channels and
the anionic silica matrix, while the zwitterionic nature of the
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binding cleft in glucose oxidase protects the former protein
from such effects.

From the above, one can envisage the following structure
for bioencapsulated sol–gels [61–74]:

(a) The biological is embedded within the body of the
polymer matrix and/or its pore structure, the two
defining a bicontinuous framework of fused nano- or
microparticles.

(b) Depending upon the biological and the composition
and mode of preparation of the sol–gel, the bioma-
terial is distributed homogeneously as matrix-isolated
molecules, may self-associate/precipitate during gela-
tion to form aggregates, or may be nano- or micro-
compartmentalized at the surface of sol–gel particles
or into the pore structure due to interfacial/phase sep-
aration effects.

(c) The biological is in contact with a partially of fully
enclosing polymer shell, and the contact surface is
templated to conform topologically and chemically to
the hydrated surface of the biomolecule.

(d) A low-mobility H-bonded layer of water molecules is
trapped between the biomolecule and polymer sur-
face.

(e) Global biomolecule mobility and segmental motions
are diminished, depending upon the degree of com-
pliance of the biomolecule and polymer surfaces, the
type and magnitude of their interactions, and the
amount and mobility of the water layer.

(f) There is sufficient accessibility between the recogni-
tion sites of a portion of the biomolecule population
and the surrounding pore structure and enough free-
dom for local conformational transitions to enable the
entry and recognition/reaction of ligands.

7. APPLICATIONS OF SOL–GEL
BIOENCAPSULATES

7.1. Sol–Gel Biosensors

By far the most investigated area of application of sol–
gel bioencapsulates has been the realm of biosensors [47,
61–74]. This has resulted from the pressing need for rugged,
miniaturized, and portable biosensing devices for appli-
cations such as clinical medicine, diagnostics, bioprocess
monitoring, food and environmental analysis, food and drug
quality control, drug discovery, genomics, and proteomics
[133–144]. The great attraction of sol–gel biosensing plat-
forms lies in the generic nature of the technology together
with the ability to readily produce materials with diverse
chemistries and fabricate them in a variety of formats.

Most work on sol–gel biosensors has focused on glu-
cose sensors based around the flavoprotein glucose oxidase
(GOx), which mediates the air oxidation of glucose to glu-
conolactone with concomitant generation of hydrogen per-
oxide (Table 4) [145–183]. In this context it should be noted
that despite 30 years of development work, robust biosen-
sor platforms for glucose determination in consumer and
clinical settings have as yet to be devised. The enzyme
has been encapsulated in silica, metal oxides, metallosili-
cates, Ormosils, and composite sol–gels and the materials

fabricated as monolithic, passive-deposited thin and thick
film and spin-coated optical sensors, and monolithic and
passive-deposited thin and thick–film electrodes and elec-
trode coatings. Optical biosensors function via the UV-VIS
or fluorescence monitoring of the redox state of the chro-
mophoric flavin cofactor, while amperometric platforms
measure oxygen levels via Clarke electrodes or oxygen-
sensitive rhodium(II)/(III) complexes, or monitor the redox
cycling of the active site of GOx via electrochemical cou-
pling to the electrode surface using suitable electron trans-
fer mediators. Interestingly, the active site of GOx can
also be directly “wired” to an electrode by modification
of the enzyme with a ferrocene derivative or via the co-
dispersion/co-polymerization of dye, transition metal com-
plex, or metallocene redox mediators in the sol–gel, and
the activity monitored amperometrically [146, 147, 155, 160,
163–166].

A significant development in amperometric GOx biosen-
sors has been the advent of carbon composite electrodes
wherein graphite together with mediators is incorporated
into GOx–Ormosil sol–gels, thereby furnishing highly sensi-
tive and robust wired configurations, which can be mass pro-
duced by screen printing [146–148, 156, 157, 160, 166, 171,
175–177]. In these materials, the carbon phase provides elec-
trical conductivity, porosity, and mechanical reinforcement,
while the Ormosil sol–gel framework provides modifiable
chemical functionality for fine tuning the catalytic properties
and stability of GOx, as well as controlling the hydrophobic-
ity and wetting behavior of the composite. This configuration
enables the surface of monolithic and thick film electrodes
to be renewed as required by simple polishing to exposing
fresh biosensor surface, once sensor performance declines
due to surface fouling and/or enzyme inactivation. In a fur-
ther modification, the inclusion of electrocatalytically active
graphite-supported palladium, platinum and ruthenium, or
gold nanocrystals in place of graphite provides mediator-
free electrodes that are highly sensitive, selective, and stable
[147, 149, 155, 169, 172, 174]. Mediator-free amperomet-
ric configurations can also be constructed by coupling GOx
with horseradish or soybean peroxidases, which mediate the
reduction of hydrogen peroxide [145, 147, 155–157, 171].

The generic applicability of sol–gel biosensor platforms
has been amply demonstrated with its extension to a wide
variety of oxidoreductases ranging from peroxidases, alco-
hol, amine, polyol and hydroxyacid oxidases and dehydro-
genases, phenol oxidases, and hydroxylases to nitrite and
nitrate reductases (Table 5) [184–210]. These biosensors
have been applied to the determination of hydrogen perox-
ide, aliphatic alcohols and aldehydes, sugars, lactate, amines,
phenols, organophosphates, competitive enzyme inhibitors
such as cyanide and organophosphates, nitrates, nitrites, and
polar organic solvents.

Whereas optical and amperometric configurations are
readily constructed for chromoproteins and oxidoreductases,
other proteins can also be applied, providing that the sub-
strate/product can be monitored optically/electrochemically.
Thus, the sol–gel entrapped hydrolases cholinesterase,
acetylcholinesterase, butyrylcholinesterase, phosphodi-
esterase, urease, and penicillinase have been used as direct
and inhibition-based biosensors for the optical and poten-
tiometric monitoring of acetylcholine, organophosphate
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Table 4. Glucose oxidase and glucose oxidase–horseradish peroxidase sol–gel optical and electrochemical biosensors.

Precursors Bioencapsulated sol–gel Sensor type Ref.

TMOS [GOx±HRP+ 1,1′-dimethylferrocene]–carbon–silica xerogels Amperometric [145]
TEOS [GOx±HRP]-[Pd-graphite]-siloxane or [146, 155]

[GOx-ferrocene]–graphite–siloxane xerogels
MeTMOS [GOx]–carbon–silica xerogels [147, 148]
TEOS [GOx]–Au–siloxane xerogels [149]
MeTMOS, TEOS [GOx]–carbon–siloxane xerogels [151]
3-FAPTMOS [GOx]–silica xerogels [153]
TEOS, TMOS [GOx]–silica xerogels [154]
TEOS, 3-FAPTMOS [GOx+HRP]–graphite–siloxane xerogels [157]
3-APTEOS, 2-ECETMOS [GOx]–siloxane hydrogels crosslinked with glyoxal [162]
ATIP [GOx]–alumina xerogels [162]
MeTEOS [GOx]–[poly(vinylpyrrolidone)-Os(bpy)2]-siloxane xerogels [163]
TMOS [GOx+ Co(II) phthalocyanine+ ferrocene+ [166]

DPTC]–carbon–silica xerogels
TMOS [GOx]–silica–siloxane hydrogels [167]
3-APTMOS, MeTEOS, TEOS [GOx]–[Pd-carbon]–siloxane xerogels [168]
MeTMOS [GOx]–[poly(vinyl alcohol)-g-poly(4-vinylpyridine)]–silica xerogels [169]
TEOS [GOx±HRP]–graphite–PEG–siloxane or [170]

[GOx]–PEG–siloxane hydrogels
3-APTEOS, 2-ECETMOS [GOx]–[Rh-graphite]–silica xerogel [156, 171]
MeTMOS [GOx]–silica xerogel [172]
MeTMOS [GOx]–[Ru-graphite]–silica xerogels [173]
TEOS [GOx]–graphite–siloxane xerogels [174]
MeTMOS, 3-FAPTMOS [GOx]–graphite–siloxane xerogels [147, 175]
MeTMOS, 3-APTMOS, 3-FAPTMOS [GOx]–siloxane hydrogels and xerogels [176, 177]
TMOS [GOx]–Ir-silica hydrogel and xerogel [178]
TMOS [GOx]–ferrocene–polyelectrolyte–silica hydrogels [179]
3-APTEOS, 2-ECETMOS [GOx]–siloxane hydrogels [180]
TMOS [GOx]–silica hydrogels and xerogels [181]
ATIP [GOx]–bovine serum albumin–alumina hydrogels [182]

TMOS [GOx]–graphite–silica Luminescence [183]

TEOS [GOx]–silica xerogels [158]
MeTMOS, TMOS [GOx]–siloxane xerogel [159]
TMOS [GOx-fluorescein/Texas Red/Cy5 bioconjugates]–silica hydrogels Fluorescence [160]

Note: 3-APTMOS, 3-aminopropyltrimethoxysilane; ATIP, aluminum triisopropoxide; 2-ECETMOS, 2-(3,4-epoxycyclohexyl)ethyltrimethoxysilane; 3-FAPTMOS,
3-ferroceneacetamidopropyltrimethoxysilane; HRP, horseradish peroxidase; MeTEOS, methyltriethoxysilane; MeTMOS, methyltrimethoxysilane; TEOS, tetraethoxy-
silane; TMOS, tetramethoxysilane.

pesticides, penicillin, and urea (Table 6) [221–228]. Of
particular interest is the construction of coupled optical
sensors using bacteriorhodopsin together with urease,
acetylcholine esterase, or penicillinase—the action of the
hydrolase alters the pH and thus the protonation state of
and hence the rate of decay of the photoactive M state of
bacteriorhodopsin [230].

A variety of noncatalytic proteins that selectively bind
metal ions and gaseous oxygen and oxides have also been
utilized for optical sol–gel biosensing (Table 6). Thus, the
luminescent protein has been used to construct sol–gel sen-
sors for calcium, and the chromophoric metalloproteins
hemoglobin, myoglobin, cytochrome c, and superoxide dis-
mutase have been applied to the solution- and gas-phase
detection/quantification of oxygen, carbon monoxide, car-
bon dioxide, and nitrogen monoxide. In particular, the heme
proteins have proved to be excellent model systems for sol–
gel bioencapsulation, because the proteins are chromophoric
and can be de-readily metallated and metal-exchanged, and
their conformation, molecular motions, and ligand binding

can be easily monitored via spectroscopic probing of the
active centers [83, 157, 231–240].

There is particular interest in the medical, food, drug,
and environmental sectors for developing biosensors for the
detection and quantification of antibody–antigen interac-
tions, and sol–gel materials have been explored with some
success on this front. Thus, monoclonal and polyclonal
antibodies to fluorescein, nitroaromatics, and organophos-
phates have been encapsulated in silica sol–gels and used
for the optical, electrochemical, and coupled enzyme-linked
immunosorbent assay (ELISA) detection of the correspond-
ing antigens (Table 6) [241–246]. The reverse configuration,
that is, the entrapment of antigens in sol–gels has been used
for constructing optical biosensors for detecting the pres-
ence of antibodies to disease-causing parasities in human
blood [248, 249].

Photoactive proteins, which are of interest for photo-
catalyst and optoelectronics applications, have also been
entrapped for envisaged application as solid-state optical
devices and transducers. Thus, the membrane-associated
proteins bacteriorhodopsin, phycocyanin, allophycocyanin,
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Table 5. Oxidoreductase-based sol–gel optical and electrochemical biosensors.

Precursors Bioencapsulated sol–gel Analyte(s) Sensor type Ref.

Peroxidase
TEOS [Enz]–silica hydrogel H2O2 Luminescence [184, 185]
TMOS [Enz+ ferrocene]–silica hydrogel H2O2 Amperometric [185]
TEOS [Enz]–[PVA-g-poly(4-vinylpyridine)]–silica hydrogels H2O2 Amperometric [186]
TEOS [Enz]–[PVA-g-poly(4-vinylpyridine)]–silica hydrogels H2O2 Amperometric [187]
MeTMOS, 3-MPTMOS [Enz]–[PVA-g-poly(4-vinylpyridine)]–siloxane–hydrogels H2O2 Amperometric [188]
TMOS [Enz]–silica hydrogels H2O2, RO2H, RO2R′ Amperometric [190]
TMOS [Enz]–silica hydrogels H2O2 Amperometric [191]
TEOS [Enz]–[poly(vinyl alcohol)-g-poly(4-vinylpyridine)]– H2O2 Amperometric [192]

silica hydrogels
MeTEOS [Enz]–[poly(vinylpyrrolidone)-Os(bpy)2]–siloxane H2O2 Amperometric [193, 194]

xerogels
TEOS [Enz]–[Pd-graphite]–silica xerogels CN−, H2O2 Amperometric [195]
TMOS, MTMOS, PTMOS [Enz]–silica/siloxane–ABTS hydrogels and xerogels H2O2 UV-VIS [196]
TMOS [Enz]–silica hydrogels Phenols, napthol, Luminescence [197]

coumarate, H2O2

TMOS [Enz]–silica hydrogels H2O2 Luminescence [198]
TMOS [Enz]–silica-poly(ester sulfonate) hydrogels H2O2 Amperometric [199]
TMOS [Enz]–PVA–PVP–silica hydrogels H2O2 Amperometric [200]

Glucose, galactose, lactate oxidases+ peroxidase
PGS, 3-HEAGS [Enzymes]–poly(vinyl alcohol)–siloxane hydrogels Glucose, galactose, UV-VIS [83]

lactose, lactate

Lactate oxidase
MeTMOS [Enz]–[Pd-carbon]–siloxane xerogels Lactate Amperometric [147, 169]
MeTEOS [Enz]–[poly(vinylpyrrolidone)-Os(bpy)2]–siloxane Lactate Amperometric [201]

xerogels
TMOS [Enz]–graphite-cellulose ester–silica hydrogels Lactate Amperometric [216]

Oxalate oxidase
TMOS [Enz]–silica xerogels Oxalate UV-VIS [202]

Xanthine oxidase
MeTMOS [Enz]–graphite–siloxane xerogel Hypoxanthine Amperometric [203]

Polyphenol oxidase
TEOS, MeTMOS [Enz]–PVA-g-poly(4-vinylpyridine)–siloxane hydrogels MeCN, i-PrOH, n-BuOH Amperometric [104, 209]
TEOS, MeTMOS, [Enz]–PEG-siloxane or [PPOx]- Phenol, catechol, p-cresol Amperometric [205]

3-APTMOS poly(vinyl alcohol)–siloxane hydrogels
ATIP [Enz]–alumina xerogel Phenol, catechol, cresols Amperometric [206]
TMOS [Enz]–silica hydrogels Phenol, amino-, chloro- Amperometric [207,]

and nitro-
ATIP [Enz]–alumina xerogels Phenols, catechol, cresols Amperometric [208–210]

Phenol hydroxylase
TMOS [Enz]–silica hydrogels Phenol, amino-, chloro- Amperometric [211]

fluoro-, carboxy- and
methylphenols,
catechol, resorcinol

Laccase
TMOS [Enz]–silica hydrogels Phenol, resorcinol, UV-VIS [212]

aniline
Cytochrome P450cam

MeTEOS [Enz+ bovine serum albumin]– Camphor, pyrene Amperometric [213]
glutaraldehyde–siloxane xerogels

Choline oxidase+ acetylcholine esterase+ acetylcholine esterase
PGS, 3-GAPS [Enzymes]–poly(vinyl alcohol)– Acetylcholine, choline Amperometric [83]

[Pd-graphite]–siloxane hydrogels
Lactate dehydrogenase

TEOS [Enz]–silica xerogels Lactate, pyruvate UV-VIS [214]
TMOS [Enz]–silica hydrogels and xerogels Lactate Fluorescence [215]

Malate dehydrogenase
TMOS [Enz]-graphite-cellulose ester–silica hydrogels Malate Amperometric [216]

continued



Biodoped Sol–Gel Polymer Nanocomposites 283

Table 5. Continued

Precursors Bioencapsulated sol–gel Analyte(s) Sensor type Ref.

Glucose-6-phosphate dehydrogenase
PGS, 3-APGS [Enz]–poly(vinyl alcohol)–siloxane hydrogel Glucose-6-phosphate UV-VIS [83]
TMOS [Enz]–silica hydrogels Glucose-6-phosphate Fluorescence [217]

Alcohol dehydrogenase
TMOS [Enz+NADH]–silica xerogels Ethanol, 1-propanol, Fluorescence [218]

acetaldehyde,
propionaldehyde

Nitrate and nitrite reductases
TMOS [Enz]–silica hydrogels Nitrate UV-VIS [219]
TMOS [Enz]–silica hydrogels and xerogels Nitrite UV-VIS [220]

Note: ABTS, 2,2′-azinobis (3-ethylbenzothizoline)-6-sulfonic acid; 3-APTMOS, 3-aminopropyltrimethoxysilane; Enz, enzyme; 3-GAPS, 3-gluconamidopropylsiloxane;
3-HEAGS, 3-(1′-hydroxy-2′-(2′′-hydroxyethylamino)ethoxy)-propylglyceroxysiloxane; MeTEOS, methyltriethoxysilane; MeTMOS, methyltrimethoxysilane; 3-MPTMOS,
3-mercaptopropyltrimethoxysilane; PGS, poly(glyceryl silicate); TEOS, tetraethoxysilane; TMOS, tetramethoxysilane.

Table 6. Optical, electrochemical, and immunochemical sol–gel biosensors.

Biological(s) Precursor Bioencapsulated sol–gel Analyte(s) Sensor type Ref.

Cholinesterase TMOS [Enz]–silica xerogel Fenitrothion, azinphos-ethyl, Fluorescence [221]
methidathion, naled,
mecarbam

Butyrylcholinesterase TMOS [Enz]–silica xerogel BADAPP, cognex UV-VIS [222, 223]
Acetylcholinesterase TMOS [Enz]–silica and [Enz]–PEG-silica Omethoate, carbaryl, diazinon, UV-VIS [223]

hydrogels
TMOS [Enz]–silica hydrogel Malathion, methamidophos, Amperometric [224]

chlorpyrifos,
TMOS [Enz]–silica hydrogel Methidathion, dichlorvos, Fluorescence [225]

acetylcholine
Parathion hydrolase TMOS [Enz]–silica xerogel Parathion UV-VIS [226]
Urease TMOS [Enz]–silica hydrogels Urea Potentiometric [227, 229]

TEOS [Enz]–silica hydrogel Urea Potentiometric [228]
Bacteriorhodopsin+ TMOS [Enzymes]–silica hydrogels Acetylcholine, penicillin, urea UV-VIS [230]

acetylcholine esterase
or penicillinase or urease

Aequorin TMOS [Enz]–silica hydrogels Ca2+ Luminescence [231]
Cytochrome c TMOS [Prot]–silica xerogels and hydrogels CO, O2, NO UV-VIS [231–236]
Cytochrome c′

Hemoglobin TMOS [Prot]–silica xerogels and hydrogels CO, O2, NO UV-VIS [232, 237]
Fluorescence

Myoglobin TMOS [Prot]–silica xerogels and hydrogels CO, CO2, O2, NO UV-VIS [232, 233,]
Mn–myoglobin Fluorescence [238, 239]
Cu–Zn–superoxide dismutase TMOS [Prot]–silica hydrogels and xerogels CN− UV-VIS [227]

PGS
Polyclonal antibodies to TMOS [Antibody–fluorescein conjugates]–silica Fibrin D dimer antigens Fluorescence [241]

fibrin antigens hydrogels
Anti-fluorescein antibodies TEOS [Antibody]–silica xerogels 5-/6-Carboxy-4′,5′- Fluorescence [242]

dimethylfluorescein
TMOS [Antibody]–silica hydrogels and xerogels Fluorescein Fluorescence [243]

Anti-nitroaromatic antibodies TMOS [Antibody]–silica hydrogels and xerogels 1,3-Dinitrobenzene, UV-VIS [244]
2,6-Dinitrophenylhydrazine

Anti-atrazine antibodies TMOS [Antibody]–silica xerogels Atrazine ELISA [245, 246]
Immunoglobulin (IgG) TEOS [IgG]–hydroxypropylcellulose–graphite- Goat anti-rabbit IgG antibodies Amperometric [247]

silica xerogels
Antigens
Echinococcus parasite TMOS [Antigens]–silica hydrogels and xerogels Human sera anti-Echinococcus UV-VIS [248]

antibodies

continued
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Table 6. Continued

Biological(s) Precursor Bioencapsulated sol–gel Analyte(s) Sensor type Ref.

Hydatid cyst antigens
Leishmania parasite TMOS [Antigens]–silica hydrogels and xerogels Human sera anti-Leishmania UV-VIS [249]

antibodies
Promastigiote antigens
Bacteriorhodopsin TMOS [Prot]–silica hydrogels and xerogels Phototransduction UV-VIS [250–254]

PGS
HEAGS

Calmodulin+melittin TMOS [Prot]–silica hydrogels Antagonists Fluorescence [256]
Phycoerythrin TMOS [Prot]–silica hydrogels and xerogels Phototransduction UV-VIS [255]
Phycocyanin Fluorescence
Allophycocyanin

Note: BADAPP, 1,5-bis(4-allyldimethylammoniumphenyl)pentan-3-one dibromide; ENZ, enzyme; 3-HEAGS, 3-(1′-hydroxy-2′-(2′′-hydroxyethylamino)ethoxy)propyl-
glyceroxysiloxane; PGS, poly(glyceryl silicate); Prot, protein; TEDS, tetraethoxysilane; TMOS, tetramethoxysilane.

and phycoerythrin have been entrapped in silica hydrogels
and xerogels and shown to retain their proton pumping and
photoactive properties [149–154].

7.2. Sol–Gel Biocatalysts

A sphere of application that has received rather less atten-
tion but that also offers considerable commercial promise
is sol–gel biocatalysts (Table 7). With the increasing appli-
cation of biological catalysts to synthetic chemistry and
industrial processes has come the growing need for high-
performance immobized biological catalysts that are effi-
cient, are stable to long-term operations under a variety of
operating conditions, and can be fabricated on a large scale
[13–15, 257–260]. Initial work in this arena was restricted
to the encapsulation of model hydrolases such as trypsin
and acid phosphatase with little prospect for industrial
applications, but more attention has been focused on this
arena recently. Thus, Reetz et al. [261–267] established
the general practical utility of sol–gel immobilized bio-
catalysts with their studies on the encapsulation of lipase
enzymes in Ormosils and composite sol–gels. The max-
imal activity of many lipases, as well as that of phos-
pholipases and cutinises, requires the operation of a lid
mechanism, whereby the contact with a hydrophobic inter-
face displaces a mobile section of the tertiary structure to
expose the binding site, thereby “activating” the enzyme
toward its substrate [108]. Reetz et al. [261–267] reasoned
that it might be possible to use hydrophobic Ormosils to
both encapsulate and activate lipases and showed that a
variety of lipases could indeed be stably activated and
entrapped in micro-phase-separated poly(alkylsiloxanes),
hybrid poly(alkylsiloxane)–polydimethylsiloxane sol–gels,
and magnetite–Ormosil composites. The method has since
been extended to functional Ormosils and filled compos-
ite sol–gels, and it appears that the technique is generically
applicable to many lipases, phospholipases, and cutinises
[268–277]. The technique provides particulate and thick film
materials that display aqueous and organic-phase activi-
ties of 60–130% and 140–1,400% of those of the soluble
enzymes. The biocatalysts have been used to catalyze the
regio-, chemo- and enantio-selective hydrolysis, esterifica-
tion, and transesterification of carboxylic acids, alcohols, and
esters and the acylation of amines in aqueous and aqueous–

organic media and organic solvents. Fluka offers these cat-
alysts for laboratory-scale trials, and Novo Nordisk markets
several poly(alkoxysiloxane)–lipase immobilizates for indus-
trial catalysis.

Various other hydrolases have also been encapsulated in
inorganic, Ormosil, hybrid, filled, and IPN sol–gels (Table 7).
Esterase, serine, cysteine, and metallo-proteases, �- and
�-glycosidases, acid and alkaline phosphatases, phospholi-
pases, and organophosphorus hydrolases have been success-
fully entrapped in hydrogels and xerogels and applied to the
hydrolysis of model compounds and the synthesis of bioac-
tive peptides, glycosides, oligosaccharides, lipids, etc. [83,
226, 279–283].

Sol–gel biocatalysts have also been fabricated for lyase
enzymes, which are of great interest for asymmetric syn-
thesis by virtue of their ability to stereospecifically form
C–C bonds [13–15, 257–260]. Enzymes such as aldolases,
aldolase catalytic antibodies, oxynitrilase, and ketoacid
decarboxylases have been successfully entrapped in oxide
and siloxane sol–gels and applied to the asymmetric aldol
condensation, hydrocyanation, and addition of aldehydes
and ketones [83, 284, 285]. Similarly, sol–gel immobilized
oxidoreductases, including lipoxygenases, tyrosinases, the
heme proteins, cytochrome c, hemoglobin, myoglobin, and
horseradish peroxidase, and alcohol and polyol oxidases and
dehydrogenases have likewise been used for the synthesis
of polyunsaturated fatty acid hydroperoxides, the hydroxyla-
tion of aromatics, oxidative polymerization of phenolics, the
S-oxidation of sulfides, and the regio- and enantio-selective
oxidation of alcohols [83, 286, 287].

The power of sol–gel encapsulation is perhaps best
demonstrated with its application to the preparation of
multienzyme biocatalysts (Table 7) [83, 288]. Thus, it
has been clearly demonstrated that the co-entrapment
of enzymes that catalyze consecutive reactions in sol–
gels can lead to an enhancement in overall catalytic effi-
ciency and productivity, presumably due to the proximity of
catalytic centers resulting in the efficient transfer of reac-
tion intermediates between enzymes, effectively enhanc-
ing their local concentration. Thus, a system of the six
proteins—sialic acid aldolase, myokinase, pyruvate kinase,
pyrophosphatase, CMP-sialate synthase, and �-(2,6)-sialyl
transferase—has been trapped in Ormosil–metallosilicate
matrices and applied to the continuous synthesis of the
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Table 7. Enzyme-based sol–gel biocatalysts.

Proteins Precursor(s) Bioencapsulated sol–gel Reaction catalyzed Ref.

Lipases: TMOS [Enz]–siloxane xerogels Hydrolysis and transesterification [83, 261–278]
of glycerolipids

Candida rugosa TEOS [Enz-ferrite]–siloxane xerogels Hydrolysis and transesterification of esters
Candida antartica MeTMOS [Enz]–magnetite-siloxane Esterification of alcohols and carboxylic

xerogels acids
Candida lipolytica PrTMOS [Enz]–PVA-siloxane xerogels Enantioselective hydrolysis of esters
Aspergillus niger BuTMOS [Enz]–gelatin-siloxane xerogels
Aspergillus oryzae HxTMOS [Enz]–graphite-siloxane xerogels
Aspergillus awamori OcTMOS [Enz]–phyllosilicate-siloxane
Rhizomucor miehei ODcTMOS xerogels
Mucor javanicus PGS
Pseudomonas cepacia TMOS+MeTMOS
Pseudomonas fluorescens TMOS+ PrTMOS
Penicillium roquefortii PrTMOS

+ 3-APTMOS
Rhizopus arrhizus TMOS+ PDMS
Humicola lanuginose MeTMOS+ PDMS
Wheat germ TEOS+ 3-MPTEOS
Porcine pancreas PrGS+ PDMS-PGS

Pig liver esterase PMeMS+ PMZrS [Enz]–siloxane xerogels Enantioselective hydrolysis of esters [83]
MeGS+ PGZrS (Thick films on sintered clay,

and powders)

Proteases TMOS [Enz]–siloxane hydrogels and Hydrolysis of amides [83, 279]
xerogels

Trypsin TEOS [Enz]–metallosilicate xerogels Hydrolysis of N-protected amino acid
esters

Proteinase K PGZrS Transesterification of unprotected
amino acid esters

Carboxypeptidase Y VnGS+ PGS Synthesis of dipeptides and
�-Chymotrypsin MeGS+ PGS oligopeptides
Subtilisin GAPS+ PGAlS

Glycosidases TMOS [Enz]–siloxane hydrogels and Hydrolysis of model and natural [83, 280, 281]
xerogels �-glucosides

Rice �-galactosidase PMS [Enz]–alginate-silica hydrogels Synthesis of alkyl and hydroxyalkyl
and xerogels �-galactosides

Almond �-glucosidase PGS Synthesis of sterol �-glucuronides
Sulfolobus �-glucosidase PGS+GAPS
Bovine �-glucuronidase PDMS-PGS

Phospholipase D PMeGS+ PGZrS [Enz]–siloxane hydrogels and Hydrolysis and transesterification [83]
xerogels of phospholipids

Acid phosphatase PMS [Enz]–silica hydrogels and Hydrolysis of phenyl phosphate [83]
PGS xerogels

Pseudomonas atrazine TMOS [Enz]–siloxane hydrogels and Hydrolysis of atrazine [282, 283]
Chlorohydrolase TMOS+MeTMOS xerogels

Organophosphorus TMOS [Enz]–siloxane hydrogels and Hydrolytic detoxification of paraoxon [83, 226]
hydrolases xerogels and parathion
Pseudomonas paraoxonase PGS
Pseudomonas parathion PDMS-PMS
Hydrolase PDMS-PGS

Aldolase catalytic TMOS [Antibody]-silica xerogel Aldol condensation of aldehydes [284]
antibodies (abzymes) and ketones

Aldolases PMS [Enz]–silicate hydrogels and xerogels Aldol condensations of aldehydes [83, 285]
and ketones

Rabbit muscle aldolase PGS
Sialic acid aldolase PGTiS

continued
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Table 7. Continued

Proteins Precursor(s) Bioencapsulated sol–gel Reaction catalyzed Ref.

Almond �-hydroxynitrile PMS [Enz]–siloxane hydrogels and xerogels Hydrolysis of �-hydroxynitriles [83]
Lyase (oxynitrilase) GAPS+ PGS Asymmetric hydrocyanation

GAPS+ PGS of aldehydes
+MeGS

Pyruvate decarboxylase PGAIS [Enz]–silicate hydrogels and xerogels Synthesis of phenylacetyl carbinol [286]
Soybean lipoxygenase I TMOS [Enz]–siloxane hydrogels and Hydroperoxidation of linoleic [83, 286]

xerogels and linolenic acids
PMS [Enz]–alginate-silica hydrogels and
MeGS+ PGS xerogels

[Enz]–phyllosilicate-silica xerogels
Mushroom tyrosinase PMS [Enz]–siloxane hydrogels and xerogels Hydroxylation of phenols and [83]
(polyphenol oxidase) PGS+GAPS tyrosine derivatives

Heme proteins TMOS [Enz]–silica hydrogels and xerogels Oxidative polymerization of phenols [83, 287]
Cytochrome c PMS S-Oxidation of dibenzothiophene
Hemoglobin PGS S-Enantioselective sulfoxidation
Myoglobin of sulfides

Horseradish peroxidase

Alcohol oxidoreductases PMS [Enz]–siloxane hydrogels and xerogels Oxidation of glucose to gluconate [83]
Glucose oxidase PGS Oxidation of glycerol-3-phosphate to
Glycerol-3-phosphate oxidase PGZrS glyceraldehyde-3-phosphate
Alcohol dehydrogenase PMeMS+ PMS Enantioselective oxidation of primary

alcohols
PMeGS+ PGS Asymmetric reduction of aldehydes

Sialic acid aldolase+ sialyl 3-APGS+ PGZrS [Enzymes]–siloxane xerogels Synthesis of the bioactive sialylated [83]
transferase+myokinase+ trisaccharide �-(2,6)-sialyl-N -
pyruvate kinase+ CMP sialate acetyllactosamine
synthase+ pyrophosphatase

Formate dehydrogenase+ TMOS [Enzymes]–silica hydrogels Conversion of carbon dioxide [288]
formaldehyde dehydrogenase+ to methanol
alcohol dehydrogenase

Note: 3-APGS, 3-aminopropylglyceroxysilane; 3-APTMOS, 3-aminopropyltrimethoxysilane; BuTMOS, butyltrimethoxysilane, 3-GAPS, 3-gluconamidopropylsiloxane;
3-HEAGS, 3-(1′-hydroxy-2′- (2′′-hydroxyethylamino)ethoxy)propylglyceroxysiloxane; HxTMOS, hexyltrimethoxysilane; MeGS, methylglyceroxysilane; MeTEOS, methyl-
triethoxysilane; MeTMOS, methyltrimethoxysilane; 3-MPTMOS, 3-mercaptopropyltrimethoxysilane; OcTMOS, octyltrimethoxysilane; ODcTMOS, octadecyltrimethoxysi-
lane; PDMS, silanol-terminated polydimethylsiloxane; PGAIS, poly(glyceryl aluminosilicate); PGS, poly(glyceryl silicate); PGZrS, poly(glyceryl zirconosilicate); PMS,
poly(methyl silicate); PMeGS, poly(methylglyceroxysilane); PMeMS, poly(methylmethoxysilane); PMZrS, poly(methyl zirconosilicate); PrTMOS, propyltrimethoxysilane;
TEOS, tetraethoxysilane; TMOS, tetramethoxysilane; VnGS, vinylglyceroxysilane.

bioactive oligosaccharide �-(2,6)sialyl-N -acetyllactosamine
[83]. Similarly, formate dehydrogenase, formaldehyde
dehydrogenase, and alcohol dehydrogenase, have been
co-encapsulated in silica and used for the remarkable con-
version of carbon dioxide to methanol [288].

8. FUTURE DEVELOPMENTS IN
SOL–GEL NANOBIOENCAPSULATION

The last decade has witnessed an increasing interest in sol–
gel bio-nanocomposites, and studies to date have uncovered
some remarkable features of these materials [47, 61–74]:

(a) Sol–gel bioencapsulation is generic—a remarkably
diverse range of enzymes, noncatalytic proteins,
DNA, RNA, organelles, and even live cells have been
encapsulated.

(b) Although, as expected, encapsulation within a sol–gel
polymer matrix modifies the functioning of the biolog-
ical, the native activity can be largely retained therein.

(c) Inorganic, hybrid, and composite materials with exotic
physicochemical properties can be utilized for bioen-
capsulation.

(d) Bioencapsulation enables the conversion of labile
biological materials into reusable and physicochemi-
cally robust nanocomposites, which can be fabricated
and manipulated using conventional sol-gel process-
ing procedures.

(e) Biomolecules encapsulated in sol–gel polymers are
protected from biological degradation, and are often
considerably stabilized to chemical and thermal inac-
tivation.

(f) Sol–gel bioencapsulates can be interfaced with spec-
troscopic, optical, and electrochemical platforms to
generate biosensing devices.

However, studies have also exposed substantial hurdles
that need to be overcome for the widespread adoption of
the technology [47, 61–74]:

(a) The biocompatibility of sol–gel protocols needs to
be refined: although advances have been made with
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alcohol-free solutions and glyceroxysilane precursors,
difficulties are still encountered with certain classes of
biologicals, especially oligomeric biomolecules, mem-
brane proteins, organelles, and live cells.

(b) Pore collapse during xerogel preparation remains a
major issue: as well as being the single most important
cause of bioactivity decline upon encapsulation, this
can also lead to structural defects in films and mono-
liths and complicate fabrication procedures. Although
some amelioration can be achieved via the applica-
tion of special drying regimens, drying control addi-
tives, templating and pore-forming compunds, and
glyceroxysiloxane precursors, a generic, practical, and
scalable method for minimizing structural collapse
has as yet to be devised.

(c) The porosity of current generation bioencapsulates is
not optimal: low pore size and volume and the pres-
ence of a disordered/semicontinuous pore structure
give rise to biomolecule subpopulations, which are
inaccessible to analytes, reduce biomolecule dynamics
and inhibit functioning, and cause internal diffusional
limitations. The availability of ordered mesocellular
materials with large pore dimensions above 10 nm
would considerably ease the fabrication of efficient
materials for fast-biosensing and high-throughput bio-
catalysis. Most likely, this could be achieved via
the application of structure-directing surfactants and
polymers, and the use of self-templating precursors.

(d) Present day bioencapsulates generally show poor
mechanical attributes: brittleness and a low resistance
to mechanical stress are typical, and this poses a limit
on many bulk applications. Unfortunately, here one
is at odds with porosity—in general, the greater the
pore size and volume the more fragile and deformable
the polymer is and vice versa. A possible partial
solution is the synthesis of sol–gels with ordered
mesopore or heirarchical pore assemblies, the hon-
eycomb structures of which are known to enhance
mechanical stability. Alternatively, mechanical prop-
erties can be improved by using dendritic- or comb-
type macromeric precursors, IPN composites, and the
use of reinforcing fillers.

In spite of the many substantial hurdles facing sol–gel
bioencapsulation, the rapid advances that have been made
in the past decade in improving encapsulation protocols and
diversifying applications have been remarkable. Indeed, sol–
gel nanoencapsulation offers the single most facile, generic,
and promising methodology for the entrapment and sta-
bilization of biological materials. With this in mind, one
can forsee some future directions for sol–gel nanocomposite
bioencapsulates:

(a) Combinatorial discovery. Recently developed meth-
ods for generating sol–gel polymer and heteroge-
neous catalyst libraries will be applied to the discovery
of novel matrices, the optimization of sol–gel com-
positions, and the screening of sensor and catalyst
libraries for particular applications [289, 290].

(b) Bioencapsulation in transition metal alkoxides. The use
of bulk transition metal oxides and co-encapsulated

oxometallates and metal oxide colloids with con-
ducting, catalytic and/or chromic properties may
pave the way to novel bioencapsulated electro- and
photocatalytic and electrochromic devices for novel
biosensensors, photobioelectronics, etc. [291–297].

(c) Engineering of Ormosils. The appendage of moieties
that can be directly wired to the active centers of oxi-
doreductases and photoproteins and interfaced with
co-encapsulated conducting or photoactive polymers
would enable the construction of integrated elec-
trosensor and optical devices. Similarly, the adapta-
tion of strategies for the co-entrapment of transition
metal catalysts will allow the execution of multicat-
alytic reaction cascades [298–300].

(d) Advanced hybrids and composites. Novel organic–
inorganic sol–gels, IPN and filled composites, and
multilayered architectures are expected to contribute
to the development of highly responsive and rugged
biosensors and biocatalysts that can be used in
extreme environments, and self-supporting catalytic
membranes, as well as enable the use of novel fabri-
cation methods [301, 302].

(e) Templated sol–gels. The development of biocompati-
ble templating methods based upon self-assembling
mercaptosiloxanes and long-chain alkyl siloxanes,
polyblock siloxane copolymers, and exogenous pore-
forming additives should give access to encapsulates
with highly ordered pore morphologies and chemi-
cal functionalities. Furthermore, the deployment of
molecular imprinting techniques should allow the
addition of highly specific recognition functions to
sol–gel biosensors and thereby improve selectivity,
response and resistance to interference and fouling
[303–308].

(f) Microfabrication methods. Recently developed
microstamping, soft lithography, microspotting, and
ink-jet printing technologies [309–311] are expected
to be applied to sol–gel bioencapsulates to the
fabrication arrays for drug screening, genomics,
proteomics, and combinatorial synthesis [312–316]
and the production of microsensors, microreactors,
and bioelectronic devices [317–321].

Although still in its infancy, sol–gel bio-nanocomposites
should significantly advance a range of disciplines that
interface with biology, from the production of biosensors,
biocatalysts, and bioartificial organs to the fabrication of
high-density bioarrays and bioelectronic devices. Indeed, it
is expected that the coming years will witness the realization
of a variety of research and industrial applications, especially
those aimed at the catalysis, sensing/monitoring, diagnostics,
biotechnology, and biocomputing sectors.

GLOSSARY
Biological or biosystem A material of biological origin, for
example, a protein, deoxyribonucleic acid (DNA), living cell,
or some part thereof.
Biocatalyst A biological material, typically an enzyme
(protein) or collection of enzymes, that is able to catalyze a
chemical reaction in a highly specific manner.
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Bioencapsulation The process whereby a biological such as
a protein is physically entrapped within a polymeric material,
for example, a sol–gel, during the synthesis of the latter.
Biosensor A sensor that utilizes a biological molecule such
as protein as a highly specific material for the recognition of
the target analyte.
Electrochemical (bio)sensor A (bio) sensor that generates
an electrical signal in the presence of the corresponding ana-
lyte. The signal is typically measured and quantified using
an electrochemical cell.
Nanocomposite A solid-sate material that consists of two
or more components, at least one of which is polymeric,
and the structure of which is derived from the nanoscale
(typically 1–50 nm) interaction and organization of the con-
tributing components.
Optical (bio)sensor A (bio)sensor that generates an opti-
cal signal in the presence of the corresponding analyte, typ-
ically in the ultraviolet-visible region. The signal is usually
measured and quantified by visual or spectroscopic methods.
Sensor A solid-state material that can specifically recog-
nize one or more chemical compounds (analytes) in its envi-
ronment and generates a response which can be measured
and used to determine the concentration of the analyte(s).
Siloxane A polymer of silicon or a precursor thereof,
which is characterized by the presence of stable covalent
Si–O–Si bonds as well as Si–C bonds.
Sol–gel An inorganic silicon or metal oxide-based poly-
mer or a derivative thereof that is produced using a unique
room-temperature aqueous protocol (sol–gel technology)
based upon the controlled hydrolysis of specific chemical
precursors.
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1. INTRODUCTION
Biological systems offer an unparalleled level of molecular
control over the biosynthesis of inorganic materials, either
as a means of metal detoxification (Ag0, Au0, ZnS, CdS,
and Ag2S) or cellular integration of a functional component
(Fe3O4, Fe3S4, and SiO2�. Detoxification processes include
the bioreduction and/or precipitation of toxic metal ions
into insoluble nontoxic nanoclusters. Alternatively, the con-
trolled biosynthesis of magnetite and silica involves oxida-
tive and condensative associated processes. As a result, the
collection of biogenic particles display exquisite structural
assemblies (diatom frustules), morphologies (tetragonal Ag0

particles), functionality (Fe3O4 as an internal magnet and
SiO2 as a protective barrier), quality (24 carat bacterioform
gold), crystallinity, and monodispersity.

2. BIOSYNTHESIS OF ZERO-VALENT
NOBLE METALS (Ag0 AND Au0)

Noble metals are naturally present in the environment
at various abundances in sea water (ng amounts), rock
(ng amounts), the atmosphere (ng amounts), and soil (�g
amounts). A wealth of documented examples of microbial-
metal interactions and bioaccumulation of noble metals in
everything from unicellular organisms to animals and even in
humans has been documented [1]. At trace amounts, noble
metals are toxic to many organisms. Consequently, the sur-
vival of the organism is dependent upon the detoxification of

noble metal ions by either bioreduction and/or mineraliza-
tion processes. For example, bacterial cells detoxify Ag+ by
evolving silver resistant encoded plasmids that enable Ag0

production in exquisitely shaped particles [2–4]. Interest-
ingly, it is believed that microbial-metal based interactions
involving gold deposits by bacteria date back to over 2.8 bil-
lion years [5]. The following examples provide a detailed
survey of the organisms and mechanisms of biogenic synthe-
sis of gold and silver nanoparticles (summarized in Table 1).

2.1. Biomineralization of Ag0 Nanocrystals

2.1.1. Classification of Silver
Resistance by Organisms

Several bacterial cultures of Pseudomonas stutzeri [2–4],
Escherichia coli [6, 7], Enterobacter cloacae [8], and Citrobac-
ter intermedius B6 [9, 10] are resistant to the antimicrobial
effects of silver. Silver ions primarily act by poisoning respi-
ratory enzymes and electron transport components through
interference with DNA and/or in combination by blocking
the permeability of the outer membrane, thereby inhibiting
growth [7]. Organisms have developed mechanisms to com-
pensate for this toxicity via precipitation of less toxic silver
salts (Ag2PO4, AgCl, or Ag2S), possession of silver resis-
tant plasmids (silver ion efflux or other energy dependent
process), and/or bioreduction of silver ions to nanocrystals
[6, 12].

Genetically encoded silver resistance is common to all
of these organisms and is the most likely silver detoxifi-
cation mechanism. However, with the exception of Pseu-
domonas stutzeri, studies of most species of bacteria have
only reported the biological ramifications of silver and not
the physical characterization of these deposits. The resis-
tance of Citrobacter intermedius B6 [9, 10] and Escherichia
coli [6, 7] was conferred by an ion efflux pump and a lack
of an outer membrane permeability barrier [7].

Pseudomonas stutzeri A259 was the first bacteria shown to
produce silver nanocrystals [3]. Isolated near a silver mine
in Utah, silver resistance in Pseudomonas stutzeri was linked
directly to the DNA plasmid of pKK1 (molecular weight
49.4 MD), one of three known plasmids (pKK1, pKK2, and
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Table 1. Summary of biogenic particles.

Name Organism Product Size Conditions Ref.

Pseudomonas stutzeri Bacteria Ag0 <200 nm Grown in AgNO3 [2]
Medicagos sativa Alfalfa plant Au0 2–20 nm Active uptake Au0 [18, 19]
Pedomicrobium-Like Budding bacteria Au0 ∼1 �m Natural mineralization [5, 21]
Verticillium sp. Fungus Au0 20 nm Intracellular reduction [17]
Verticillium sp. Fungus Ag0 25 nm Intracellular reduction [15]
Lactobacillus strains Bacteria (buttermilk) Au0 25–50 nm Exposure to HAuCl4 [14]
Lactobacillus strains Bacteria (buttermilk) Ag0 15–500 nm Exposure to AgNO3 [14]
Fusarium oxysporum Fungus Au0 20–40 nm Extracellular reduction [22]
Cylindrotheca fusiformis Diatom SiO2 500–700 nm Exposure to Si(OH)4 [70, 71]
Coscinodiscus granii Diatom SiO2 Undefined Exposure to Si(OH)4 [69]
Aquaspirillum Bacteria Fe3O4 25–55 nm 2–7 �M oxygen [44]
A. Magnetotacticum Bacteria Fe3O4 Undefined 2–7 �M oxygen [47, 48]
Undesignated Magnetotactic bacteria Fe3S4 69 nm Anaerobic [56]
Schizosaccharomyces pombe Yeast CdS 1.8 nm Peptide mediated/Cd2+ [86]
Candida glabrata Yeast CdS 2.0 nm Peptide mediated/Cd2+ [86]
Fusarium oxysporum Yeast CdS 5–20 nm Extracellular reduction [89]
Klebsiella aerogenes SO2−

4 reducing bacteria CdS 20–200 nm Exposure to Cd2+/SO2−
4 [90]

Pseudomonas stutzeri Bacteria Ag2S Undefined Grown in AgNO3 [2]
Desulfobacteriaceae Bacterial biofilm ZnS 2–5 nm pH 7.2–8.6/(0.1 ppm Zn) [107]

pKK3) [3]. The existence of pKK1 in the resistant strain was
substantiated by its omission in a silver-sensitive bacterial
colony, forming the basis for a comparative study. However,
this interpretation is controversial.

Slawson et al. [4] first described the accumulation of sil-
ver between the resistant and sensitive strains as occurring
rapidly within the first eight minutes of exposure and with
comparable amounts of silver (300 mg of silver per gram of
dry weight of bacteria) through an energy dependent path-
way. Similarly, both the resistant and sensitive strains exhib-
ited silver binding and deposition localized predominantly
at the cell surface. The silver was deposited at the surface
in the insoluble form of Ag2S as dense conglomerates in
response to high levels of H2S produced by the cell [4]. The
release of H2S was observed to occur at higher concentra-
tions in the Ag-resistant strain than in the Ag-sensitive ones,
thus accounting for differing degrees of resistance to silver
[4].

In an alternate mechanism for silver resistance, Haefeli
et al. [3] speculated that a molecule analogous to metalloth-
ionein forms an inert complex with Ag+, thereby protecting
the bacteria. This was supported by the lack of silver reduc-
tion upon exposure to light. Additionally, Haefeli et al. [3]
reported the reduction capabilities of Pseudomonas stutzeri
A259 and the silver resistant strain A256 with the com-
mon reagents of methylene blue and resazurin, establishing
a plausible bioreduction mechanism for Ag+. They empha-
size that this reductive capacity may or may not have a con-
nection to silver resistance as evidenced by similar results
with A256 and A259 [3].

2.1.2. Biomimetic Approaches
to Microbial-Induced Ag0 Nanocrystals

Characterization of Ag0 Particles by Pseudomonas
stutzeri Another microbial pathway of detoxification
involves the production of silver nanocrystals by Pseu-
domonas stutzeri under laboratory conditions and cultured

in media enriched with AgNO3. Recently, Klaus et al. [2]
characterized these particles by TEM, EDX, and electron
diffraction. The majority of silver was deposited as particles
in vacuole-like granules (ranging from a few to 200 nm in
diameter) between the outer and plasma membranes, with
higher concentrations located at the cell poles (Fig. 1) [2].
At these cellular binding/accumulation sites, different crys-
tal morphologies displayed in the TEM micrographs were
distributed throughout the periplasmic space of the cell in
the form of triangular, hexagonal, and spheroidal silver con-
taining particles [2]. The shape selectivity of the triangu-
lar and hexagonal forms was presumed to result from the
confined space available for plate-like morphology, in addi-
tion to the crystallographic plane bearing the highest atomic
density [12]. It is known that plate morphology is preferred

Figure 1. TEM image of whole uncontrasted cell enriched with Ag+.
Reprinted with permission from [2], T. Klaus et al., Proc. Natl. Acad.
Sci. 96, 13611 (1999). © 1999, National Academy of Sciences, U.S.A.
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during crystal growth due to the faster rate of accumulation
relative to spherical growth. This results from a high aspect
ratio (edge size to thickness) of about 100/1 for a flat crys-
tallite, which provides a surface to volume ratio two orders
of magnitude larger than at equilibrium for plates versus
spheres [12].

From electron diffraction measurements, three different
crystal phases were observed within the cell’s boundary: a
face-centered cubic structure for metallic silver, a mono-
clinic crystalline �-form of Ag2S, and an undeterminable
phase [2]. From a representative sample, the metallic form
was present in the highest abundance followed by a small
number of Ag2S particles. The third crystal type was uniden-
tified crystallographically [2].

Joerger et al. [13] have further developed a biomimetic
approach of transforming biocomposites of nanocrystalline
silver and bacteria into optically functional thin-film coat-
ings. The films were simply produced by thermally treating
the composites to yield a functional carbonaceous material
[13]. The optical properties were characterized by strong
wavelength selective absorption in regions where the matrix
weakly absorbed, and strong reflectance in spectral regions
where the matrix strongly absorbed [13].

Formation of Ag0 Particles by Lactobacillus Bacte-
rial strains of Lactobacillus isolated from buttermilk pro-
duced Ag0 clusters in-situ when treated with AgNO3 and
whey within 12 hours of exposure [14]. The harvested silver
deposits exhibited a bimodal distribution in sizes centered
around 15 nm and 500 nm, with the larger particles result-
ing from coalescence [14]. The subsequent coalescence of
the larger particles inside the bacterium forced a structural
change observed by a protrusion of particles into the cell
wall lining [14]. The crystallinity of these Ag0 products was
inconsistent with metallic silver and Ag2S by XRD, but likely
represented a composite with a silver-rich core externally
shielded by various organic species at the surface [14].

2.1.3. Fungal-Mediated Ag0 Biosynthesis
Verticillium fungal cells exhibited intracellular surface reduc-
tion of silver [15]. Mukherjee et al. [15] cultured cells for
72 hours at concentrations of 10−4 M Ag+, producing sil-
ver nanoparticles that were uniformly distributed on the
cell surface with average sizes of 25 ± 12 nm. The spe-
cific location of the silver deposits was confined to both
the cell wall (external boundary) and cytoplasmic membrane
(internal boundary), thus providing credence for the biosyn-
thetic mechanism [15]. The mechanism controlling nano-
cluster formation was dominated by surface trapping of the
Ag+ ions through electrostatic interactions between the Ag+

and the negatively charged carboxylate groups of cellular
enzymes (not specified) [15]. After trapping the silver ions,
they are reduced by enzymes in the cell wall to silver nuclei,
which further nucleate to clusters [15]. The authors also
reported the successful multiplication of cells over a week
in the presence of Ag+ showing no detrimental effects on
cell growth. In contrast to the Pseudomonas biosynthesized
Ag0 nanoparticles, the crystal morphologies were primarily
spheroidal shapes [15].

2.2. Biomineralization of Au0 Deposits
and Nanoclusters

Gold ions in general are less toxic than silver ions. Con-
sequently, an array of examples of organisms which can
effectively biomineralize metallic gold particles has been
observed. As a result of gold’s properties (lower toxicity),
organisms do not require essential resistance encoded plas-
mids as they did for Ag+, but in turn must be more robust
(physical features of the cell) to counteract the increased
density of mineralized gold. Bacillus cereus [16], Verticillium
sp. [17], Medicago sativa [18, 19], and Pedomicrobium-like
bacteria [5, 20], have the ability to biomineralize gold.

2.2.1. Mechanism and Characterization
of Microbial-Produced Gold

Pedomicribium-like bacteria are commonly associated with
the oxidation of iron and manganese. They represent the
first known system to biologically produce gold particles
(termed bacterioform gold) at a quality of 24 carats [5].
They have been discovered anchored on gold placer deposits
at several geographical sites including Alaska, northwestern
China, and regions of South Africa [21]. Common among all
three sites are locally high concentrations of Au+ and Au3+

complexes of Au(CN)−2 , Au(OH)Cl−3 , and AuCl−4 amenable
to bioaccumulation processes [5]. Additionally, the bacte-
ria exhibited characteristics suitable for deposition processes
such as a direct budding behavior and an inclination towards
colonization advantageous to the continuous mineralization
of gold [5, 21].

The mineralization of gold begins with accumulation in
the cell wall through electrostatic binding of the anionic
gold complexes with positively charged residues (RNH+

3 ,
R4N+� and/or ligation with coordinating ligands (RSH, R2S)
of polypeptides [5]. Aggregates of these sulfur-rich/cationic
peptides then serve as nucleation sites for gold. Upon bind-
ing at the surface, electron transfer processes induce suf-
ficient reduction to metallic Au0 and crystal growth occurs
[5]. This suggests that the high purity (24 carats) isolated
from gold deposits are consequences of both highly selective
binding and the redox properties of the cell.

The formation of gold particles is controlled and limited
by the morphological characteristics of the cells. These bac-
teria lack spatially delineated compartments that can restrict
the dimensions of crystal growth, so the mineralized gold
products result in structurally ill-defined, physically hetero-
geneous, and spatially disorganized forms [5]. This structural
incontinuity is clearly apparent in the SEM images obtained
from representative samples of bacterioform gold [5, 21].
Additionally, coatings of open diffuse colonies of Pedomi-
crobium produced gold deposits that are described as rang-
ing in appearance from extended lacelike networks to oval,
spheroidal, and/or kidney shaped structures approximately
1 �m in size [21]. Samples imaged by SEM also showed a
core region that was significantly compacted, indicative that
the gold layers episodically grew outwards [21]. This intri-
cate architecture of thin gold layers develops from the com-
plex growth patterns of budding cells, their symbiotic role in
the colony, and possibly a hierarchy order. These colonies
consisted of branching, axial, and lateral direct budding cells
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capable of mineralizing gold in all directions to different
extents, evident in the micrographs in which budding assem-
blages are joined by slender gold metallized stalks and hol-
low tubules [21]. It is the budding nature of these cells that
enables the colony to remain a step ahead of irrevocable
entombment by the gold shell.

Watterson [21] confirmed the involvement of
Pedomicrobium-like bacteria in bacterioform gold by using
electron-beam heating experiments. The incident electron
beam causes pyrolytic swelling and other textural changes in
the substrate material identifying its composition [21]. From
the experiments, the results established that the deposits
were not solid gold objects, but they possessed an organic
substrate interior [21].

The strain of Lactobacillus, already shown to produce Ag0

particles, analogously crystallized Au0 under the same exper-
imental conditions [14]. Parallel to Ag0, the growth of Au0

crystals pushed and/or possibly ruptured the cell wall, but
preserved the integrity of the bacterial contour [14]. The
Au0 products belonged to the two size domains of 20–50 nm
and greater than 100 nm [14]. The TEM micrograph (Fig. 1)
illustrated these two distinct sizes along with the cellular dis-
tribution. An abundance of Au0 clusters resided clearly out-
side the delineation of the bacterial contour; however within
the defined contour were predominantly large Au0 crystals
resulting from coalescence [14].

2.2.2. Eukaryotic Biomineralization of Au0

Eukaryotic organisms are also a source of biologically
derived gold particles. The synthesis of gold particles
was recently achieved with the silver bioreducing fungus,
Verticillium sp., under the same laboratory conditions utilized
for Ag0 [14, 17]. Upon exposure of AuCl−4 to Verticillium fun-
gal cells and after an incubation period of 72 hours, monodis-
persed gold nanoparticles successfully formed [17]. The
isolated nanoparticles, averaging 20 nm in size, were char-
acterized by a distinguishable plasmon absorption resonance
at 540 nm and intense diffraction peaks for the (111), (200),
and (220) crystal planes of face-centered cubic gold [17].

The fungal cells bioprocess gold by surface trapping
AuCl−4 ions at the cell wall and through cytoplasmic mem-
brane binding interactions analogous to Ag+ [17]. The
bound gold ions are subsequently reduced by enzymes within
the cell wall, resulting in the aggregation of metal atoms
and formation of nanoparticles [17]. Mukherjee et al. [17]
arrived at this conclusion by examining the sugars in the cell
wall and the surrounding media for extracellular reduction
of Au3+. A survey of the cell shows a distribution of nano-
particles between the two boundaries, with a higher abun-
dance of gold nanoparticles on the cytoplasmic membrane
than the cell wall. Through examination of the TEM micro-
graphs, a few but large gold particles were also present in
the cytoplasm with random triangular and hexagonal shaped
particles observed.

Contrary to the intracellular synthesis of Au0 by Verticil-
lium, Mukherjee et al. [22] demonstrated the extracellular
reductive capacity of an atypical genera of fungus, Fusar-
ium oxysporum. In solution, the fungal cells released agents
which reduced AuCl−4 to nanoclusters of Au0 [22]. Four pro-
teins (molecular masses 10 kDa–66 kDa) were identified as

being released in the solution according to gel electrophore-
sis [22]. One of the proteins was speculated as being respon-
sible for the Au3+ reduction, while the other proteins might
bind and stabilize the Au0 nanoclusters against aggrega-
tion [22]. The gold products were characterized by FTIR
and TEM. The results from FTIR spectroscopy revealed
unchanged amide I and II bands relative to native proteins,
suggesting that the secondary structure was not affected
by reacting with the gold ions nor binding the gold nano-
cluster surface [22]. The TEM images showed particles
20–40 nm in size with spherical and triangular morphologies
[22]. The implications of extracellular gold reduction impact
a proposed harvesting process and affords commercial
viability [22].

2.2.3. Phytosynthesis and Remediation
of Au0 Particles

The active uptake and mineralization of gold by plants
was first described by Anderson et al. [23] with Brassica
juncea or common mustard plant. It was shown to hyper-
accumulate gold as high as 57 �g of gold per gram of dry
biomass when complemented with different concentrations
of thiocyanate [23]. More recently, gold biomineralization
was reported with Medicago sativa alfalfa plants [18, 19, 21].
Previously, Gardea-Torresdey et al. showed that inactivated
alfalfa biomass can reduce Au3+ ions to Au0 nanoparticles
in solution [18, 20]. In more recent studies, live alfalfa plants
grown in a gold enriched agar were examined for nano-
cluster formation. The experiments were carried out at dif-
ferent concentrations of gold (0, 5, 10, 20, 40, 80, 160, and
320 ppm) and harvested after two weeks of growth [19].
The harvested plants were characterized by EXAFS (X-ray
absorption fine structure) measurements and TEM analysis
[19]. From EXAFS, it was determined that the Au3+ was
reduced to Au0 in the agar solid media prior to active uptake
by the alfalfa [19].

Analysis of the plant components by TEM (Fig. 2)
revealed areas of aggregated gold nanoparticles in the plant

Figure 2. Low magnification TEM micrograph of alfalfa shoot show-
ing aggregates of gold nanoparticles. Reprinted with permission from
[19], J. L. Gardea-Torresday et al., Nano Lett. 2, 397 (2002). © 2002,
American Chemical Society.
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shoots and roots with a negligible concentration in the stems.
This suggested that nucleation of the gold atoms inside the
plants occurred in preferential zones [19]. The plant samples
displayed a broad distribution of nanoparticles with sizes
ranging from 2 to 20 nm in diameter [19]. Gardea-Torresdey
et al. [19] claimed that the difference in sizes is a conse-
quence of nanoparticles being formed at different times dur-
ing the transport of gold atoms through the roots and shoots
network. This particle size then affected the final crystal
phase of the gold, such that an icosahedron structure was
adopted by a 4 nm gold particle and a face centered cubic
twinned structure crystallized for particles 6–10 nm in size
[19]. The icosahedron structure was the most common, as it
represents the lowest energy configuration for gold [19].

The bioreduction of noble metals is a viable mechanism
utilized by biological systems to control the formation of
zero-valent metal particles resulting from the stress of toxic
metal ions present in the environment. Specific organisms
process metal particles differently; however the exact func-
tion that metal particles serve for the organisms besides that
of a detoxification product remains elusive. It is speculated
that silver particles may possibly function in cellular activity
with parallel multifunctionality to magnetite [12]. Addition-
ally, it is alleged that bacteria could use silver ions as part
of an electron transport process in its reduction to metallic
silver [12].

3. BIOMINERALIZATION OF METAL
OXIDES (Fe3O4 AND SiO2)

3.1. Magnetite Bioproducing Bacteria

3.1.1. Discovery and Classification
of Bacterium

In 1975, aquatic bacteria were discovered to have the ability
to biomineralize the magnetically responsive mineral mag-
netite (Fe3O4�. The bacterium was originally seen in the
light of its magnetotaxis during cell culturing. The cells
in the culture were able to translocate inside the culture
based upon the orientation of the magnetite crystals with
respect to the earth’s geomagnetic field [24]. Since then,
biogenic magnetite has been discovered in a wide vari-
ety of organisms, including algae, insects, mollusks, fish,
birds, and in the human brain [25–30]. Recent research has
focused on improving the understanding of the uptake of
iron and formation of magnetite, and its bioapplications will
be reviewed.

The largest group of organisms that biologically produce
magnetite are bacteria. While there exists an extremely
broad range of bacteria that can produce biogenic mag-
netite, all are gram-negative prokaryotes [31]. Isolated
freshwater magnetotactic bacterial strains include Magne-
tospirillium gryphiswaldense (Fig. 3), Magnetospirillum sp.
AMB-1, Magnetospirillum magnetotacitcum MS-1, and Mag-
netospirillum sp. MGT-1 [32–35]. These organisms generally
reside in river sediments and/or in low oxygen concentrated
aquatic environment. Specifically, Bazylinksi et al. [36] have
discovered live magnetotactic bacteria in the Pettaquams-
cutt River Estuary from depths of 2.25 m to a total depth
of 6.5 m. Other populations of bacteria were discovered at

Figure 3. Electron micrograph of Magnetospirillum gryphiswaldense.
Bar = 0�5 �m. Reprinted with permission from [102], D. Schüller and
R. B. Frankel, Appl. Microbiol. Biotechnol. 52, 465 (1999). © 1999,
Springer-Verlag.

depths between 3.5 and 4.7 m below sea level in a region
known as the Oxic-Anoxic Transition Zone (OATZ) with a
maximum number of living motile cells located between 4.4
and 4.7 m [36]. The OATZ is a region of the estuary in
which both molecular oxygen and hydrogen sulfide exist, but
at minimal concentrations. Below the OATZ region is the
anoxic zone where concentrations of hydrogen sulfide exist,
but molecular oxygen does not. Schüller et al. [37] elucidated
that the oxygen concentration range for which bacterial mag-
netite formation occurs is between 2 to 7 �M, although cells
are able to proliferate at higher concentrations of molecular
oxygen [37].

Bacterial cells are able to use the magnetite to wade
through their native aquatic environments with respect to
the earth’s magnetic fields [24]. The crystals are single-
domain in nature and form chains along the interior of
the cell wall [24]. The orientation of the chains aids the
cell in direction and motion, which is termed magneto-
taxis. Researchers have capitalized on this mobility to isolate
magnetite-producing cells from samples by using a magnet
to extract these specific cells to an area separate from the
other cells [38, 39].

The internalized compass that the bacterial cells possess
allows them to determine which direction to move and for
what reason. The motility of the cells is directly linked to
other environmental factors, especially the concentration of
transition metals in the ambient surroundings. Studies have
been conducted of cell motility in aqueous environments to
understand the effects of the metal concentrations. Concen-
trations of 1, 10, and 100 parts per million were used as a
factor in the study. Copper, cobalt, and zinc were shown to
completely inhibit the motility of the cells at any concentra-
tion, while other transition metals showed no inhibition of
the cell motility [41].

3.1.2. Iron in Bioprocessing
Iron uptake is the first step in the formation of magnetite
as illustrated in Figure 4. Matsunaga and Takeyama [42]
discovered and cloned the MagA transport protein from
the magnetotactic bacterium Magnetospirrillum into E. coli
cells using previously employed techniques [49]. This protein
exhibits a high degree of hydrophobicity and is oriented in
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Figure 4. Dynamic scheme of Fe uptake by magnetotactic bacteria.

the phospholipids bilayer with both the N and C terminals
directed towards the interior of the cell. Interestingly, MagA
does not possess the ATPase gene and binding site for ATP,
thereby supporting the theory of it being used as a trans-
porter protein for iron. Iron uptake is directly linked to ATP
consumption away from the MagA site. Upon addition of
ATP to the cloned E. coli cultures isolated with the pro-
teins, the cloned cells immediately began uptake of 59Fe,
which was terminated upon the addition of CCCP (carbonyl-
cyanide m-chlorophenyl-hydrazone), a metabolic phospho-
rylation inhibitor [42].

Inside the cell, the iron is used as a substrate for the
building of magnetic particles. While the detailed mecha-
nism of biomineralization has not been elucidated, two dif-
ferent modes have been proposed. Round et al. [48] have
speculated that iron is taken up by the cell, and chemi-
cally adjusted to hydrous ferric oxide (Fe2O3� as a precursor
to magnetite (Fe3O4�. The cell utilizes the magnetosome,
a highly developed lipid and protein layer that envelopes
the magnetite crystal [38], to direct the crystallization and/or
precipitation of the aqueous ferric oxide precursor to a spe-
cific location in the bacterial cell. Mann observed under high
resolution transmission electron microscopy (HRTEM) in
A. magnetotacticum that nucleation of the precursor occurs
at many locations in the cell. There existed a primary site
of nucleation for the single domain crystals to grow. Since
precipitation of the precursor occurred outside the primary
site, he speculated that this precipitated precursor needed
to be dissolved and reprecipitated at the primary site. Mann
et al. [47] also observed that the amorphous precursor
is kinetically more stable than the final product of mag-
netite crystals. Consequently, once crystallization has begun
the magnetite (Fe3O4� will be the more thermodynamically
stable product relative to the ferric oxide precursor [38].

The second method of controlled growth is envisioned as
a solid state rearrangement at a solution front between the
amorphous precursor and the crystalline magnetite. As crys-
tals of magnetite grow in the bacterial cell, they form large
conglomerates of the amorphous ferric oxide that is used
to form the crystal phase magnetite. It has been speculated
that the amorphous phase encounters a solution front caus-
ing the solid state rearrangement of the substrate of ferric
oxide to form the magnetite. In the A. magnetotacticum cell,
amorphous material has been observed in high association
with the Fe3O4 crystals, suggesting that the rearrangement
of the amorphous ferric oxide occurs to form the magnetite
crystals. It is unlikely that precipitation of the precursor
occurs in the second method of solid state rearrangement to
form the crystal because of this high degree of associativity
between the precursor and crystalline phases [38].

3.1.3. The Magnetosome
While studying magnetite in Aquaspirillum, Balkwill et al.
conjectured that the magnetite particles are probably
enveloped by a lipid bilayer, known as the magnetosome
[49]. They were, however, unable to visualize the lipid
bilayer because of the high electron density of the mag-
netite core that the bilayer surrounded. Gorby et al. [38]
attempted to prove the existence of the lipid layer by remov-
ing it using standard biochemical techniques and character-
izing the composition of the layer. Magnetotactic cells were
cultured and lysed so that the magnetite particles were able
to be magnetically separated. Once separated, the lipid layer
of the magnetosome was extracted and analyzed [35]. The
composition was determined to consist of three components.
The first fraction made up of neutral lipids and free fatty
acids amounted to eight percent of the total structure. The
second fraction, consisting of thirty percent of the lipid layer,
was made of glycolipids, sulfolipids, and phosphatides, while
phospholipids accounted for sixty-two percent of the lipid
layer by weight was the third fraction. None of the neu-
tral lipids, fatty acids, or glycolipids were identified, while
the phospholipids were identified as either phosphotidylen-
thanolamine or phosphotidylserine by thin layer chromatog-
raphy [38].

Further research by Okudu et al. [45] has led to the iso-
lation of three unique proteins associated with the magnet-
some. These proteins include a 12 kDa protein (MAM12), a
22 kDa protein (MAM22), and a 28 kDa protein (MAM28).
Interestingly, MAM22 shows a significant degree of homol-
ogy with numerous proteins of the tetratricopeptide repeat
protein family. MAM22 is believed to be located on the sur-
face of the magnetosome and electrostatically interacts with
the cytoplasm [45]. Although there has been some specu-
lation that the MAM 22 protein may have a receptor-like
function, to date there has been no evidence to support this
theory.

3.1.4. Crystal Dimensions and Morphology
In magnetotactic cells, there exist many different morpholo-
gies of magnetite crystals that are based specific to different
species of magnetotactic bacteria (Fig. 5). The main tech-
nique for identifying the structures is HRTEM. Through this
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Figure 5. Morphologies of bacterially produced magnetite. Morpholo-
gies include (a) cubo-octahedral, (b, d, e, f) elongated hexagonal pris-
matic, and (c) bullet shaped. Reprinted with permission from [104]
D. Schüller and R. B. Frankel, Appl. Microbiol. Biotech. 52, 466 (1999).
© 1999, Springer-Verlag.

method, researchers have been able to identify a wide vari-
ety of structures including parallelpipeds (40 × 40 × 60 nm)
[46], hexagonal prisms truncated by the {111} plane [40],
and octahedral with faces truncated by the {111} and {100}
faces [47].

Along with varying shapes of the crystal structures, the
crystals themselves have defined size values that are species
dependent. The overall space constraints within the cell
probably dictate the final size of the crystals of mag-
netite [48]. For instance, Balkwill et al. [44] studied the
dimensions of the magnetite mineralized in cells from the
genus Aquaspirillum. These cells possessed magnetite with a
monomodal size range of 25 to 55 nm in diameter (average
of 42 nm) and 39 to 49 nm in length [44]. This particular
genus of bacteria has a distinct cell size that is determined
through mitotic division. When any cell is reproduced, size
constraints are dictated by the genetic makeup of that partic-
ular cell. Due to this rigid cell size, the biological magnetite
can only be produced to a size that can actually fit within the
physical space of the cell, leading to crystal size conformity
of the magnetite in individual cells of any genera.

3.2. Biological Production
of Magnetite in Salmon

While bacterial cells are the most abundant sources of
biogenic magnetite, other organisms are able to mineral-
ize magnetite and use it as an internal compass. A notable
example is salmon, which employs magnetotaxis to “hone
in” on a specific location to spawn without celestial recog-
nition [49]. Biogenic magnetite has been discovered deep in

the recesses of the salmon (Oncorhynchus nerka) brain in
the ethmoid region [50, 51]. Mann et al. [50] studied the
composition and orientation of these magnetite crystals. The
chains were straight and continuous, disrupted, or folded
upon themselves and looped around other magnetite chains
[50]. Previously, other chains were found in bacterial mag-
netite sources that are typically straight and continuous. In
Mann’s analysis, sample preparation could have caused the
discrepancies in the salmon chains [50]. Overall, the chain
makeup contained between 13 and 45 magnetite crystals
with modal length groups of 21 to 25 crystals and 35 to 40
crystals. The median of the chain groups fell within a range
of 21 to 25 particles in length [50].

The chain arrangements and lengths are not as significant
as the morphology of the crystals. As stated earlier, bacterial
magnetite has always been highly associated with an amor-
phous iron layer that surrounds the crystallized material.
In salmon, the magnetite is not associated with any amor-
phous material and in fact has no structural irregularities or
edge dislocations [50]. All of the crystals studied were cubo-
octahedral and had the [111] face of the adjacent crystals
perpendicular to the axis of the crystal chain. The average
size of the crystals studied was 25 to 60 nm with a mean
value of 48 nm. Elemental analysis showed iron as the only
inorganic source in the crystals [50].

The ethmoid region of the adult salmon brain shows an
intense magnetic moment. The intensity of the magnetiza-
tion of the ethmoid tissue was 130±75 pT while the ethmoid
cartilage had an intensity of 281±77 pT [52]. This high level
of magnetization enables the salmon to translocate using
earth’s geomagnetic field. The magnetite that is found in the
salmon increased throughout the entire lifespan of the fish
(fry, yearling, smolt, and adult) [52]. From theoretical calcu-
lations, it is believed that salmon in the fry stage of life are
able to respond to magnetic changes. Salmon in the smolt
stage of life have been shown to be able to detect small mag-
netic changes in a magnetic field and use this information
as a magnetoreceptor [52]. The brain is not the only source
of magnetic material for the salmon. Magnetic material, not
characterized as magnetite, has been found in other tissues,
of salmon such as eye, skin, and olfactory tissues, which do
not function in magnetoreception [52].

3.3. Biological Production of Magnetite
in the Human Brain

Magnetite has also been found in human brain tissues [30].
Kirschvink [52] exposed magnetite crystals in human cadaver
brain tissue 12 to 24 hours post mortem. They found trace
amounts of ferromagnetic material homogeneously through-
out the meninges and entire brain, including all cerebral
lobes, the cerebellum, basal ganglia, and the midbrain [30].
In the meninges, the magnetite crystal concentration was
around 70 ng of magnetite per 1 g of tissue, while in brain
tissue concentrations were approximately 4 ng of magnetite
per 1 g of tissue. Dobson and Grassi [52] have also studied
the distribution of magnetite in the brain, observing higher
concentrations of 3.0 to 7.2 ng/g for human brain tissue
and 54 to 109 ng/g for meninges tissue. The primary differ-
ence between the studies is that Dobson and Grassi’s were
obtained from living samples and frozen in liquid nitrogen
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immediately, while Kirschvink’s samples were attained post
mortem [53]. It seems possible that post mortem degrada-
tion or fragmentation from sample preparation of the over-
all crystal structures may explain the difference in particle
concentration and size.

Cerebral magnetite crystals have an oddly prismatic mor-
phology, unlike the more typical octahedral crystals found
in geological samples. This bolsters the argument that mag-
netite formed in the brain is of biogenic origin [30]. The
grain sizes of the magnetite are bimodal with a population
of crystals between 10 to 70 nm in length, and another pop-
ulation between 90 and 200 nm in length [30]. Due to this
large distribution of sizes, the crystals are not likely to be
used as a magnetic field detector in humans [54]. Currently,
a physiological use for these crystals is unknown. In the study
of the human brain crystals, they are remarkably similar to
other biogenic crystals of magnetite from other organisms in
shape and morphological content [30].

An interesting aside is the fact that there does exist a dif-
ference between magnetite crystal bioproduction in human
males and females. Male subjects have shown an increased
concentration of neural magnetite crystals with age. The
data trend has a slope of positive 1.48 for the increase of
magnetite as the male ages. In fact, the data is significant at
the 90% confidence interval [55].

3.4. Greigite Bioproducing Bacteria

3.4.1. Discovery of Bacterium
While the organisms mentioned above are able to mineral-
ize magnetic particles of Fe3O4, other bacterial organisms
are able to biomineralize a different magnetic iron parti-
cle. Bacteria that reside in anaerobic environments are able
to biologically produce crystals of greigite, Fe3S4. This bac-
terium commonly resides in sulphidic rich, brackish water
and river sediments [56].

3.4.2. Crystal Composition
Originally, Mann et al. [56] discovered these undesignated
magnetotactic bacteria with a mixture of particles containing
greigite (Fe3S4� and pyrite (FeS2�. The samples that were
used were collected from marine environments with high
sulphidic concentrations. Upon separation of the crystals,
powder patterns returned d-spacings for pyrite from this
magnetic material that was irregular in structure. This find-
ing gives support to the fact that in these samples, greigite
was a minor component. Greigite was certainly in the sam-
ple, though, because strong diffraction contrasts indicated a
crystalline structure consistent with Fe3S4 [56].

3.4.3. Crystal Morphology and Distribution
Since this initial finding of greigite, more structurally
pronounced crystals have been uncovered from bacte-
rial specimens. From sulphidic environments, two different
unclassified rod-shaped, single-cell, greigite-producing bac-
teria have been shown to synthesize highly regulated crystals
of greigite. The first bacterial strain is able to produce highly
organized chains of rectangular prismatic greigite, up to 57
crystals in length, with crystal dimensions of 69 × 50 nm.
The second strain of bacteria is able to biomineralize chains

of 26 well-defined cubo-octahedral crystals with an average
length of 67 nm. All particles analyzed contained only iron
and sulfur with no oxygen atoms present [57].

Bazylinksi et al. [36] continued this research of greig-
ite producers to find the environment that they inhabited.
Researchers located magnetotactic griegite producing bacte-
ria in the OATZ (Oxic-Anoxic Transition Zone) region and
in the anoxic region below the OATZ that is completely sul-
fidic in nature. These organisms are logically found in this
region because of their need of sulfur sources for the bio-
genic production of greigite. From the OATZ and anoxic
regions, magnetotactic bacteria were uncovered that con-
tained both greigite (Fe3S4� and magnetite (Fe3O4�. The
deeper into the OATZ region that the samples were pro-
cured, the more likely the crystals were to be solely griegite.
Finally, once the anoxic region was reached, the bacteria
contained only griegite crystals [36].

3.5. Silica Bioproduction

Biogenic silica, SiO2, has been found in a vast array of
creatures in the plant kingdom. Stunning examples of these
organisms include single celled diatoms (of the order Bacil-
lariophyceae) [58]. These fascinating creatures can biopro-
duce an estimated 240 ± 40 teramoles of silicon per year
in breathtaking arrays of siliceous structures resulting from
the uptake and conversion of silicic acid present in dilute
concentrations of the earth’s oceans [61].

3.5.1. Diatoms
Diatoms, classified under generas Nitzschia or Hantzachia,
are single-celled organisms that biogenically produce amor-
phous silica as structural elements of their cell wall,
commonly referred to as a frustule [59]. Diatoms have two
different cell structures, which give rise to different cell
shapes. The pinnate diatoms are long and narrow with an
axis that spans the length of the diatom and parallel to the
plane of symmetry. The centric diatoms have radial sym-
metry around an axis that is located through the center of
the cell lengthwise [60]. Figure 6 provides an example of a
centric diatom.

Figure 6. The diatom P. sulcata. Reprinted with permission from [59],
F. E. Round et al., “The Diatoms: Biology and Morphology of the Gen-
era,” Cambridge Univ. Press, New York, 1990.
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Recently, studies have begun to focus on the biochemical
pathways that give rise to biogenic silica. The likely precur-
sor of biogenic silica is silicic acid (Si(OH)4�, which exists in
concentrations of 70 �M throughout the world’s oceans [61].
Transport proteins from the cell walls of the diatom Cylin-
drotheca fusiformis have been putatively identified as active
silicic acid transporters [62]. To date, five different trans-
porter proteins have been found. Active uptake of silicic acid
is coupled with sodium ion transport [63, 64]. For frustule
formation, the cell must have enough silicic acid for complete
formation of the frustule. If there is not enough precursor,
the frustule cannot be completely formed. Consequently, it is
believed that uptake of silicic acid by the diatom is completed
just before frustule formation is performed [62].

Diatom Cell Division The rigid and amorphous silica cell
wall of the diatom causes cell formation to undergo different
steps of morphogenesis, different than cells with a phospho-
lipid bilayer cell wall. This specialized cell division actually
causes the biodeposition of silica to form this unique diatom
cell wall. The silica frustule forms a Petri dish like struc-
ture that encapsulates the interior of the cell and protects it
from external forces. The top portion of the frustule is the
epitheca, which overlaps the bottom portion known as the
hypotheca. With cell division, each newly formed cell must
develop a new portion of the frustule, either the epitheca
or hypotheca. The new cells are able to retain the opposite
theca from the original cell from which cell division began
[60, 65, 66].

Once the cell begins the division process, a specialized
valve is developed in association with each daughter cell.
This valve, known as the silica deposition vesicle (SDV), is
used for the biodeposition of silica to form the new frustule
half. The SDV is used in exocytosis of the silica held within
it to form a hypovalve on the exterior of the two daughter
cells where the silica frustule is not located. This eventually
is turned into the hypotheca of new cells [60, 65, 66].

With the hypovalve developed, the daughter cells sep-
arate from each other to form two new cells. The girdle
bands, the overlapping bands of the Petri dish like struc-
ture, continue to develop fully into the frustule. During this
point of division, each newly formed cell uses two SDVs to
form the overlapping girdle bands, completing the cell divi-
sion process [60, 65, 66]. Ironically, such a specialized cell
division process eventually reaches a point of diminishing
terms. Each resulting daughter cell is smaller than the orig-
inal cell from which it was derived. Due to this mitotic divi-
sion, the size distribution of the cell over time will become
smaller. Eventually, when mitotic reproduction reaches a
30% to 40% reduction in cell size proportions, the diatoms
will engage in sexual reproduction, leading to the return of
the larger sized diatomic cells [67, 68].

Diatom Frustule Each species of diatom has a different
silica frustulitic structure leading to an astounding variety
of morphologies. Noll et al. [69] have studied the frus-
tulitic morphological structure of the diatom Coscinodiscus
granii using scanning electron microscopy (SEM), as seen
in Figure 7, and atomic force microscopy (AFM). From
these micrographs, the inner surface of the sample appeared
smooth and featureless between the craters in the silica for-
mation. The right side of the image has been disrupted

Figure 7. SEM micrograph of the valves from the diatom C. granii. The
right side of the image has been disrupted by the purification process.
Reprinted with permission from [69], F. Noll et al. Nano Lett. 2, 91
(2002). © 2002, American Chemical Society.

by the purification process. The diameter of the craters is
approximately 400 nm [69].

The surface of the C. granii diatomic frustule took on new
definition when it was analyzed using an AFM. While the
gross morphologies of the frustule were similar in both AFM
and SEM, more defined structures were revealed by AFM.
Granular structures, on the order of tens of nanometers,
were clearly observable between the craters as well as on the
rim of the craters shown in Figure 8. The crater heights were
measured to be on the order of 80 nm from the surface of

Figure 8. AFM image of the valves from the diatom C. granii.
Reprinted with permission from [69], F. Noll et al., Nano Lett. 2, 91
(2002). © 2002, American Chemical Society.
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the valve [69]. It is interesting to note that these individual
spherule sizes were similar to those observed in experiments
with the silica precipitating peptides, the silaffins.

3.5.2. Silica Precipitating Peptides
During frustule formation, silicic acid that has been trans-
ported to the SDV must be hydrolyzed to silica and
deposited. In their pioneering study, Kröger et al. [70]
demonstrated that diatoms have specific peptides associ-
ated with the biogenic synthesis of silica. Extracted from
the frustle of C. fusiformis, the silaffin peptide was shown
to mediate the direct precipitation of silica from silicic acid
solutions [70]. Terminal amino acid sequencing indicated
a high degree of homology between all of the silica pre-
cipitating peptides. The primary amino acid sequence was
ultimately determined to be SSKKSGSYSGSKGSKRRIL
with extensive post-translational modifications of the lysine
residues by polyamines. Additionally, the application of
more mild purification methods coupled with 31P NMR stud-
ies revealed that the serines were post-translationally mod-
ified as phosphoserines. This interpretation was confirmed
by mass spectrometry, which definitively demonstrated that
all of the serines were in fact phosophoserines [71].

Post-translational modifications of the lysine and serine
residues of the R5 peptide are of particular interest (Fig. 9).
These modifications include phosphorylation of the ser-
ine residues and long chain polyamine derivatives of the
lysine residues [70, 71]. Studies from different species have
shown these modifications to be species-specific [70, 71].
The polyamines are highly associated with the frustule and
have been shown to precipitate silica in vitro from solutions
of silicic acid [72]. The process by which these polyamines
generate silica remains unknown. A likely process would
occur via interactions of the amine moieties with the silicic
acid driving the hydrolysis of the precursor into the for-
mation of silica. Kröger et al. have shown in comparisons
between silaffin and the R5 peptide from C. fusiformis (with
lysines not chemically modified) that there exists a signifi-
cant difference in the pH profiles for silica deposition. While
the nonmodified R5 peptide precipitated silica with a max-
imum activity at pH 7.0, silaffins have been shown to have
optimal silica precipitation activity at pH 5.0 (Figure 10).
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This suggests that the polyamine modifications are impor-
tant in the biologically relevant precipitation of silica [70].
Recently, it has been suggested that the phosphorylation of
the serine residues allows for the formation of supramolec-
ular peptide assemblies with locally high concentrations of
polyamine moieties to drive silica formation [71].

3.5.3. Biogenic Silica Morphology
Biogenic silica from silaffins and the related R5 peptide is of
interesting morphology. In vitro precipitated silica forms tiny
nanospheres of amorphous silica that aggregate together to
form larger particles with a size distribution of 500–700 nm
[69, 71] These nanospheres of amorphous silica are the
building blocks of the cell wall frustule.

The morphology of silica precipitated from amine con-
taining polymers has also been investigated. Noll et al. [69]
studied the effects of using tripropylenetetramine (I) and
pentapropylenehexamine (II) on silica precipitation. These
polyamines partially mimicked the post-translational mod-
ifications made to the silaffin peptide lysine side chains.
Upon addition of these linear chain polyamines to silicic
acid solutions, precipitation of silica was immediate. Inter-
estingly, the amorphous silica that was produced had similar
aggregate spherical morphology to that produced by silaffins
but yielded different sizes. The spheres produced by the
polyamine (I or II) possessed a diameter of only 400 nm [69],
which is smaller than those produced from silaffins. Poly-L-
lysine has also been shown to be active in the precipitation
of silica. The nucleophilic amine of each side chain showed
similar precipitation activity to the nucleophilic lysine of the
R5 peptide. The resultant silica had a particle size distribu-
tion of 40–600 nm with a majority of the particles between
200–400 nm [73]. This wide variation in particle size can be
attributed to the statistical distribution of amine moieties
within the polymer’s composition.
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4. BIOMINERALIZATION OF METAL
SULFIDE NANOCLUSTERS
(CdS, ZnS, AND Ag2S)

The biomineralization of cadmium sulfide and zinc sulfide
nanoparticles is well known in plants, certain fungi, yeasts,
and sulfate reducing bacteria. As with many metal ions, Cd2+

and Zn2+ are toxic to these organisms at high levels [74].
In response to these metals, organisms have developed a
variety of specific detoxification mechanisms: (1) alteration
of membrane transport systems reducing entry of Cd2+ into
cell, (2) intracellular or extracelluar sequestration and pre-
cipitation, (3) an energy-dependent ion efflux process, and
(4) enzymatic oxidation or reduction of metal ion to a less
toxic form [75]. An example of CdS biomineralization uti-
lized by plants and yeasts is a biotransformation mecha-
nism consisting of a metal triggered biosynthetic pathway,
metal ion sequestration by small selective peptides, and then
coprecipitation with inorganic sulfide to form nontoxic metal
sulfide clusters (Figure 11) [74]. A description of the mech-
anisms will be provided as well as examples of characterized
metal sulfide clusters mineralized from different organisms.

4.1. Metal Detoxification
by Chelating Peptides

The main feature of metal detoxification (plants and yeast)
is the incorporation of small thiol-rich peptides of the gen-
eral form of (�-Glu-Cys)n-Gly called phytochelatins (PCn�,
which can strongly bind Cd2+ or Zn2+ ions [74, 76–80]. Con-
versely, a minor function of these peptides is associated
with maintaining the homeostasis of the organism by bal-
ancing its essential micronutrients [80]. The importance of
the peptide, however, originates from the unique binding
capacity utilized by the organism in controlling the metal
toxicity. These sequences can contain anywhere from 2 to 11
repeating units, n, depending upon concentration, duration
of metal exposure, and species [81]. Usually, organisms pos-
sess a heterogeneous mixture of peptides of various lengths
[82]. This peptide has been identified in a number of biolog-
ical systems such as Silene cucubalus [76], Pisum sativum L.
[81], Schizosaccharomyces pombe [74, 77], Candida glabrata
[77], and in all plants.

The utility of the phytochelatin peptides results only after
a metal induced trigger mechanism of a specific biosynthetic
pathway is initiated. Exposure of Cd2+ ions induces cellu-
lar synthase of an enzyme of �-glutamylcysteine dipeptidyl
transpeptidase, termed phytochelatin synthase [82]. It was
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Figure 11. Biotransformation mechanism to CdS involving phy-
tochelatin synthesis, formation of metal-phytochelation complex, incor-
poration of labile sulfide, and mineralization of CdS with a surface coat
representative of PC3 and PC4 peptides.

observed that Cd2+ is the strongest inducer of this path-
way requiring only low concentrations to trigger the enzyme,
whereas Cu2+, Zn2+, Pb2+, and Ni2+ are less effective and
must be present at higher external levels for induction [84].
Binding of Cd2+ into a metal recognition domain induces a
conformational shift of the protein to assemble the active
site. The activated enzyme catalyzes the transpeptidation
of �-glutamylcysteine moieties of GSH onto another GSH
molecule of the growing phytochelatin peptide [78]. This
catalyzed reaction terminates when the newly synthesized
phytochelatin peptide reaches an intracellular concentration
such that free phytochelatin removes Cd2+ bound to PCs.

After synthesis of the peptide template, the available
metal ions coordinate to the peptide, forming a metal-
phytochelatin complex in accordance with an S4 coordination
environment [79]. Johanning and Strasdeit [79] studied the
dynamic nature of this complex in terms of thermodynamic
stability and its subsequent equilibria by implementing a
model system of Cd2+/(PC2� to ascertain its biological signif-
icance. PC2, (III), was chosen since it represents the simplest
phytochelatin and a pentabasic acid [79]. Two categories of
complexes were observed: complexes with the same number
of ligands and Cd2+ ions (log KCd = 9�9–13�3) and those with
more ligands than metal ions (log KCd = 16�3–19�3) [79].
They reported at a plant physiological pH of 7.3, typical of
the pH in the cytoplasm of higher plants, the complex of
[Cd2(H2L)(HL)2]7− predominates [79]. Additionally at this
pH, at least 0.5% of the cadmium was uncomplexed and in
the free +2 ionic state indicating that these complexes are
by no means extremely stable [79]. Meanwhile, at a pH of
5.4 in the vacuoles of higher plants, the Cd2+/(PC2� system
liberates 62% of the cadmium [79]. Thus at a basic pH, Cd2+

is chelated by the peptide, but in the acidic environment of
the vacuole, the complexes entirely dissociate to cadmium.
This is reminiscent of a storage/transport mechanism, such
that the peptide temporarily binds and stores the Cd2+ metal
ions in the plant cytosol until transported into the vacuole
whereby the complexes dissociate and the peptide releases
unbound Cd2+ [79]. It is suggested that this complex dis-
sociation also allows the plant to recover the phytochelatin
peptides [79].
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An additional component of the metal-phytochelatin com-
plex is the integration of acid labile sulfide into the resultant
nanocluster. Reactive sulfide ions are believed to origi-
nate via one of two biochemical pathways—either from a
cadmium-induced mechanism that leads to cellular sulfide
generation (source of sulfide is unknown) or as a conse-
quence of the functionality of sulfate reducing bacteria. It is
known, however, that the generated S2− ions and H2S read-
ily react with the Cd2+/(PCn� complex to form insoluble CdS
particles coated with the phytochelatin peptides. The sulfide
content of the cell invariably increases the binding capacity
of the peptide, controls the size of crystallites, and also can
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vary the composition of the peptide coat. The binding capac-
ity was shown to increase for PC2 from 0.5 mole equivalents
of Cd2+ in the absence of sulfide to 5 mole equivalents of
Cd2+ per peptide when the sulfide level was increased [85].

4.2. Biosynthesis of CdS Crystallites
by Plants and Yeasts

As recently as 1989, CdS crystallites produced in yeasts were
discovered by Dameron and Winge [86]. The importance
of the discovery established a method of preparing small
monodisperse CdS clusters that offer unique semiconductor
properties (high discrete excited electronic states and opti-
mal quantum yields) and are stable against Ostwald ripening
and oxidation as compared to synthetic crystals [87]. For
example, the yeasts Schizosaccharomyces pombe and Can-
dida glabrata produced intracellular 1.8 nm and 2.0 nm CdS
clusters respectively, with approximately 85 CdS units encap-
sulated with 30 PC2 peptides [86]. The presence of a peptide
coat was a significant observation in the biological forma-
tion of CdS, as it protected and passivated the surface. Also
extracellular production of 2�9 ± 0�5 nm sized CdS crystal-
lites yielded clusters of undefined stability [86].

Williams et al. studied the batch cultivation of CdS by
Schizosaccharomyces pombe during different growth phases
for optimal crystallite production. They reported that dur-
ing early-exponential growth, cellular metabolism is affected
and there is an increased efflux of Cd2+ ions from the cell,
resulting in minimal formation of CdS. The addition of cad-
mium during the mid-exponential growth phase produced
a maximal amount of CdS. Williams et al. concluded that
the timing of cultivation harvest and the saturation factor of
the biomass are critical for batch production, but production
would also be feasible with a fed-batch culture of increased
biomass cells [88].

4.2.1. Extracellular Enzymatic
Formation of CdS

In a separate study, exposure of aqueous Cd2+ and SO2−
4

to the fungus Fusarium oxysporum (see Section 1.2) resulted
in the first reported case of extracellular fungal synthesis of
CdS by a purely enzymatic process [89]. The active mecha-
nism operating in the CdS crystallization was the extracel-
lular secretion of sulfate reductase enzymes, which slowly
reduced the sulfate over 12 days and formed CdS nano-
clusters 5–20 nm in size [89]. Analysis of the fungal mediated
synthesis by UV-vis and polyacrylamide gel electrophore-
sis (PAGE) confirmed the presence of proteinaeous mate-
rial consisting of the active enzyme and auxiliary proteins
(PAGE indicated 4 protein bands) [89]. These auxiliary pro-
teins possibly afforded a degree of stability to the CdS nano-
particles by binding to the cluster surface and preventing
aggregation of the colloidal solution [89].

Anaerobic sulfate reducing bacteria presents another
enzymatic source of labile sulfide, which has been recog-
nized for years and implicated in the biomineralization of
CdS particles. Examples include Klebsiella aerogenes [90]
and Clostridium thermoaceticum [91] type bacteria. Klebsiella
aerogenes grown in the presence of Cd2+ was documented
to mineralize extracellular CdS crystallites (20–200 nm) on

the cell surface with a total cellular content of labile sul-
fide and cadmium between 0.5–2.0 molar ratio of Cd:S [90].
For Clostridium thermoaceticum, CdS synthesis was energy
dependent and driven by the ability of a cysteine desulfhy-
drase enzyme to catalyze the release of H2S from cysteine
[91]. In order for CdS precipitation to occur, an essential
source of cysteine and Cd2+ was required. In cultures con-
taining Cd2+, it was observed that the total sulfide increased
fourfold and twofold with respect to the amount of extracted
protein [91].

4.2.2. Biomimetic Approaches
to Encapsulated CdS Clusters

As expected, it is not surprising that different species process
and synthesize CdS crystallites to differing degrees and sizes
over a range of conditions. The composition of the CdS pep-
tide coat is therefore also likely to be modified. Barbas et al.
[91] and Dameron et al. [92] studied the surface coat of Can-
dida glabrata derived CdS clusters under different growth
and nutrient conditions. They reported a time/sulfide con-
tent dependent conversion of an entirely glutathione-coated
cluster to a phytochelatin coated surface [91]. The prefer-
ence of higher order and more elongated phytochelatin pep-
tides offering a multidentate binding mode to the surface
are undoubtedly more stable [91]. When cultured in rich
nutrients, the CdS particles had a heterogeneous surface
composition of both glutathione and �-glutamylcysteine.
In synthetic minimal medium, clusters formed with only
polymerized �-glutamylcysteine peptides as the coating sur-
face [92].

The phytochelatin driven biomineralization of CdS in vivo
has directed the progression towards new biomimetic
approaches. These involve mimicking the phytochelatin pep-
tide template with synthetic analogues. The native CdS
crystallites isolated from Candida glabrata were systemati-
cally compared with clusters formed in vitro with synthetic
phytochelatin peptides (n = 2–4) and a metallothionein
hexapeptide [82]. Results indicated that the synthetically
produced CdS crystals (coated with phytochelatin peptides
or metallothioneins) exhibited a red-shifted electronic tran-
sition to 318 nm in the UV-Visible absorption spectrum
analogous to the properties of the native CdS formed
in vivo [82].

Spreitzer et al. [93] and Whitling et al. [94] have
recently developed a spatially addressable combinatorial
library based on an n3 phytochelatin skeleton structure,
X-Cys-Y -Cys-Z-Cys-Gly, to investigate the stabilization of
CdS nanoclusters. Five possible natural and non-natural
amino acids of �-Glu, �-Glu, �-aminobutyric acid (GABA),
SerGly, and -aminohexanoic acid (-Ahx) were permutated
over the X, Y , and Z spacer positions, thus generating a
library consisting of 125 peptidomimetic ligands [94]. Results
from screening the library showed peptides that stabilized
discrete populations of CdS clusters ranging from 1.9 to
2.6 nm in diameter [93]. Spreitzer et al. [93] attributed the
difference in sizes to the number of spacer bonds between
cysteine residues.

Bae and Mehra [95] synthesized CdS-(GSH) clusters
under laboratory conditions to yield a homogeneous GSH
surface. They reported size distributions of CdS-(GSH)
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ranging from 2.14 nm to 4.06 nm upon varying the
Cd2+/GSH ratio and the S2−/Cd2+ molar ratio [95]. In
contrast, the pytochelatin-stabilized CdS clusters at various
sulfide/Cd2+ ratios resulted in a uniform crystallite distribu-
tion with similar optical properties. The optical properties
of CdS-(GSH) were highly affected by the GSH content,
whereby the largest sized particles formed at the highest sul-
fide concentration generated the least GSH capping mate-
rial and showed a reduced fluorescence (�max emission =
490 nm) [95]. The extreme case representing clusters with
the highest GSH content also exhibited low fluorescence
[95]. Additionally, the CdS-(GSH) clusters were shown to
reduce methylviologen accounting for its semiconductor
properties.

In a parallel experiment, Mehra and coworkers [81],
examined the stability of surface bound glutathione ligands
around the CdS core. They effectively demonstrated that the
titration of phytochelatin peptides with CdS-(GSH) nano-
clusters led to a complete ligand exchange on the CdS sur-
face with the phytochelatin peptides and no apparent change
in cluster size [82]. This exchange reaction was monitored
and detected by following the emission at 480 nm, frac-
tionated on a Sephadex G-25 column, and then analyzed
by a cyclic assay [82]. The displacement of GSH conclu-
sively established the higher affinity of CdS for phytochelatin
peptides.

Aside from peptide template controlled CdS synthesis, a
divergent biomimetic approach is involved in the implemen-
tation of an organic matrix mediated process to CdS biosyn-
thesis. Nayar et al. [96] exploited the quaternary structure
of bovine serum albumin for its role in CdS mineralization.
The applicability of bovine serum albumin resulted from
the 35 available cysteine moeities for binding Cd2+ and a
spherical protein cage with a 5–10 nm cavity suited for crys-
tal growth [96]. According to the SEM image, particles of
CdS precipitated out in the appearance of a branched star
structure and were arranged in a helical manner along each
branch indicative of a denatured protein structure [96]. The
CdS crystal sizes were representative of the protein structure
and confined to the dimensions of the cavity (5–10 nm CdS
clusters).
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Similarly, a peptidomimetic matrix (IV) above was
designed to nucleate CdS clusters along the {01.0} crystal
face by Bekele et al. [97]. The ligand was chosen because of
its propensity to nucleate �-hairpin folding (bracketed struc-
ture) and inclination to self-assemble into �-sheet mono-
layers [97]. The resultant peptidomimetic two-dimensional
monolayer effectively nucleated the crystal growth of CdS

(2.5–5.0 nm in width and length) in a wurtizite lattice struc-
ture oriented roughly in the same direction on the mono-
layer [97]. The driving force for the site specific nucleation
was predominantly a consequence of the monolayer organi-
zation and the {01.0} CdS crystal plane [97]. In the �001�
direction of CdS, the Cd-Cd distance was 6.72 Å, which cor-
related with the atom separation distance of glutamic acid
C�-C� of 6.9 Å within a single �-strand [97].

4.3. ZnS Biomineralization
and Biomimetic Design

Biogenic ZnS nanoparticles are analogous to CdS par-
ticles with respect to the crystal lattice structures that
they can accommodate (wurtzite and zinc blend), photo-
physical properties, semiconductor properties, bioprocess-
ing/mineralization mechanism, and, to a lesser extent, their
binding behaviors and affinities. For these reasons, the
examples of biomineralized ZnS crystallites are limited in
contrast to CdS produced clusters. However, the biological
production of ZnS crystals are by no means less important.
The following examples will be focused on biomimetic tech-
niques and unique aspects to the stabilization and control of
ZnS particles.

Mehra and colleagues studied a collection of metal-
chelating bioligands of cysteine [98, 99], glutathione [100,
101], and histidine [102] in the formation of ZnS crystals.
All of the ZnS nanoclusters were synthesized under a variety
of conditions based on a modified colloidal synthetic proce-
dure that mimicked the in vivo biomineralization of eukary-
otic organisms. Essentially, the strategy involved preforming
a Zn-(ligand)n complex and then subsequently reacting the
complex with inorganic sulfide [98]. The presence of inor-
ganic sulfide along with the stabilizing ligand prompted a
competition for metal binding, thus promoting ligand dis-
placement and cluster formation entirely controlled and tai-
lored by the amounts of reactants added and various binding
affinities of ligands/S2− for Zn2+ [98–102]. For example, the
dissociation constant of a zinc-cysteine complex is 1�5×10−18

and the Kd for ZnS is 1�1× 10−24 confirming the preference
to form ZnS [99].

According to this bio-inspired synthesis, cysteine capped
ZnS nanoclusters were successfully produced on a gram
quantity scale [99]. The isolated ZnS clusters exhibited
many highly desired characteristics such as a large shelf
life (stable for more than 30 months as a powder and
against Ostwald ripening), an average particle size of
around 6�08 ± 0�76 nm determined from TEM, photocat-
alytic activity with p-nitrophenol, enhanced optical proper-
ties (absorbance �max = 257–277 nm), and cost effectiveness
[99].

The analogue to cysteine is the cysteine containing tripep-
tide of glutathione, already reported for the stabilization of
CdS nanocrystals. The biosynthesis of ZnS-(GSH) crystals
was carried out by the above procedure and characterized
by a cluster size of 3�45± 0�5 nm (TEM) [100]. Absorbance
maxima ranging from ∼250–290 nm were reported for ZnS-
(GSH) clusters synthesized from ratios of sulfide varying
from 0.25 to 5.0 [95, 98]. In comparison to ZnS-(Cys),
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the glutathione stabilized clusters were more disperse in
size possibly as a result of the higher stability of the Zn2+-
(Cys) complex [98].

The use of histidine as a capping agent yielded hexag-
onal ZnS-(His) clusters (average size 4.2 nm from TEM)
stabilized through surface coordination of the imidazole
moiety [102]. Characterization of the resultant clusters by
UV-visible spectroscopy revealed a dual peak absorption at
∼260 nm and ∼290 nm indicative of two ZnS populations.
A significant enhancement in the fluorescence of the histi-
dine encapsulated clusters by tenfold was achieved relative
to the ZnS-(Cys) clusters, likely due to the charge delocal-
ization within the imidazole ring [102]. It was suggested that
histidine may serve as a more efficient ligand than cysteine
or glutathione in surface passivation by preventing deep trap
surface states from nonradiative recombination [102].

4.4. Biosynthesis of Ag2S Particles

The previously described bacterial strain of Pseudomonas
stutzeri was documented to produce intracellular zero-valent
silver nanoclusters, but also was capable of biogenically pro-
ducing complementary silver sulfide particles [2, 4]. The
extent of silver sulfide precipitation by the bacterial cell var-
ied between reported examples, but Klaus et al. suggested
that the difference in results was due to the experimental
conditions [2].

Brelle et al. [103] have used the ligands of cysteine and
glutathione once again in the biomimetic synthesis of silver
sulfide particles. For both glutathione and cysteine capped
Ag2S clusters, the average particle diameter was determined
to be around 9 nm (TEM) [103]. Also, it was observed that
Ag2S showed a lack of strong absorption, characteristic of
an indirect band gap semiconductor [103].

4.5. Bacterial Biofilms

Bacterial biofilms exist naturally as distinct communities of
bacteria located near the vicinity of mineral deposits. The
formation of biofilms proceed through several stages: attach-
ment of individual bacterial cells to (abiotic or biotic) sur-
faces, colonization of bacteria, quorum sensing, and growth
of a mature biofilm [104]. Quorum sensing allows bacterial
cells to participate in cell–cell communication, which syn-
chronizes the activities of the organized biofilm community
[104]. The classification of biofilms and their relationship to
metals are sparsely reported in the literature. An excellent
example of a biofilm mediated mineralization process was
demonstrated in the prefossilization of Platanus and Tax-
odium leaves by ferrihydrite [105]. It was discovered that
terrestrial leaf fossils originate from leaves coated with an
iron oxide surface; however, the leaves are covered by a
hydrophobic waxy cuticle, which is impervious to metal bind-
ing [105]. In aquatic environments, leaves are quickly colo-
nized by iron oxidizing bacteria (Pseudomonas sp. and other
gram negative rods) that form biofilms featuring an anionic
surface amenable to metal binding [105]. It was claimed that
as much as 107 colony forming units per square centime-
ter of leaf can inhabit a single leaf [105]. Upon exposure of
the biofilm coated leaf to FeCl3, within a period of 10–15
minutes the leaf became encrusted with Fe2O3 [105]. This

encrustation by iron oxide accelerated the conversion from
mineralized leaves to completely fossilized fauna buried in
the sediment over time [105].

Another type of bacterial biofilm mass was identified
near acid mine drainage sites at Iron Mountain in northern
California [106]. The biofilm was classified as a new species
of Archaea, representing a prokaryote population of Ferro-
plasma acidarmanus anchored within pyritic sediments form-
ing dense slime streamers [106]. Uniquely, this Archaeon
was observed to grow under harsh conditions of pH 0.5 and
40 	C as a result of the composition and structural construc-
tion of the cytoplasmic membrane [106]. The extremely low
pH, although not particularly suited for microbial growth,
supported high metal concentrations in solution (iron has
been measured as high as 111 g/L) [106]. The nucleation
and characterization of mineral deposits originating from
the archaeon biofilm were not reported.

Natural biofilms are also associated with the sulfate-
reducing bacteria family of Desulfobacteriaceae [107].
Labrenz et al. [105] have shown that these biofilms can pref-
erentially mineralize ZnS spherical particles of 2–5 nm with
micrometer sized aggregates (SEM) based on a sphalerite
lattice structure in more ambient conditions (pH 7.2–8.6).
The mineralization of ZnS occurs under moderately reduc-
ing conditions accompanied by the accumulation of sulfide
generated by the biofilm mass. Additionally, it was appar-
ent that the biofilms concentrated zinc by 106 times that of
groundwater [107].

4.6. Summary

This collection of organisms best exemplifies the biomineral-
ization of zero-valent metal, metal oxides, and metal sulfide
nanoclusters. These bioproduced nanocrystals exhibit supe-
rior quality (i.e., 24 carat gold), morphology, crystallinity,
and monodispersity to synthetic laboratory-grown clusters as
a result of highly orchestrated detoxification mechanisms.
The uses of such organisms to biomimetically control the
nucleation of nanoclusters under laboratory conditions was
successful with a number of biological systems. For instance,
the fungus Fusarium oxysporum generated Au0 and CdS
nanocrystals extracellularly in good yields. Inspired by these
systems, a variety of innovations and approaches toward
nanocluster synthesis has evolved, such as the implementa-
tion of different nucleating domains ranging in complexity
from peptides to proteins to polymers. These biomolecules
have added a degree of control to the subsequent nano-
cluster growth along with providing a stabilization compo-
nent to the nanocluster surface. For example, CdS crystal-
lites were synthesized with the capping ligands of cysteine,
glutathione, and phytochelatin peptides. Additionally, such
biomolecules will play an important role in alternative fabri-
cation methods involving the surface derivatization of nano-
clusters with antibodies, antigens, or viruses.

GLOSSARY
Bacterioform gold Gold particles originating via microbial
processes.
Diatoms Unicellular marine plant life able to biomineral-
ize a rigid silica frustule.
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Ethmoid region Area of the salmon brain responsible for
magnetic field sensing.
Magnetotaxis Movement of organisms based upon
responses to earth’s geomagnetic field.
Oxic anoxic transition zone (OATZ) Sediment level of
fresh water sources in which the transition from the aerobic
region to anaerobic region occurs.
Phytochelatins Class of small metal-binding peptides
(�EC)nG found in yeast, fungi, and all plants.
Silver resistant plasmids Small circular DNA molecules
that possess genes encoding resistance to silver.

ACKNOWLEDGMENTS
Funding was provided by an NSF CAREER Award (CHE-
0093829). J.S. and M.K. thank the Vanderbilt Institute of
Nanoscale Science and Engineering for support. Also, we
graciously thank Lisa Pasierb for her assistance in proof-
reading the manuscript.

REFERENCES
1. R. R. Brooks, Ed., “Noble Metals and Biological Systems,” CRC

Press, Ann Arbor, MI, 1992.
2. T. Klaus, R. Joerger, E. Olsson, and C.-G. Granqvist, Proc. Natl.

Acad. Sci. 96, 13611 (1999).
3. C. Haefeli, C. Franklin, and K. Hardy, J. Bacteriol. 158, 389 (1984).
4. R. M. Slawson, J. T. Trevors, and H. Lee, Arch. Microbiol. 158, 398

(1992).
5. S. Mann, Nature 357, 358 (1992).
6. M. E. Starodub and J. T. Trevors, J. Med. Microbiol. 29, 101 (1989).
7. X.-Z. Li, H. Nikaido, and K. E. Williams, J. Bacteriol. 179, 6127

(1997).
8. A. T. Hendry and I. O. Stewart, Can. J. Microbiol. 25, 915 (1979).
9. P. A. Goddard and A. T. Bull, Appl. Microbiol. Biotechnol. 31, 308

(1989).
10. P. A. Goddard and A. T. Bull, Appl. Microbiol. Biotechnol. 31, 314

(1989).
11. J. T. Trevors, Enzyme Microb. Technol. 9, 331 (1987).
12. M. Sarikaya, Proc. Natl. Acad. Sci. 96, 14183 (1999).
13. R. Joerger, T. Klaus, and C.-G. Granqvist, Adv. Mater. 12, 407

(2000).
14. B. Nair and T. Pradeep, Crystal Growth & Design 2, 293 (2002).
15. P. Mukherjee, A. Ahmad, D. Mandal, S. Senapati, S. Sainkar, M. I.

Khan, R. Parishcha, P. V. Ajaykumar, M. Alam, R. Kumar, and
M. Sastry, Nano Lett. 1, 515 (2001).

16. T. J. Beveridge and R. G. E. Murray, J. Bacteriol. 141, 876 (1980).
17. P. Mukherjee, A. Ahmad, D. Mandal, S. Senapati, S. R. Sainkar,

M. I. Khan, R. Ramani, R. Parischa, P. V. Ajayakumar, M. Alam,
M. Sastry, and R. Kumar, Angew. Chem., Int. Ed. Engl. 40, 3585
(2001).

18. J. L. Gardea-Torresdey, K. J. Tiemann, G. Gamez, K. Dokken,
I. Cano-Aguilera, L. R. Furenlid, and M. W. Renner, Environ. Sci.
Technol. 34, 4392 (2000).

19. J. L. Gardea-Torresdey, J. G. Parsons, E. Gomez, J. Peralta-Videa,
H. E. Troiani, P. Santiago, and M. Jose-Yacaman, Nano Lett. 2,
397 (2002).

20. J. L. Gardea-Torresdey, K. J. Tiemann, G. Gamez, K. Dokken,
S. Tehuacanero, and M. Jose-Yacaman, J. Nanopart. Res. 1, 397
(1999).

21. J. R. Watterson, Geology 20, 315 (1991).
22. P. Mukherjee, S. Senapati, D. Mandal, A. Ahmad, M. I. Khan,

R. Kumar, and M. Sastry, Chem. Bio. Chem. 5, 461 (2002).

23. C. W. N. Anderson, R. R. Brooks, R. B. Stewart, and R. Simcock,
Nature 395, 553 (1998).

24. R. Blakemore, Science 190, 377 (1975).
25. F. F. Torres de Araujo, M. A. Pires, R. B. Frankel, and C. E. M.

Bicudo, Biophys. J. 50, 375 (1986).
26. B. A. Maher, Proc. R. Soc. London, Ser. B 265, 733 (1998).
27. H. A. Lowenstam, Science 211, 1126 (1981).
28. S. Mann, N. H. C. Sparks, M. M. Walker, and J. L. Kirschvink, J.

Exp. Biol. 140, 35 (1998).
29. R. Wiltschko and W. Wiltschko, “Magnetic Orientation in Ani-

mals,” Springer, New York, 1995.
30. J. L. Kirschvink, A. Kobayashi-Kirschvink, and B. J. Woodford,

Proc. Natl. Acad. Sci. 89, 7683 (1992).
31. R. P. Blakemore, N. A. Blakemore, D. A. Bazylinski, and T. T.

Moench, Magnetotactic Bacteria, 3, 1882 (1989).
32. K. H. Schleifer, D. Schüller, S. Spring, M. Weizenegger,

R. Amann, W. Ludwig, and M. Kohler, Syst. Appl. Microbiol. 14,
379 (1991).

33. T. Matsunaga, T. Sakaguchi, and F. Tadokora, Appl. Microbiol.
Biotechnol. 35, 651 (1991).

34. R. P. Blakemore, D. Maratea, and R. S. Wolfe, J. Bacteriol., 140,
720 (1979).

35. T. Matsunaga, F. Tadokoro, and N. Nakamura, IEEE Trans. Magn.
26, 1557 (1990).

36. D. A. Bazylinksi, R. B. Frankel, B. R. Heywood, S. Mann, J. W.
King, P. L. Donaghay, and A. K. Hanson, Appl. Environ. Microbiol.
61, 3232 (1995).

37. D. Schüller and E Baeuerlein, J. Bacteriol. 180, 159 (1998).
38. Y. A. Gorby, T. J. Beveridge, and R. P. Blakemore, J. Bacteriol.

170, 834 (1988).
39. A. M. Spormann and R. S. Wolfe, FEBS Microbiol. Lett. 22, 171

(1984).
40. T. Matsuda, J. Endo, N. Osakabe, A. Tonomura, and T. Arii,

Nature 302, 411 (1983).
41. A. S. Bahaj, P. A. B. James, and I. W. Croudace, IEEE Trans.

Magn. 30, 4707 (1994).
42. T. Matsunaga and H. Takeyama, Supramolec. Sci. 5, 391 (1998).
43. T. Matsunaga, C. Nakamura, J. G. Burgess, and K. J. Sode,

J. Bacteriol. 174, 2748 (1992).
44. D. L. Balkwill, S. Maratea, and R. P. Blakemore, J. Bacteriol. 141,

1399 (1980).
45. Y. Okudu, K. Denda, and Y. Fukumori, Gene 171, 99 (1996).
46. D. A. Bazylinski, R. B. Frankel, and H. W. Jannash, Nature 334,

518 (1988).
47. S. Mann, R. B. Frankel, and R. P. Blakemore, Nature 310, 405

(1984).
48. F. E. Round, R. M. Crawford, and D. G. Mann, in “Magnetite

Biomineralization and Magnetoreception in Organisms,” S. Mann,
Ed., Plenum Press, New York, 1985.

49. R. Wiltschko and W. Wiltschko, “Magnetic Orientation in Ani-
mals,” Springer, New York, 1995.

50. S. Mann, N. H. C. Sparks, M. W. Walker, and J. L. Kirschvink,
J. Exp. Biol. 140, 35 (1988).

51. M. W. Walker, T. P. Quinn, J. L. Kirschvink, and C. Groot, J. Exp.
Biol. 140, 51 (1988).

52. J. L. Kirschvink, Bioelectromagnets 17, 187 (1996).
53. J. Dobson and P. Grassi, Brain. Res. Bull. 39, 255 (1996).
54. J. R. Dunn, M. Fuller, J. Zoeger, J. Dobson, F. Heller,

J. Hammann, E. Caine, and B. M. Moskowitz, Brain Res. Bull. 36,
149 (1995).

55. J. Dobson, Experimental Brain Research online (2002).
56. S. Mann, N. H. C. Sparks, R. B. Frankel, D. A. Bazylinski, and

H. W. Jannasch, Nature 343, 258 (1990).
57. B. R. Heywood, D. A. Bazylinski, A. Garratt-Reed, S. Mann, and

R. B. Frankel, Naturwissenschaften 77, 536 (1990).
58. T. L. Simpson and B. E. Volcani, “Silicon and Siliceous Structures

in Biological Systems,” Springer, New York, 1981.



308 Biogenic Nanoparticles

59. F. E. Round, R. M. Crawford, and D. G. Mann, “The Diatoms:
Biology and Morphology of the Genera,” Cambridge Univ. Press,
New York, 1990.

60. N. Kröger and M. Sumper, in “Biomineralization: From Biology
to Biotechnology and Medical Applications,” E. Baeuerlein, Ed.,
Wiley-VCH, Weinheim, 2000.

61. P. Tréguer, D. M. Nelson, A. J. Van Bennekom, D. J. DeMaster,
A. Leynaert, and B. Quéguiner, Science 268, 375 (1995).

62. M. Hildebrand, K. Dahlin, and B. E. Volcani, Mol. Gen. Genet.
260, 480 (1998).

63. C. W. Sullivan, J. Phycol. 12, 390 (1976).
64. P. Bhattacharyyaand B. E. Volcani, Proc. Natl. Acad. Sci. USA, 77,

6386 (1980).
65. C. Zurzolo and C. Bowler, Plant Physiol. 127, 1339 (2001).
66. J. Pickett-Heaps, A. M. M. Schmid, and L. A. Edgar, “The Cell

Biology of Diatom Valve Formation,” Biopress, Bristol, U.K.,
1990.

67. D. G. Mann, Hydrobiologia, 269/270, 11 (1993).
68. C. Van Den Hoak, D. G. Mann, H. M. Johns, “Algae: An Intro-

duction to Phycology,” Cambridge Univ. Press, New York, 1997.
69. F. Noll, M. Sumper, and N. Hampp, Nano Letters 2, 91 (2002).
70. N. Kröger, R. Deutzmann, and M. Sumper, Science 286, 1129

(1999).
71. N. Kröger, S. Lorenz, E. Brunner, and M. Sumper, Science 298,

584 (2002).
72. N. Kröger, R. Deutzmann, C. Bergsdor, and M. Sumper, Prod.

Natl. Acad. Sci. 97, 14133 (2000).
73. S. V. Patwardhan, N. Mukherjee, and S. J. Clarson, J. Inorgan. &

Organomet. Polymers 11, 193 (2002).
74. P. Perego and S. B. Howell, Toxicol. Appl. Pharmacol. 147, 312

(1997).
75. D. P. Cunningham and L. L. Lundie, Jr., Appl. Environ. Microbiol.

59, 7 (1993).
76. M. Friederich, R. Kneer, and M. H. Zenk, Phytochemistry 49, 2323

(1998).
77. A. Al-Lahham, V. Rohde, P. Heim, R. Leuchter, J. Veeck,

C. Wunderlich, K. Wolf, and M. Zimmermann, Yeast 15, 385
(1999).

78. S. Klapheck, S. Schlunz, and L. Bergmann, Plant Physiol. 107, 515
(1995).

79. J. Johanning and H. Strasdeit, Angew. Chem., Int. Ed. Engl. 37,
2464 (1998).

80. R. Kneer and M. H. Zenk, Phytochemistry 31, 2663 (1992).
81. S. Klapheck, W. Fliegner, and I. Zimmer, Plant Physiol. 104, 1325

(1994).
82. C. T. Dameron and D. R. Winge, Inorg. Chem. 29, 1343 (1990).
83. R. K. Mehra and D. R. Winge, J. Cell. Biochem. 45, 30 (1991).

84. E. Grill, S. Loffler, E-L. Einnacker, and M. H. Zenk, Proc. Natl.
Acad. Sci. USA 84, 439 (1987).

85. R. K. Mehra, E. B. Tarbet, W. R. Gray, and D. R. Winge, Proc.
Natl. Acad. Sci. USA 85, 8815 (1988).

86. C. T. Dameron and D. R. Winge, Nature 338, 596 (1989).
87. P. Williams, E. Keshavarz-Moore, and P. Dunhill, Enzyme Microb.

Technol. 19, 208 (1996).
88. P. Williams, E. Keshavarz-Moore, and P. Dunnhil, J. Biotechnol.

48, 259 (1996).
89. A. Ahmad, P. Mukherjee, D. Mandal, S. Satyajyoti, M. I. Khan,

R. Kumar, and M. Sastry, J. Am. Chem. Soc. 124, 12108 (2002).
90. J. D. Holmes, P. . Smith, R. Evans-Gowing, D. J. Richardson, D. A.

Russell, and J. R. Sodeau, Arch. Microbiol. 163, 143 (1995).
91. J. Barbas, V. Santhanagopalan, M. Blaszczynski, W. R. Ellis Jr.,

and D. R. Winge, J. Inorg. Biochem. 48, 95 (1992).
92. C. T. Dameron, B. R. Smith, and D. R. Winge, J. Biol. Chem. 264,

17355 (1989).
93. G. Spreitzer, J. M. Whitling, J. D. Madura, and D. W. Wright,

Chem. Commun. 209 (2000).
94. J. M. Whitling, G. Spreitzer, and D. W. Wright, Adv. Mater. 12,

1377 (2000).
95. W. Bae and R. K. Mehra, J. Inorg. Biochem. 69, 33 (1998).
96. S. Nayar, A. Sinha, S. Das, S. K. Das, and P. R. Rao, J. Mat. Sci.

Lett. 20, 2099 (2001).
97. H. Bekele, J. H. Fendler, and J. W. Kelly, J. Am. Chem. Soc. 121,

7266 (1999).
98. W. Bae and R. K. Mehra, J. Inorg. Biochem. 70, 125 (1998).
99. R. Kho, C. L. Torres-Martinez, and R. K. Mehra, J. Colloid Inter-

face Sci. 227, 561 (2000).
100. C. L. Torres-Martinez, L. Nguyen, R. Kho, W. Bae, K. Bozhilov,

V. Klimov, and R.K. Mehra, Nanotechnology 10, 340 (1999).
101. W. Bae, R. Abdullah, D. Henderson, and R. K. Mehra, Biochem.

Biophys. Res. Comm. 237, 16 (1997).
102. R. Kho, L. Nguyen, C. L. Torres-Martinez, and R. K. Mehra,

Biochem. Biophys. Res. Comm. 272, 29 (2000).
103. M. C. Brelle, J. Z. Zhang, L. Nguyen, and R. K. Mehra, J. Phys.

Chem. A 103, 10194 (1999).
104. S. Kjelleberg and S. Molin, Current Opinion in Microbiology 5, 254

(2002).
105. K. A. Dunn, R. J. C. McLean, G. R. Upchurch Jr., and R. L. Folk,

Geology 25, 1119 (1997).
106. K. J. Edwards, P. L. Bond, T. M. Gihring, and J. F. Banfield, Science

287, 1796 (2000).
107. M. Labrenz, G. K. Druschel, T. Thomsen-Ebert, B. Gilbert, S. A.

Welch, K. M. Kemner, G. A. Logan, R. E. Summons, G. De Stasio,
P. L. Bond, B. Lai, S. D. Kelly, and J. F. Banfield, Science 290,
1744 (2000).



www.aspbs.com/enn

Encyclopedia of
Nanoscience and
Nanotechnology

Biological Molecules in Nanodevices

Stephen C. Lee, Mark A. Ruegsegger, Mauro Ferrari

Dorothy M. Davis Heart and Lung Research Institute, Columbus, Ohio, USA

CONTENTS

1. Introduction

2. Nucleic Acids in Nanobiological Devices

3. Proteins in Nanodevices

4. Conclusions

Glossary

References

1. INTRODUCTION

1.1. Nanotechnology, Biotechnology
and Nanobiological Devices

Nanotechnology aims to satisfy desired objectives using
materials and devices whose valuable properties owe to
some specific nanometer-scale element of their structures.
This definition puts no restrictions on the overall dimension-
ality of nanotechnologically derived constructs, but merely
requires involvement of some precise-structure nanoscale
feature in function. Thus, devices and structures of even
macroscale dimensionality assembled from, or containing,
functional nanoscale components can be legitimately gath-
ered under the nanotechnology umbrella. As a second corol-
lary to the definition, biotechnology must be considered a
subdiscipline of nanotechnology. The function of biolog-
ical macromolecules (proteins, nucleic acids) depends on
their precise nanoscale structures, so inclusion of aspects
of biotechnology relating to macromolecule engineering
under the nanotechnology rubric is legitimate. Individual
biological macromolecules (proteins, nucleic acid molecules,
supramolecular complexes, etc.) often exhibit the coordi-
nated, modular multifunctionality that is characteristic of
purpose-built devices.

The topic of this article is nanodevices containing func-
tional biological molecules, rather than nanomaterials per se,
and device design and operational properties will be dis-
cussed in preference to discussion of novel physical, chemi-
cal, or electrical properties of nanomaterials and structures.

For instance, both nanomaterials used as drug formula-
tion excipients (pharmacologically inert materials included
in formulations that modulate pharmacophore uptake,
biodistribution, pharmacokinetic, handling, storage, or other
properties) and single molecule nanomaterials with thera-
peutic activity (as are most protein drugs), while impor-
tant in their own contexts, will rightly be excluded from
discussion of nanodevices here. The logic of this auctorial
choice is clear, but is supported by another less obvious
consideration that is gradually gaining broad acceptance.
Unlike nanotechnology practice in most nonmedical con-
texts, access to novel physical properties associated with
the nanosize regime (for instance, quantum effects) is not
primary, or even significant, motivation for most nano-
therapeutic design. The impetus to ultra-small and nano-
therapeutics lies in the related desires for minimally invasive
therapies and therapeutics which provide high densities of
multi-faceted functionality in very small packages. In addi-
tion, nanotherapeutics generally must interface with biolog-
ical nanocomponents of the patient (protein, nucleic acids,
etc.), a goal frequently best satisfied by functional biological
components (protein, nucleic acids, etc.) of nanodevices.
Clearly, quantum and other physical effects, typically asso-
ciated with other aspects of nanotechnology are not the
primary drivers of the function of most biological macro-
molecules. This logic suggests that for the near future,
and perhaps indefinitely, many nanotherapeutic devices will
contain (or be primarily composed of) biological macro-
molecules. The argument is most persuasive in the cases of
nanodevices used in vivo.

Devices are integrated functional structures which exhibit
desirable emergent properties that are inherent in (and
are the object of) their design. These properties emerge
as the result of a spatial/temporal organization of compo-
nents, as well as a coordination action of individual com-
ponents. The organization of components in devices is the
critical factor that allows them to perform cogent work pro-
cesses and differentiates devices from admixtures of their
constituent components. In the early 21st century, avail-
ability of synthetic functional nanocomponents is problem-
atic. While some nanoscale catalysts, electrical components,
and functional structures are available, current technology
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does not allow the combination of precise nanoscale control
of structure and chemistry coupled with high manufactur-
ing throughput necessary to satisfy plenipotent nanodevice
technology. Again, logic and circumstance dictate a critical
role for biological macromolecules in nanotechnology.

In as much as biotechnology can be considered a
subdiscipline of nanotechnology, it is fitting that biotech-
nology should provide a critical source of functional com-
ponents for nanodevices. The diversity of chemical activity
of proteins and nucleic acids in the biological world is vast
and well beyond the capability of the most advanced cur-
rent materials science to duplicate with synthetic materials.
Furthermore, production and engineering of biological
macromolecules is facile (see [1] for a review of pro-
tein engineering approaches for nanotechnological device
construction) and relatively inexpensive. In the absence
of a capacity to produce corresponding nanocomponents
by synthetic means, incorporation of engineered or native
biomolecules as functional components is a logical approach
to functional nanodevices in which one or more protein
species (or nucleic acid species) is organized around or
within a synthetic nanostructure that causes the aggregate
manifestation of the activities of the biomolecules to add to
a useful outcome. As we will see, this can occur as the result
of the coordination of disparate biological activities to nano-
scale proximity, or by organization of functional components
such that they interact in a controlled manner, leading to a
desired result.

This said, biotechnology historically has focused on pro-
duction of individual soluble protein and nucleic acid
molecules for pharmaceutical use, paying only limited atten-
tion to functional supramolecular structures [1–6]. The bias
towards free molecules on the part of the biotechnology
industry has been driven by the marketplace. Single protein
drugs are among the easiest biotechnological therapeutics
to realize from both technical and regulatory perspectives.
However, this commercially driven bias flies in the face of
the importance of supramolecular structures in the biologi-
cal world. Within even the least complex biological entities,
biological macromolecules are aggregated into supramolec-
ular assemblages performing concerted functions that can-
not be achieved without such organization. Virtually all
organismal activities and functions ultimately emerge from
the activities and interactions of such supramolecular com-
plexes, which themselves function as the result of the com-
bined activities of individual nanoscale macromolecules.
Viewed from this perspective, the biological world is pop-
ulated with naturally occurring nanodevices, a fact that
provides additional motivation for the incorporation of
biomolecules in nanodevices used in therapeutic contexts.
Hybrid nanodevices can interact with patients on multiple
levels, ranging from organismal to molecular, but it is rea-
sonable to expect that most nanotherapeutics will interface
with patients at the nanoscale at least to some extent [1–4,
7–12]. This translates to interaction between therapeutic
devices and patient biological macromolecules, supramolec-
ular structures, and organelles. As previously discussed, this
consideration often dictates the incorporation of biological
macromolecules and other biostructures into nanodevices
[2, 3, 11–13].

Until recently, incorporation of biomolecules into func-
tional supramolecular structures (devices) has been tech-
nically difficult, and used only in special cases. However,
synthetic materials derived using micro/nanotechnology
techniques afford the opportunity to complement and tran-
scend the (self-imposed) limits of biotechnology to the
production of individual soluble macromolecules. These
materials can provide scaffolds that support higher-level
organization of multiple biomolecules into devices. The
organization of functional components provided by nano-
scale scaffolds allows nanodevices to perform work activ-
ities that mixtures of their protein components as soluble
molecules cannot. Such supramolecular structures have been
variously called nanobiotechnological devices [14], nano-
biological devices [1–6, 15], or hybrid or semi-biological
nanodevices.

1.2. Design of Nanobiological Devices

Construction of hybrid nanodevices involve incorporation
of prefabricated biological components, an activity which
presents distinctive challenges that are seldom encountered
in other aspects of engineering. For instance, since native
biological macromolecules are not made to human design,
their properties are often much less well understood than
are those of purpose-built synthetic structures. Addition-
ally, the activities of biological molecules are often multi-
faceted (so-called pleiotropic activities), though this may not
be immediately apparent to an engineer wishing to use a
particular protein or nucleic acid sequence as a device com-
ponent. These and other factors make design and prototyp-
ing of biological nanodevices highly iterative and empirical
processes [1, 3, 4, 12].

First, the biological components of nanobiological devices
must retain their function in new (i.e., device) contexts.
The specific bounds of a biological component in a
semi-biological device are defined by the requirements of
the component for function, and therefore identification of
the minimal unit requires at least rudimentary knowledge
of the biochemistry of the protein or nucleic acid involved.
In some cases, incorporation of intact biological macro-
molecules is not necessary to satisfy device functions (see
Figs. 1 and 2). For instance, specific molecular recogni-
tion functions can be useful for either nanodevice assem-
bly or tissue targeting. Such recognition functions can be
conveniently derived from antibodies, though it is not usu-
ally necessary to incorporate entire 150,000 atomic mass
unit (AMU) antibody molecules into devices. Specific anti-
gen recognition is conferred by a 20,000 AMU antibody
fragment [16–18] and this antibody fragment is sufficient
to confer specific recognition properties to nanoparticles or
devices (Fig. 1B).

In other cases, desired functionalities are not inherent in
a single molecule and multimolecular complexes must be
incorporated into devices. Most biological molecular motor
systems function as multiprotein complexes, and multipro-
tein complexes sometimes must be incorporated into func-
tional nanostructures to impart motility upon them (Fig. 2).
Rotary motors, such as the F-ATPase [19, 20] and the bac-
terial flagellar cap [21–25] are obligately multiprotein com-
plexes to accommodate their rotary action.
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Figure 1. Many biological macromolecules are multifunctional and
essentially modular: distinct molecular functions are performed by dis-
crete regions of the molecules. Here individual polypeptide chains of
an immunoglobulin G molecule (IgG) (Fig. 1A) and an engineered
derivative of an IgG (Fig. 1B) are represented as lines with amino-
and carboxy-ends of the polypeptide chains are indicated by N and
C, respectively. IgGs are monospecific, bivalent molecules composed
of two low molecular weight light chains (Lc�, two higher molecular
weight heavy chains (Hc), covalently linked by intrachain disulfide link-
ages (crosshatches). IgGs perform a number of activities, some of which
are antigen-specific (antigen recognition), and some of which are not
(nonspecific effector functions including complement fixation, recog-
nition of macrophage surface receptors, etc.). Individual activities are
delimited to specific regions (domains) of the protein. For instance,
specific antigen binding is mediated by a domain containing elements
of the light chain and the heavy chain which are proximal in the three
dimensional structure of IgG (boxed, bold lines). Amino acid sequence
in this domain, variously called the variable region (Fv) or complemen-
tarity determining region (CDR), varies from one IgG molecule to the
next, conferring on each individual IgG its exquisitely specific antigen
recognition properties. Nonspecific effector functions are common to
all IgGs, and are also mediated by domains that are proximal to each
other in space and whose amino acid sequences are highly conserved
in all IgG molecules. Nonspecific effector regions are clustered in the
so-called constant region or Fc of IgG. Engineered immunoglobulins
(in this case, a single-chain Fv or ScFv) illustrate how the modular-
ity of proteins can be exploited by technologists (Fig. 1B). Each CDR
accounts for less than one-seventh of IgG molecular weight, but confers
all of the antigen-specific recognition properties of the antibody. Since
the CDR consists of both a Hc and Lc component, ScFvs are conve-
niently synthesized as a single molecule by incorporation of a short flex-
ible peptide region between the Hc and Lc versions of the CDR, using
standard protein engineering methods. ScFvs confer the exquisitely spe-
cific antigen recognition properties of their parent IgGs to any molecule
or nanostructure to which they are appended.
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Figure 2. Some biological functions are performed by concerted action
of oligomeric macromolecular complexes, rather than single macro-
molecules. Unlike the polypeptide chains of immunoglobulins, the
individual polypeptides of such complexes are typically not covalently
bound to one another. Here an oligomeric protein complex, F-ATPase
(Fig. 2A), and an engineered derivative of it (Fig. 2B), provide exam-
ples of complexes of multiple proteins that act in concert to perform
a single function. In this representation, individual polypeptides are
presented as ovals, representing their globular natures and to more
accurately represent the organization of the complex. F-ATPase also
illustrates how nanotechnologists can isolate functionalities of interest
from larger biological structures, provided they have sufficient biochem-
ical and ultrastructural information. F-ATPase is an integral membrane
mechanoenzyme complex that harvests energy from transmembrane
proton gradients to synthesize ATP. Adenosine triphosphate synthesis
involves the rotation of part of the complex (indicated by the clock-
wise arrow), driven by energy harvested from the proton gradient. The
holoenzyme complex contains eight distinct protein species, and about
20 individual protein molecules, but only the �, �, and � subunits are
required for rotary motion. The potential for the relevant portions of
F-ATPase (�, �, and � subunits) to act as molecular motors has been
recognized by both cell biologists and nanotechnologists, and the �, �,
and � subunits of the mechanoenzyme complex have been isolated and
assembled with a propeller (either an actin filament or a micromachined
structure) linked to the � subunit (2b). If the � and � subunits are
attached to a substrate, ATP hydrolosis by the structure results in rota-
tion of the � subunit and the propeller attached to it. The �, �, and �
subunits-propeller assembly can provide motive force to nanomaterials
to which it is attached (see [19, 86–89]).

As previously described, device function emerges from the
summed activities of device components. Coordination of
component activities into a cogent work process occurs as
the result of the organization of the components relative to
each other that is imposed in device design. As Figure 2
shows, motor complexes require precise spatial positioning
of individual protein subunits to allow them to interact pro-
ductively, and impart motion to the nanodevice. Similarly,
the spatial relationships between protein that do not interact
with each other but interact with other nanoscale molecules
and structures (such as auxiliary proteins or receptor beds
present in various cell types or tissue spaces) can be crit-
ical to device function and properties. This has also been
observed in cases in which growth factors and cytokines have
been deployed on solid surfaces and the resulting structures
have been used to trigger cell proliferation [26–29]. The
magnitude of proliferation and other parameters of biolog-
ical responses are intensely sensitive to the specific geome-
tries of protein presentation on the proliferative surface, as
will be discussed subsequently.

The bacmid (or Bac-to-BacTM� molecular cloning sys-
tem exemplifies how specific arrangements of functional
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biological components support device function, as will be
discussed later. However, bacmid exhibits another criti-
cal property of nanobiological devices: the potential for
such devices to perform functions without precedent in
the natural world. Other nanobiological devices, for exam-
ple, systems incorporating motor proteins, particularly those
derived from F1 ATPase and similar supramolecular struc-
tures, also illustrate the potential to cause biological struc-
tures to perform functions that are other than those they
perform in their native settings as the result of care-
ful design and assembly of nanobiological devices. Nano-
biological device designers are thus not limited to merely
recapitulating naturally occurring supramolecular systems,
as is described later in a discussion of specific supramolecu-
lar devices.

Some design guidelines for hybrid biosynthetic nano-
devices, particularly for therapeutic applications, have been
formulated [1, 3, 4, 10–13, 30–32]. One vision of nanoscale
therapeutic platforms arose from collaboration between the
National Cancer Institute (NCI) and the National Aeronau-
tics and Space Agency (NASA) [3, 11, 13, 30]. National
Space and Aeronautics Agency is concerned with mini-
mal mass therapeutics, driving their interest in compact,
multifunctional therapeutics. National Cancer Institute is
interested in early detection of disease and non-invasive
therapy to improve prognosis. Since this requires screen-
ing of a population of predominantly healthy patients, the
screening mode must be minimally invasive. The interests
of the two agencies are complementary and can be met
both with ultra-small (micro- or nanoscale), multifunctional
hybrid biosynthetic devices. Additionally, the proposed ther-
apeutic entities are not only expected to remediate unde-
sired physiological conditions, but also to recognize (sense)
and report them. Extensive capability for molecular recog-
nition and communication with external clinicians/operators
is integral to the NASA/NCI vision and is eminently feasi-
ble using hybrid nanodevices. These capacities would allow
controlled provision of therapeutic intervention, maximiz-
ing benefits and minimizing side effects, thereby yielding
“smart” therapeutics (see the discussion of targeting and
triggering). The authors have named these supramolecu-
lar entities therapeutic platforms, denoting their multifunc-
tionality and differentiating them from conventional small
molecule and protein drugs.

While substantial progress has been made in device design
and realization, no multipotent nanoscale hybrid therapeu-
tic platform has yet been commercialized. However, seg-
regation of individual therapeutic functions into individual
modules allowed in the therapeutic platform paradigm is
potentially very powerful. Classes of broadly similar devices
could be tailored by interchanging modules (targeting mod-
ules, sensing modules, drug dispensing modules, etc.) of
the hybrid device as appropriate to particular disease states
or therapeutic courses. Standardization and interchangeabil-
ity of functional modules may eventually allow tuning of
nanotherapeutics to needs of individual patients or condi-
tions. Standardization of modules could potentially mitigate
regulatory burdens for variants of individual therapeutic
platforms.

A dendritic polymer-based therapeutic platform design
incorporating independent, fungible component modules, is

illustrated in Figure 3. This structure represents a class
of devices that have been termed “cluster agents” by
their inventors. The device is a supramolecular complex
built by exploitation of dendrimer self-assembly properties
[33, 34]. This particular cluster agent is intended for cancer
chemotherapy, and exhibits many of the canonical features
postulated in the NCI/NASA vision [11, 13]. Individual func-
tions (sensing, triggering targeting, drug delivery, etc.) are
delimited to individual device subunits (i.e., individual den-
drimers) that can be interchanged as needed to address
therapeutic exigencies. For instance, many tumor types over-
express folate receptor on their surfaces, and so target-
ing/tethering to such tumors can be accomplished via a
folic acid residue covalently linked to the targeting mod-
ule. For other tumor types, folate might not be the appro-
priate molecular targeting moiety, and a different module
would be used (for instance, one decorated with glyco-
proteins or cytokine molecules preferentially recognized by
the target tumor type). Similar tuning could be applied to
the specific drug and therapeutic delivery module, to best
accommodate the drug sensitivities of individual tumors. As
genomics and proteomics are applied increasingly to indi-
vidual patients, the modularity of cluster agents and similar
nanobiological devices may allow very nimble, personalized

Figure 3. Synthetic materials can be used to organize functional bio-
logical molecules into modules that can be assembled into therapeutic
devices and modules can be interchanged to tune activity of the devices.
Shown is a schematic of a modular “cluster agent” for cancer therapy
[13, 33, 34, 163] consisting of multiple derivatized PAMAM dendrimers.
PAMAM dendrimers are fractal nanoscale polymers grown in discrete
steps called generations (indicated by numbers) from a central initiator
core. Activities/subroutines of this cluster agent include tissue targeting
(Ta), sensing of the local environment (S), encapsulation of therapeu-
tic payload (En, encapsulated drug indicated as E), and triggering of
therapeutic action (Tr). These activities, and the biomolecules respon-
sible for them, are localized to the surfaces or internal spaces of the
indicated dendrimer subunits. The modularity of the design allows the
cluster agents to be configured as is appropriate for a number of related
but distinct clinical circumstances.
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therapeutic responses to disease leading to potentially vast
improvements in individual therapeutic outcome.

2. NUCLEIC ACIDS IN
NANOBIOLOGICAL DEVICES

2.1. Nucleic Acid Hybridization: Structure
and Assembly

The base pair hybridization, specific sequence recognition,
and replication properties of nucleic acids (Fig. 4A and
4B) and associated enzymes are potentially attractive prop-
erties for incorporation in semi-synthetic nanodevices and
are often exploited by nanodevice designers [35–38]. For
instance, reversible self-assembly by DNA hybridization is
used to control the assembly and relative positions of nano-
materials conjugated to nucleic acids in many nanodevices.
Seeman et al. [35] and Shchepinov, Niemeyer, and Seeman
et al. [39–43] have demonstrated that careful control of
DNA sequence and hybridization conditions can generate
nanoscale nucleic acid structures with extremely complex
topographies (Fig. 4C). Because double-stranded DNA seg-
ments greater than 100 base pairs (a few nanometers) in
length are quite flexible, these exquisitely defined topogra-
phies do not produce comparably well-defined geometries.

The inability to control the geometry of nucleic acid
constructs can limit their utility for organizing pendent
nanoscale components in three-dimensional patterns. How-
ever, nucleic hybridization can be used to bring individual
nanocomponents into proximity, allowing them to inter-
act efficiently (Fig. 5A). This principal is exploited in
hybridization-driven photonic devices [44–46]. Fluorescence
transfer (FT) between a photonically excited donor molecule
and an acceptor can only occur when they are in very close
(less than five nanometers) proximity. Donor and acceptor
can be brought into the requisite proximity if each is pen-
dent to oligonucleotides that hybridize to adjacent regions of
a complementary, single-stranded nucleic acid target. Fluo-
rescence transfer devices can be used in biosensors to detect
target DNA segments, for instance the DNA of a pathogen.
In the absence of pathogen (target) DNA, the donor and
acceptor oligonucleotides cannot assemble, FT does not
occur, and light emitted from the device is at the charac-
teristic emission wavelength of the donor molecule D. If
pathogen (target) DNA is present, the target DNA supports
assembly of donor and acceptor oligonucleotides, bringing
D and A into proximity, allowing FT to occur, and light is
emitted at the emission wavelength determined by A. The
shift in emission wavelength is easily detected and quanti-
tated.

A highly analogous prodrug strategy has been developed
[37, 47]. Prodrugs are pharmaceuticals that are administered
in a form that has little or no pharmacologic effect until the
prodrug is activated as the result of intrinsic conditions at
the site of action or in response to a stimulus provided by an
external operator. This delimits the action of the therapeu-
tic in time, space, or both, and is useful for potentially toxic
therapeutics. In this particular prodrug system, hybridiza-
tion to a target single-stranded nucleic acid strand brings
a hydrolytic catalyst linked to one oligonucleotide in suf-
ficiently close proximity with a prodrug linked to another
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Figure 4. DNA self-assembly is driven by noncovalent interactions
between the nitrogenous bases of DNA strands. DNA is a linear poly-
mer that arrays nucleotide bases, (purines: adenine (A), guanine (G),
and pyrimidines: thymine (T), cytosine (C)) in specific order along
a phosphodiester polymer backbone (Fig. 4A). Bases have specific
hydrogen-bonding preferences (G for C, A for T) which allow base-
pairing between bases of different DNA strands, and in aggregate, allow
DNA strands with complementary nucleotide sequences to hybridize
into a double-stranded (ds) complex. Note that DNA strands are vec-
torial in that they are synthesized from the 5′ end of the strand to
the 3′ end of the strand only (5′ and 3′ referring to the specific phos-
phoester linkages of the phosphodiester backbone). Specific nucleotide
sequences were chosen arbitrarily for illustration purposes. 5′ and 3′

at strand ends are as indicated, so that hybridizing DNA strands are
arranged in an anti-parallel fashion. DNA strands wrap around each
other to form an anti-parallel double helix (Fig. 4B) with a period-
icity of 10 base pairs/turn (about 3.4 nm) and a width slightly larger
than 1 nm. Lines between DNA strands indicate base pairs. Judicious
choice of DNA sequence can allow the construction of nanostructures
with highly defined, complex topographies by hybridization-driven self-
assembly [41]. A schematic of a cubic topography achieved by hybridiza-
tion of six designed DNA oligonucleotides is shown in Figure 4C. While
the structure exhibits the connectivity of a cube, it is not rigid and
can adopt multiple three-dimensional conformations. The base-paired
double-helical regions that drive assembly of the controlled topography
are as indicated.
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Figure 5. DNA hybridization can be exploited to construct self-
assembled functional nanostructures. Shown in Figures 5A and 5B are
two nanodevices that depend on DNA hybridization to bring compo-
nents into sufficient proximity to allow them to interact and provide
device function. When shown, specific DNA sequences were chosen
arbitrarily for purposes of illustration. In Figure 5A is a fluorescence
transfer (FT) device consisting of a target DNA segment and two
oligonucleotides complementary to it (donor and acceptor), but not
to each other [35–38]. The donor oligonucleotide is conjugated to a
small molecule (D) that can absorb a chosen (excitation) wavelength of
light and the acceptor oligonucleotide is conjugated to second distinct
small molecule (A) that can accept energy from the donor molecule
in a quantum process and emit that energy at still another (emission)
wavelength. FT between D and A molecules requires they be in close
proximity and that condition is satisfied when the donor and accep-
tor oligonucleotides hybridize to the target oligonucleotide. Configured
as illustrated, the distance between D and A is about a nanometer.
Figure 5B shows an analogous therapeutic nanodevice that depends on
hybridization to trigger controlled release of bioactive drug [37, 47]. In
this case, one oligonucleotide is conjugated to a catalyst C (the cat-
alytic oligonucleotide) and a second oligonucleotide is conjugated to a
drug molecule (Dp� that is inactive in the conjugate state (the prodrug
oligonucleotide). C catalyzes the breakage of the linkage between Dp

and the prodrug oligonucleotide, liberating active drug (Da, indicated
with a star). The nucleic acid hybridization of devices of Figures 5A
and 5B is intensely sensitive to environmental conditions (pH, salt con-
centration, temperature, etc.) at the site of hybridization. Figure 5C
illustrates a strategy by which a local condition critical for hybridization
(temperature) might be manipulated by a remote or external operator.
In this system, a nanogold particle (Au) is conjugated to one of two
complimentary oligonucleotides. The two oligonucleotides hybridize
when the initial temperature (T0� is below the melting temperature
(Tm� for the hybridized species. Application of an alternating magnetic
field by a remote operator produces eddy currents in the nanogold par-
ticle that produce Joule heating. When heating raises the local temper-
ature to a T1 that is above Tm, the double-stranded sequence melts and
the two oligonucleotides dissociate. The process is potentially reversible,
and might be applied controlling the assembly and activity of nucleic
acid nanodevices [48].

oligonucleotide also hybridizing to the same target strand to
cause the efficient release of active drug (Fig. 5B). Assembly
of catalytic oligonucleotide and prodrug oligonucleotide on
target nucleic acid brings catalyst in close proximity with its
substrate, efficiently hydrolyzing the linkage between drug
and prodrug oligonucleotide. Locally high concentration of
catalysts results in the release of active drug (Da� prefer-
entially at sites where the target nucleic acid is present in
relative abundance. Theoretically, such a system could allow
preferential release of a cytotoxin or other drugs at tissues or
sites expressing specific RNA (for instance, tumors) or con-
taining specific DNA sequences (for instance, virally infected
cells).

DNA hybridization is a reversible process that can be
controlled by manipulation of the immediate chemical and
physical environments of hybrids. Environmental salt and/or
chaotrope concentrations and temperature, as well as the
G + C content, length, extent, and position of base pair
mismatches in hybridizing strands can all be controlled
to manipulate the association of hybridizing nucleic acid
strands. Control of hybridization for nanobiological device
assembly by sequence parameters as previously described
occurs at the level of device design, and may not be easily
amenable to manipulation of nanodevice component assem-
bly over time by a remote device operator. Similarly, change
of the chemical composition of the device operating envi-
ronment may not be a practical means to control the asso-
ciation state of nanobiological devices assembled by nucleic
acid hybridization. However, in in-vivo applications, environ-
mental temperature may be the variable most amenable to
manipulation by an outside clinician/operator. For instance,
externally applied magnetic fields can be used to control
the association of hybridized nucleic acid structures that are
conjugated to nanometallic particles (Fig. 5C). Eddy cur-
rents induced by alternating magnetic fields can heat the
particles and their immediate vicinity [48]. Colloidal gold
particles are covalently conjugated to biomolecules (nucleic
acids or proteins) and alternating magnetic fields are used to
induce heating sufficient to cause dissociation of hybridized
nucleic acid structures or denaturation of three-dimensional
protein structures. Nucleic acid duplex hybridization and
melting are fully reversible processes, and protein denatu-
ration is reversible to some degree in some cases. This and
other methods to control temperature in the nanobiological
device operating environment [49–52] may allow remote,
reversible activation/inactivation of nanobiological therapeu-
tic devices.

2.2. Biologically Functional
Nucleic Acid Nanodevices

As the foregoing shows, the physical-chemical properties
of oligonucleotides can be exploited to assemble and con-
trol the activity of nanodevices in biologic or nonbiologic
contexts. These applications primarily exploit nucleic acid
hybridization properties without reference to the genetic
functions inherent in some nucleic acid sequences. Both the
genetic toggle switch (Fig. 6A) and the bacmid (or Bac-to-
BacTM molecular cloning system) (Fig. 6B) previously men-
tioned, provide examples of nanodevices that exploit the
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Figure 6. Biological components can be isolated from their native con-
texts, organized by a designer into a nanodevice whose function is
unprecedented in nature, illustrated here by nucleic acid nanodevices
that perform preselected tasks in biological environments. A proto-
typical toggle switch plasmid is shown in Figure 6A [53]. For sim-
plicity sake, only those genetic elements directly involved in regulated
switching behavior are shown. This device contains two distinct, diver-
gently transcribed promoters (diagonally striped or black arrowheads:
P1, P2�. Overlapping each promoter is a distinct repressor binding site
(RS1: cross-hatched box; RS2: open box). When the cognate repressor
(encoded by the R1 gene: horizontally cross-hatched box or encoded
by R2 gene: open box) binds its repressor binding site (R1 repressor to
RS1 or R2 repressor to RS2, indicated by arrows), expression from P1 or
P2, respectively, are repressed. Expression of functional repressor from
one promoter decreases expression from the other promoter, so the
system exists in one of two highly stable states where expression from
P2 or P1 dominates. Control input for switching is provided by modu-
lating the concentration of active R1 or R2 repressor. This can be done
by induction of one of the promoters with a chemical substance that
increases the efficiency of expression from one of the two promoters
specifically. Alternatively, if R1 or R2 are temperature sensitive (that is,
not functional at elevated or reduced temperature), temperature shift
can be used as the control input. One utility of this bistable switch-
ing system could be to provide the ability to remotely control which
of two (or more) genetic programs is followed by a target microorgan-
ism. Here two different genes, or blocks of genes, A (polka doted box)

biological functionalities of their constituent nucleic acid
components in a biological context [53–55].

Prokaryotic plasmids (circular, autonomously replicating
DNA segments) with the ability to switch between two alter-
native stable states in response to a control input have been
used to control the physiological properties (protein expres-
sion) of bacteria [53, 54]. These systems configure genetic
elements (promoters, repressor binding sites, positive con-
trol elements, transposition sites, etc.) to manipulate the
physiology of host microbes. A bistable “toggle switch” plas-
mid is shown in Figure 6A. The toggle plasmid operates in
an Escherichia coli cell and contains two distinct promot-
ers (DNA sequences that direct the transcription of mRNA
from the genes downstream of them on DNA segments),
each promoter directing the synthesis of a distinct repressor
(a protein that blocks transcription from its cognate pro-
moter by binding to or near the promoter). Each promoter
has a repressor-binding site positioned such that repressor
binding represses transcription from the cognate promoter.
Promoters and repressor binding sites are configured so that
the repressor synthesized under the control of one promoter
represses the promoter directing the synthesis of the second
repressor.

The system exists in one of two states, corresponding to
repression of one of the two promoters, and relatively unim-
peded transcription of the other. In the absence of control
input, these states are highly stable and persist through tens

and B (vertically crosshatched box), each representing a discrete genetic
program, is expressed or not depending on whether P2 or P1, respec-
tively, are repressed. Multiplexing of these and other control architec-
tures may eventually lead to remote control of their biosynthetic and
biodegradative activities, potentially expanding the utility of microor-
ganisms in industrial, manufacturing, and bioremediation applications.
The bacmid molecular cloning system (Fig. 6B) is a multi-component
molecular device that allows efficient production of recombinant insect
viruses (baculovirus) in E. coli cells [55, 164, 165]. Baculovirus (solid
line) is replicated in E. coli by the F plasmid origin of replication
(F ori: cross-hatched box), and is called a bacmid. The bacmid also
includes an engineered transposable DNA element 7 (Tn7) attachment
site isolated from the chromosome of an enteric bacteria (AttTn7: open
box). AttTn7 can recombine with Tn7 elements transposed from other
cellular locations. A donor plasmid (donor: dashed line) is replicated
by a temperature-sensitive plasmid pSC101 origin of replication (ts
ori: box with lines). The donor also incorporates a protein expression
cassette containing both the gene encoding a protein of interest for
ultimate expression in insect cells and a selectable genetic marker oper-
able in E. coli (black box). The expression cassette is flanked by DNA
sequences (attL and attR) that are derived from Tn7 and are recog-
nized by the Tn7 transposition machinery. Tn7 transposition machinery
resides elsewhere in the same E. coli cell (not shown). When donor
plasmid is introduced into E. coli containing bacmid, Tn7 transposi-
tion machinery causes the physical relocation of the expression cassette
from donor plasmid to bacmid. Unreacted donor plasmid is conve-
niently eliminated by elevating the incubation temperature, causing the
ts pSC101 replicon to cease to function, with the result that the donor
plasmid is lost. If selection for the genetic markers within the expres-
sion cassette is applied at this point, the only E. coli that survive are
those containing recombinant bacmid (that is, those that have received
the gene for insect cell expression by transposition from the donor).
Recombinant bacmid are conveniently isolated from E. coli and intro-
duced into insect cell culture, where expression of the gene of interest
occurs (not shown).
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of E. coli generations. In the configuration of Figure 6A,
control input for switching is provided by inactivation of
one of the repressors or exogenous induction of one of the
promoters (wherein the level of induction is sufficient to
overcome ground state repression of the corresponding pro-
moter). Currently, these systems can mimic the behavior of
simple physical-chemical switches and oscillators, but pro-
gramming more complex activities will doubtless be possible
in the future. Ultimately, these sorts of control strategies
may allow programming of microorganisms to manufacture
specific structures, compounds, or macroscale architectures.

The toggle switch is an example of a device in which
the engineered, functional genetic components are linked
into a single DNA molecule. Other devices incorporate mul-
tiple DNA molecules that interact to produce a desired
work product. The work product of bacmid is recombinant
baculovirus to be used for expression of foreign proteins
in insect cells. The system allows construction of recombi-
nant baculoviruses for insect cell expression in about a week
(four- to six-fold faster than other available methods) using
E. coli molecular genetic methods.

The bacmid molecular cloning system replicates an engi-
neered insect cell (baculo-) virus in a nonnative environment
(the E. coli cytosol) by linkage of the E. coli F plasmid (self-
replicating DNA sequence) and origin of replication (ori).
This construct is referred to as a “bacmid,” and will repli-
cate stably and indefinitely in E. coli. The bacmid itself con-
tains additionally a DNA sequence, the attTn7 site, which
can accept the insertion of transposable elements related to
bacterial transposon Tn7. The insect cell expression cassette
to be inserted into the att site of bacmid is carried on a sec-
ond plasmid (the donor plasmid) in the same E. coli cell.
The expression cassette is flanked by DNA sequences attL
and attR, which together with the attTn7 site of bacmid, are
recognized by Tn7 transposition enzymes. These are pro-
vided in trans, and mediate the physical relocation (trans-
position) of the expression cassette from the donor plasmid
to bacmid, generating recombinant bacmid. Recombinant
bacmid is harvested directly from E. coli, introduced into
insect cells, and used to generate recombinant protein.

The bacmid system illustrates many of the canonical prop-
erties of nanobiological devices previously described. Specif-
ically, the constituent nucleic acid segments of the bacmid
system are harvested as intact functional modules from
multiple biological sources (the E. coli genome, bacterial
plasmids and transposons, and insect viruses). The specific
arrangement of the elements (linkages between baculovirus
and the F ori and the attTn7 site, the flanking of the expres-
sion cassette by attL and attR, the provision of Tn7 transpo-
sition machinery in trans, etc.) is imposed in device design
and drives device function. Critical changes in these struc-
tural relationships result in loss of device activity. For exam-
ple, failure to link the mini-F origin of replication to the
baculovirus would preclude its maintenance in E. coli, and
failure to incorporate an attTn7 site in bacmid would pre-
clude bacmid as a possible destination for the transposed
expression cassette. Bacmid also hints at the vast potential
of nanobiological devices to provide novel activities. Bacmid
has spawned a series of highly similar nanobiological systems
for generating recombinant eukaryotic viruses in bacteria

[56–60]. As discussed previously, no naturally occurring sys-
tem creates eukaryotic viruses in prokaryotes, so bacmid and
derivative systems demonstrate that nanobiological devices
are not limited to recapitulation of natural systems, but can
represent novel devices whose functions are truly new under
the sun.

3. PROTEINS IN NANODEVICES
This discussion has emphasized the importance of the struc-
ture of nanobiological devices from the standpoint of the
impact of the specific arrangement of functional biological
components on device function. When considering nucleic
acids in nanodevices, the relationships of interest can usu-
ally be satisfied in the order of genetic elements along
a linear nucleic acid strand (but not always; consider the
three-dimensional DNA topographies previously discussed).
Protein-containing nanobiological devices are at least as sen-
sitive to the configuration of their functional components as
are nucleic acid-containing devices; but in this case, three-
dimensional arrays of protein components, as opposed to
simple linear arrays of genetic elements, are often required
to support function.

Biological macromolecules undergo self-assembly at
multiple levels, and like all such processes, biological
self-assembly is driven by thermodynamic forces. Some
biomolecules undergo intramolecular self-assembly (e.g.,
protein folding from linear peptide sequences). Also, higher
order structures are constructed by the intermolecular self-
assembly of smaller self-assembled subunits (for instance,
structures assembled by hybridization of multiple oligonu-
cleotides, enzyme complexes, etc.).

Proteins are copolymers of 20 chemically distinct amino
acid (aa) subunits [61]. Linear polypeptide chains form spe-
cific secondary structures via interactions between aa side
chains. These secondary structures themselves associate to
form tertiary (and quaternary) structures that constitute
final folded protein structure(s). This self-assembly process
generates consistent nanostructures that derive their biolog-
ical properties from their strict control of the deployment
of chemical specificities (the aa side chains) in three-
dimensional space.

The biological diversity of proteins isolatable from nature
is immense, and is augmented by the capacity to engi-
neer proteins to suit in many applications (see [4] for dis-
cussion of protein engineering methods for nanobiological
device applications). In fact, the number of potential nano-
biological device functions that can be accommodated with
engineered or native proteins is vastly beyond the capacity
of any single treatise to fully enumerate. However, there are
some particular applications of nanobiological devices that
are widely used, even at this very early point in the develop-
ment of the technology.

3.1. Polypeptide Affinity Reagents:
Targeting, Triggering, and Assembly

Much like nucleic acid molecules, proteins can be used as
affinity reagents to drive assembly of nanostructures, either
as free molecules or when conjugated to heterologous nano-
materials. As discussed in the context of antibodies, the
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domains of proteins responsible for specific molecular recog-
nition of cognates are often sufficiently small, contiguous,
and discrete to be abstracted from their native context as
modules. Thus, binding domains of proteins (such as the
variable regions of antibodies) can be appended to nano-
materials to drive specific nanostructure assembly. This can
be applied to the delivery/tethering of nanostructures to sites
containing the cognates of specific binding proteins in any
number of contexts, including therapeutic settings.

In the simplest case, proteinaceous affinity reagents can
be made as translational fusions with, or bioconjugates
to, protein or small molecule drugs (Fig. 7). Immunotox-
ins are primarily anti-tumor therapeutics which append all
or part of an antibody to a cytotoxic therapeutic to maxi-
mize toxicity to the tumor while minimizing systemic toxicity,
based on the specific recognition of a tumor-associated anti-
gen by the antibody portion of the conjugate [62–66]. This
same strategy can be used to tether nanomaterials such as
polymer therapeutics to disease sites [9, 10, 31, 32, 67–77].
Linear polymers or supramolecular polymer structures such
as micelles can be tethered to desired sites using affinity
reagents (Fig. 7).

The purpose of all therapeutic targeting is to delimit ther-
apeutic action in space to minimize undesired side effects.
The specificity of action of targeted therapeutics can be fur-
ther enhanced if their actions are triggered, either by intrin-
sic conditions at the site of action (much as in the nucleic
acid prodrug system discussed above), or by a stimulus pro-
vided by a clinician/device operator. Much as the three-
dimensional conformation of, and therefore the function of,
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Figure 7. Biological affinity reagents are commonly used to tether other
materials to their cognate antigens. This strategy is typically, but not
solely, used to target therapeutics or imaging reagents to sites of inter-
est in vivo. Figure 7A shows a bioconjugate composed of an IgG
molecule, as in Figure 1, and a covalently linked small-molecule drug
(Dsm�. Bioconjugates, as in Figure 7A, are not synthesized in a single
step, but rather the individual constituents (in this case, the antibody
and the small molecule) are made separately and covalently linked to
one another in a subsequent conjugation reaction. A wide variety of
molecules and nanostructures can be conjugated to antibodies to confer
the specific binding/assembly properties of the antibody to the construct.
Figure 7B shows a fusion protein consisting of a ScFv (as in Fig. 1)
fused to a second protein, which might be a protein therapeutic of some
description (a cytotoxin, cytokine, etc.). Such fusion protein constructs
exhibit the specific antigen recognition properties of their parent anti-
bodies. Unlike the bioconjugate of Figure 7A, this molecule is made
as a single molecule because the construct is synthesized from a single
gene, engineered by standard molecular biology means.

proteins (as well as nucleic acid hybrids) can be controlled
by external triggering strategies [48], proteins can be engi-
neered to make their conformations sensitive to intrinsic
conditions at their desired sites of activity. For instance,
diphtheria toxin (DT) has been engineered to require a pas-
sage at low pH to achieve its toxic configuration. When the
variant DT is associated with a receptor ligand, it can only
be taken up and transported into low-pH lysozomal vesi-
cles by cells with the appropriate counter-receptor on their
surfaces [78]. Thus, toxicity of the variant DT is triggered
only in cells expressing the appropriate receptor. Enzyme-
activated delivery (EAD) is another triggering approach in
which the properties of a nanoscale drug delivery vehicle
are altered at the site of action by an endogenous enzymatic
activity [72]. Enzyme-activated delivery involves a liposomal
or micellar nanostructure from which synthetic pendant
groups can be cleaved by metabolic enzymes (alkaline phos-
phatase, phospholipases, proteases, glycosidic enzymes, etc.)
that are known to be highly expressed at the site of therapy.
Nanostructures are designed so that cleavage of the pen-
dent group causes a conformational or electrostatic change
in the polymeric components of the delivery device, render-
ing the micellar structure fusogenic, leaky, or causing par-
tial or complete dissociation of the structure to release its
therapeutic payload at preselected sites [10]. Therapeutic
administration by EAD approaches can be employed with
or without a concomitant tissue-specific affinity targeting.

Obviously, affinity-mediated, tissue-specific delivery
requires the presence of tissue-specific surface features
(usually proteins or glycoproteins called tissue-specific anti-
gens). Principal challenges in the search for tissue-specific
antigens for drug targeting are specificity (few antigens
are uniquely present in any single tissue) and availability
(some tissues may not have their own unique antigenic
signature or markers, or they may not be accessible from
the vasculature). The recent discovery of a vascular address
system [79–81] is exciting.

The vascular address system was identified by intra-
venous administration of a peptide phage display library
(see [82] for a discussion of display technology) to animals,
resecting individual organs from the animals and extracting
phage from the vasculature of the isolated organs (Figs. 8A
and 8B) [79–81]. The vasculature of individual organs was
found to present unique constellations of receptors that
could be recognized by short (10 amino acids or less) pep-
tide sequences from the phage display library. Furthermore,
the affinity-selected peptides can tether nano- to micro-scale
particles to their cognate vasculature tissue-specific antigens,
as illustrated in Figure 8C by the binding phage particles
presenting the peptides to specific vascular locations. The
vascular address system has been used to target a specific
organ (the prostate) for destruction in vivo [83], establishing
the utility of the address system in drug delivery [83, 84].
Mapping of the vascular address system is underway [81] and
it remains to be seen whether each organ (or disease site)
has a single molecular marker constituting its address which
will be amenable to delivery of drugs tethered to the cog-
nate peptide(s). Vascular addresses deliver materials to the
organ vasculature—extravasation and access of organ tissue
spaces by nanotherapeutics remains a separate issue.
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Figure 8. Biological affinity reagents can be derived de novo for a
broad variety of molecules and nanomaterials using display technology.
Figure 8A presents a schematic of an individual filamentous phage par-
ticle from a phage display library. Each particle contains a variant gene
of interest (Vgoi) as a part of the replicable phage DNA (circle, repli-
cable in E. coli) and presents on its surface the corresponding variant
protein of interest (Vpoi). The linkage between protein and the gene
encoding it afforded by phage display methods allows simultaneous sort-
ing of proteins of interest and the replicable genetic elements encoding
them. Sorting is based on the relative affinities of the variant proteins
presented for a target counter-receptor. Figure 8B shows an overview
of a procedure by which reagents that recognize tissue-specific vascular
“addresses” can be identified using phage display libraries. Phage are
depicted as in Figure 8A, and the diverse Vpoi (peptides presented on
surfaces of phage of a library are represented by various shaded shapes
presented by the phage). A phage library presenting a vast number (up
to 1012 different species) of variant peptides is injected intravenously
into an animal, whereupon individual phage bind the vasculature of
different tissues by virtue of the affinity of the peptide they present
for tissue-specific vascular receptors (addresses). The animals are sac-
rificed and organs of interest (represented by the irregular shape) are
harvested. Phage particles bound to receptors of vasculature of indi-
vidual organs are perfused with an eluent buffer, releasing phage from
the vasculature, E. coli is infected with the eluted phage particles and
clonally propagated (symbolized by a schematic of bacterial colonies
growing on a culture plate), ultimately allowing the identification of
specific peptide sequences that recognize specific receptors on the vas-
culature of the organ or tissue involved. Usually one or more consen-
sus peptide groups, rather than a single peptide species, are isolated
after such an experiment. Members of consensus groups vary in amino
acid sequence, but have some common sequence properties. Particu-
larly, they exhibit one or more conserved or chemically similar amino
acids at specific positions in the peptide sequence, defining the consen-
sus. Display methods have been used to identify peptides which recog-
nize many nanostructures and materials of both biological and synthetic
origin. Typically, peptidic binding determinants selected, using phage
display, are modular, and when isolated away from the parent phage,
retain the specific recognition properties of the parent phage. Figure 8C
shows therapeutic payloads (drugs or therapeutic nanodevices: payload)
delivered to tissue-specific receptors by virtue of the affinity of peptidic
reagents selected from a display library as in Figure 8B. Specific target-
ing peptides (square and triangle) tether a drug or other therapeutic
nanodevice to their cognate receptors on vascular surfaces. Schema-
tized here is a micelle containing a drug for targeted delivery to Tissue
A or Tissue B, depending on which affinity reagent (square or triangle)
is appended to the surface of the nanostructure [79–81].

3.2. Mechanoenzymes in Nanobiological
Devices

Motor proteins (mechanoenzymes) excite significant atten-
tion from the engineering perspective, in part because of
their striking resemblance to macroscale engineered struc-
tures. Furthermore, the value of imparting motility to device
components is well understood in the context of macroscale
devices, also contributing to the interest in the potential use
of motor proteins in nanobiological devices. Consideration
of motor proteins in nanodevices can be initiated most pro-
ductively with consideration of the classes and distinct prop-
erties of available mechanoenzymes. Motor proteins may be
divided into four major classes based on their mechanisms of
action: rotary motors, linear (track) motors, polymerization/
depolymerization motors, and lastly, a loose group of several
mechanoenzymes with diverse structures, mechanisms, and
functions that do not fit into the other groups. Both rotary
and track motors have been used in nanobiotechnology to
date.

3.2.1. Biological Rotary Motors
The chemiosmotic theory [85] maintains that bacterial cells
utilize the electrochemical potential generated by cellu-
lar transmembrane proton gradients to produce adenosine
triphosphate (ATP) (ATP is the major energy storage
molecule found in living things). The bacterial protein
complex responsible for interconversion of electrochemical
potentials to chemical energy is the F-ATPase (Fig. 2A)
[19, 20]. To generate ATP, protons passing through this
pump induce conformational changes in the enzyme’s �
and � subunits. These conformational changes result in the
rotation of these subunits around a spindle (the gamma
subunit), concomitant with ATP biosynthesis. Fortuitously,
this process is fully reversible in the case of the F-ATPase,
allowing the motor to hydrolyze ATP to ADP and inor-
ganic phosphate to drive subunit rotation and proton trans-
port. Because it possesses this property of reversibility, the
F-ATPase offers an ATP-driven rotary motor for conve-
nient use in nanobiological devices. Based on the “toroid
and spindle” morphology of its assembled �, �, and � sub-
units, the rotary mechanism of the F-ATPase had long been
suspected. This mechanism was confirmed using a nano-
biological device similar to the one shown in Figure 2B
[86–88].

The device consists of a complex of the F-ATPase subunit
� with modified versions of the � and � subunits oriented
on a metallic (nickel) stage which, in the presence of ATP,
drives the rotation of an actin filament appended to the �
subunit. The � and modified � and � subunits spontaneously
self-assemble into the required toroid and spindle structure.
This structure is oriented on the nickel surface by interaction
between the metal and polyhistidine domains (polyhistidine
sequences are known to bind metals), engineered as trans-
lational fusions to the � subunit. A biotin (a small organic
molecule) is appended to the � subunit, and a second biotin
is appended to an actin filament using standard bioconju-
gation methods. The � protein and the actin filament are
linked by a streptavidin complex (streptavidin is a tetrameric
protein complex that binds biotins with high affinities in
interactions that are nearly as stable as covalent bonds). In
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the presence of ATP, rotation of the actin filament “pro-
peller” is detected by microscopic methods. A modification
of this device has also been presented [19, 20]. There, the
polyhistidine-beta subunit translational fusion protein ori-
ents the �-�-� complex on a micro-machined, nickel-topped
post. The actin filament is replaced with a biotinylated,
micro-machined rod of approximately one micrometer. This
version of the device may be marginally closer to the config-
uration we might expect for the use of the F-ATPase rotary
motor in more complex nanobiological devices, but in its
essential aspects, it is identical to the device of Noji et al.
[86–90].

The devices of Noji and Soong [20, 87, 89] exhibit design
features common to other nanobiological devices in that
the relative positions and stoichiometries of assembled com-
ponents are absolutely critical to device function. Further-
more, the toroid and spindle assembly sufficient for use as
a nanoscale motor consists of only a small portion of the
F-ATPase holoenzyme complex. The intact complex contains
over 20 individual protein molecules, and eight distinct pro-
tein species [91, 92]. Additionally, the motor activity of the
F-ATPase devices is incidental to the primary function of
the enzyme complex, which is ATP biosynthesis. Thus, the
designers of the devices of Figure 2B have caused modi-
fied biological components to perform a function (providing
motive force) entirely dissimilar to their functions in their
native biological contexts, by virtue of the designer’s control
of the constituents and assembly of the devices, and provid-
ing yet another example of a nanobiological device design
which extracts an unprecedented functionality from prefab-
ricated biological components.

Other reasonably well-characterized, biological rotary
motors include the V-ATPases and the bacterial flagellar
motor. The V-type ATPases are ion transporters and are
structurally similar to and operate by similar mechanisms
as the F-ATPase [93, 94]. V-type ATPases occur throughout
the biological world, from Archaebacteria to higher eukary-
otes. The F-ATPase and V-ATPases are attractive for use in
nanotechnology by virtue of their compact sizes and high
efficiencies. The efficiency of conversion of chemical energy
into mechanical energy by these mechanoenzymes has been
estimated to be between 60–100%, almost an order of mag-
nitude greater than the efficiencies of myosin, dynein, and
kinesin motor systems [90].

Bacterial flagellar motors utilize transmembrane proton
gradients to power flagellar rotation, but they are struc-
turally and genetically distinct from the F-ATPase and its
relatives [95]. Though their prokaryotic origin should make
flagellar motors convenient to genetically engineer and pro-
duce in quantity, their use in nanobiotechnological applica-
tions lags behind that of the F-ATPase for multiple reasons.
For one thing, flagellar motors contain more distinct protein
subunits and are more structurally complex than either F- or
V-ATPases-derived rotary motors. Unlike the rotary motor
structures of the V and F-type ATPases, parts of the flagel-
lar motors transit the cell membrane, the peptidoglycan cell
wall, and for Gram-negative bacteria, the outer membrane.
The hydrophobicity of the domains involved in crossing
hydrophobic structures (the cell and outer membranes) may

present challenges in incorporating the motor into semi-
synthetic structures. Additionally, the specific structure and
organization of flagellar motors also vary in different bacte-
rial species. The diversity of flagellar motors may ultimately
offer the nanotechnologist a selection of similar, yet distinct,
rotary motors from which the best-suited motor could be
chosen for any given application. However, with the possible
exception of the flagellar motor of the Enterobacteriaceae
(E. coli and related organisms), most flagellar motors have
not yet been studied in sufficient detail to allow reasoned
selection.

3.2.2. Biological Linear (Track) Motors
Linear motors such as myosin [96–99], dynein [100–116], and
kinesin [117–138] are multi-protein complexes that migrate
along a track of cytoskeletal protein. Myosin migrates along
actin filaments, whereas both dynein and kinesin move
along microtubules. Nucleotide hydrolysis (generally ATP)
is the chemical energy source for all of these motor sys-
tems, so the motor proteins themselves are technically all
ATPases, though they exhibit varying degrees of structural
and functional analogy to one another. To date, only the
kinesin/microtubule system has been put to extensive use in
nanobiological devices.

All the linear motors discussed here migrate along a
preformed polypeptide track. In nanotechnological applica-
tions, this allows the path, the motor unit, and any attached
cargo will take to be determined by the specific deploy-
ment of the track protein. Actin filaments are double-
stranded homopolymers of monomeric actin configured as
a left-handed double helix [139, 140]. The diameter of
a double-stranded actin filament is only very slightly in
excess of 5.5 nanometers, which is the diameter of an actin
monomer. The actin monomer is asymmetrical, and the fil-
aments are polar, with so-called plus and minus ends. Most
myosins migrate towards the plus end of filaments. Kinesin
(Fig. 9A) and dynein migrate along microtubules, which
are themselves supramolecular nanostructures of significant
complexity [139, 141]. Individual microtubules are rigid, hol-
low tubes of 24 nanometers in diameter composed of left-
handed double helices, one helix composed of �-tubulin and
the other of �-tubulin (Fig. 9B). One end of the micro-
tubule, the plus (+) end, terminates with �-tubulin while the
minus (−) end terminates with �-tubulin. As was the case
with myosin migration on actin filaments, individual kinesin
species migrate towards either the plus or minus end of the
microtubule. To date, only dynein species that migrate from
plus to minus on microtubules have been described [139].

Movement of a mechanoenzyme along a biological linear
polymer (such as the protein tracks previously described, but
also nucleic acid strands, in the case of enzymes involved in
DNA and RNA metabolism) in stable association with the
linear polymer (i.e., without falling off the polymer track)
is called procession. Various linear molecular motors vary
in their extents of processivity. All currently known kinesins
and dyneins are highly processive, whereas many myosins
require ultrastructural features in addition to the actin fila-
ment in order to exhibit appreciable processivity. In appli-
cations in which a nanodevice is intended to deliver a cargo
to a preselected site, the processivity of the mechanoenzyme
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Figure 9. Linear “track” mechanoenzymes responsible for moving
organelles to specific locations in the cell can be exploited by nano-
technologists. The kinesin linear motor protein contains an extended
helical domain and tail domains that can bind specific intracellular vesi-
cles (Fig. 9A). At the opposite end of the helical domains are glob-
ular locomotor domains that bind microtubules and hydrolize ATP to
move along them. The structure of myosin is analogous, though the
primary nucleotide sequences of myosin is quite different from that of
tubulin. Figure 9B shows − to + procession of kinesin along a micro-
tubule. Microtubules are vectorial left-handed helicies of � and � tubu-
lin monomers (black and white dots). Kinesins have been described
which migrate from the plus to minus and the minus to plus end of
microtubules, but all native kinesins described to date can move in only
one direction along the microtubule. Locomotion of kinesin resembles
nothing so much as bipedal walking of kinesin along the microtubule
and is powered by ATP hydrolosis. Myosin locomotion along actin fil-
aments proceeds by a similar mechanism. Figure 9C illustrates incor-
poration of kinesin and microtubules into a device [119, 120, 147, 148].
In this configuration, the motor protein is deposited on a microma-
chined (grooved) surface that acts as a guiding channel (either in the
grooves or on the ridges between them) for a microtubule shuttle. Shut-
tles can be derivatized with payloads (box appended to shuttles) that
will process along paths determined by the deployment of kinesin and
surface topography. Figure 9D shows an application of this configu-
ration [118]. A substrate with microfeatures (polyurethane posts) was
imaged. Kinesin was deployed on the substrate, and 1.5 micrometer
fluorescently-tagged microtubulin shuttles were deposited on the sub-
strate, and ATP was provided. The shuttles move along areas of the sub-
strate containing kinesin, but cannot access the tops of the polyurethane
posts due to microtubule rigidity. Movement of the shuttles is confined
to the regions of the substrate other than the polyurethane posts. Super-
position of multiple photomicrographs of shuttle fluorescence resulted
in the image of the polyurethane posts shown in Figure 9D. This imag-
ing method may be applied to other microstructures. Reprinted with
permission from [149], H. Hess et al., Nano Letters 2, 113 (2002).
© 2002, American Chemical Society.

is clearly critical. Mechanoenzymes with insufficient proces-
sivity with respect to the biological polymer could simply
dissociate from the track prior to delivering their payloads
to their targets, defeating the purpose of the device. Alter-
natively, the requirement for ultrastructures in addition to
the track might be exploited by device designers to build
delivery systems that are functional in some environments
(chosen or selected by the designer), but not in others.

Kinesins are a superfamily of highly related eukaryotic
motor proteins. They were originally identified as a motor
protein that moved vesicles in extracts along microtubules
directionally from slow-growing to fast-growing ends, though

kinesin species that locomote in the opposite direction
along the tubules have also been discovered [121–125, 127,
131–134]. The kinesin holoenzyme is a heterotetramer con-
sisting of two heavy chains and two light chains (Fig. 9A)
[126]. The motor domain is located in the so-called head of
kinesin, and consists of a 320-amino-acid catalytic core with
both a microtubule and nucleotide triphosphate (ATP) bind-
ing site. Appended to each head is a flexible neck domain
that connects the head to the stalk and tail. Cargos carried
along the microtubule are bound to the kinesin tail. Kinesin
head and tail morphology is similar to that of myosin and,
in fact, both myosin and kinesin exhibit similar modularity.
The motor domains of both kinesins and myosins are highly
conserved (though the kinesin and myosin motor domains
are dissimilar to one another), and the specific tail-domain,
amino acid sequence dedicates the kinesin or myosin to
particular transport functions. The identity of the tail mod-
ule determines the cargo the motor can carry and which
diverse cellular process the kinesin (or actin) contributes to.
In the case of kinesin, the protein participates in diverse cell
processes such as vesicular transport [135], and associates
with the scaffolding proteins of signal transduction pathways
[136] and kinetochores [137, 138].

Kinesins function by binding to a specific site on micro-
tubules and undergoing an ATP-dependent conformational
change that is linked to release from the tubule. Since
kinesin is a dimer, at least one kinesin monomer contacts
the microtubule at all times. Adenosine triphosphate hydrol-
ysis causes one of the kinesin heads to release the micro-
tubule and swivel to recontact the microtubule downstream
of its original position. The power stroke cycle completes
with rebinding to the microtubule by the head. The sec-
ond head of the complex then completes an identical power
stroke (Fig. 9B) and the kinesin dimer literally walks along
the microtubule in the presence of ATP. The overall mecha-
nism is highly similar to that of myosin locomotion on actin
filaments [142].

Locomotion of native kinesins is unidirectional, so ATP
hydrolysis causes kinesin to rachet vectorially along the
length of microtubules. Minus to plus (− to +) kinesin
and plus to minus (+ to −) kinesin share essentially identi-
cal structures, but their polarity of motion on microtubules
can be attributed to small structural differences in the neck
domain [128, 129]. Indeed, a single point mutation in the
neck region of kinesin renders the protein capable of move-
ment in both directions on microtubules [130].

About 40 distinct myosin genes are recognized in humans
[96], so like kinesins, myosins are a large superfamily of
ATP-hydrolyzing mechanoenzymes. Unlike kinesin, myosins
migrate along actin microfilaments [96–99]. Despite the fact
that the two superfamilies are genetically quite distinct,
myosin and kinesin share similar morphologies and mecha-
nisms of action [142], as well as similar modularity if their
tail domains that dedicate specific motor proteins to specific
tasks. Myosin and actin are involved in various important
physiological processes including organelle trafficking, mus-
cle contraction, and cell division [143].

Dyneins are a third superfamily group of eukaryotic, lin-
ear mechanoenzymes associated with eukaryotic cilia and
flagella [100, 101], and are also expressed in the cytoplasm
where they are involved in vesicle and organelle transport
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and reorganizations of the nuclear spindle during cytokinesis
[100, 101]. Dynein is the largest of the linear cytoskele-
tal motor proteins, consisting of 4600 amino acids mak-
ing it twice the size of myosin and four times the size of
kinesin. Fully 3000 amino acids of this protein comprise
the enormous motor domain, containing six tandemly iter-
ated ATPase domains [107–109]. Like kinesin, dynein moves
along microtubules, but the mechanism of dynein movement
is thought to differ from those of myosin and kinesin [108,
115, 116]. The large size and relatively poor biochemical def-
inition of dynein mechanism and activity may make it less
attractive in nanobiological application in the near future.

Other biological linear track motors include all of the
template-dependent oligonucleotide polymerases involved
in replication, transcription, reverse transcription, and repair
[144, 145]. In the course of oligonucleotide polymeriza-
tion, these enzymes migrate along an oligonucleotide sub-
strate (the template) synthesizing a second strand that is
the reverse complement of the template. The energy for
the motive-force generation ultimately comes from hydroly-
sis of nucleotide triphosphates, which are incorporated into
the nascent oligonucleotide strand. This class of mecha-
noenzymes has yet to see extensive application in nano-
biological devices, though they have potentially interesting
features and properties. In particular, short nucleic acid seg-
ment are quite flexible, as discussed above. This flexibility
allows oligonucleotides to be deployed to conform to nano-
scale features considerably smaller than those to which rigid
microtubules can.

The capacity of linear track motors to move along prede-
termined pathways is potentially attractive for use in nano-
biological devices to shuttle carried materials or to actuate
devices. The carried materials can be quite large relative to
the linear motor proteins. For instance, microscale myosin-
coated beads move on isolated actin filaments in an ATP-
dependent manner [146].

Of the three major linear motors discussed, only the
kinesin-microtubule system has enjoyed the extensive use in
nanobiological devices. The system can be deployed with
the track (microtubulin) adherent to a substrate, and the
motor protein moving along the track. Alternatively, active
motor proteins can be coupled to a substrate, and a seg-
ment of the track can be used as the shuttle [147, 148]. This
expedient helps mitigate limitations imposed by the rigid-
ity of microtubules. Microtubules can only be used to guide
motors around features of five millimeters and greater, cor-
responding to the persistence length of the microtubules
[118, 120]. However, deployed motor proteins are not sim-
ilarly restricted, and when used with a textured surface
featuring a guiding channel with the kinesin deployed in
them, microtubule shuttles can describe complex paths with
micrometer, and potentially greater, resolution in an ATP-
dependent fashion (Fig. 9C).

Fluorescently labeled microtubule shuttles have put to
novel use to image an elevated and recessed pattern on
a surface decorated one micrometer polyurethane posts
(Fig. 9D) [149] in a method that takes advantage of the
high rigidity of microtubules. Kinesin was deployed densely
and evenly across an 85 × 68 micrometer-patterned surface
and approximately 600 fluoresecently labeled 1.5 microme-
ter microtubule shuttles were deposited at random on the

surface. In the presence of 1mM ATP, the shuttles com-
menced random motion on the surface. Owing to their
rigidity, the microtubulin fragments could not traverse the
raised posts from the recessed surface, despite the presence
of active kinesin on those posts. Consequently, superpo-
sition of fluorescence photomicrographs revealed the flu-
orescence of the recessed surface while the raised posts
appeared as dark regions. In this experiment, the image was
collected in about five seconds. Effectively, the fluorescent
microtubulin shuttles act as autonomous probes of the sur-
face (“self-propelled robot probes”), and the investigators
suggest their use as a highly fault-tolerant alternative to
force microscopy imaging approaches.

3.3. Immobilized Growth Factors:
Ex-vivo Cell Expansion

Cytokines and similar growth-promoting proteins are typi-
cally soluble proteins secreted by one cell to trigger the pro-
liferation and/or the metabolic activity of itself (autocrine
stimulation) or another cell (endocrine, paracrine, or jux-
tacrine stimulation) [28, 150]. In applications involving
ex-vivo cell expansion (for instance, for hematopoietic recon-
struction or other tissue engineering applications) it can
be useful to immobilize such factors on solid surfaces to
direct cellular colonization of a synthetic structure or to
modulate the expansion of a cell product. Ultimately, these
approaches may allow cultivation of cells in a media contain-
ing no proteins in solution [151–154]. Particularly in cases
in which the expanded cell product is to be readministered
to patients, these approaches can minimize the coadmin-
istration potentially inflammatory, immunogenic, or toxic-
dissolved proteins along with the therapeutic cell product.

Insulin is a familiar example of a protein with both mito-
genic and physiological regulatory properties: it not only
stimulates conversion of glucose to glycogen to maintain
normoglycemia, but it also only triggers proliferation of
many cell types. Insulin, as well as other polypeptide growth
factors like interleukin-2 (IL-2) and epidermal growth fac-
tor (EGF), can retain its biological activity when coupled to
solid surfaces [26, 29, 151–156]. Not surprisingly, coimmo-
bilizing accessory proteins (such as cell adhesion molecules)
stabilize cell binding to the growth-promoting surfaces and
enhance proliferative responses [26, 27, 157]. More remark-
ably, as shown in Figure 10A, the mitogenic specific activity
of these proteins (their cell expansion activity expressed as
a function of the concentration or absolute amount of the
mitogen: a measure of potency) of these factors is increased
by as much as one to two orders of magnitude in certain
bioconjugates [26, 157, 158].

Though the bioconjugates in question are polyvalent (that
is, present multiple individual growth factor molecules), and
polyvalency might play some role in their enhanced activ-
ity, the primary mechanism of enhancement of proliferative
activity is apparently related to the size of the bioconjugates
(Fig. 10B). Bioconjugates large enough to prevent the cel-
lular uptake associated with growth factor receptor cycling
and ligand degradation seem to trigger prolonged cytokine
signal transduction, resulting in enhanced proliferation [26,
157, 158]. This phenomenon may figure into the potent jux-
tacrine stimulation effects observed in vivo and ex vivo with
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Figure 10. Deployment of biological signaling molecules on synthetic
micro and nanosurfaces can enhance their activities. Figure 10A shows
how the activity of cytokines and other signaling proteins (typically
cell proliferative activity, but also other physiological activities may
be similarly effected), normalized to their concentration, can increase
when signaling proteins are provided to responder cells as a bio-
conjugate to nano- and microscale materials. Responses to appropri-
ately sized bioconjugates can be supramaximal relative to responses to
free monomeric protein (that is, giving responses higher than can be
attained with any concentration of free protein). This suggests that sig-
nal transduction or response mechanisms associated with such bioconju-
gates somehow differ from those associated with free-signaling proteins,
and a potential mechanism is shown in Figure 10B. Protein-signaling
molecules, such as insulin and interleukins, (circles) bind receptors on
the surface of responder cells (Y-shaped structures on cell surfaces),
resulting in a signal (to proliferate, to differentiate, lightening bolt)
being sent to the cell nucleus. To allow the cells to respond to sub-
sequent waves of signaling molecules, receptors with bound signaling
molecules are endocytosed (internalized) in vesicles, wherein the sig-
naling molecules are degraded, and the receptors are subsequently
returned to the surface. This process is referred to as receptor cycling,
and individual signaling molecules cease to provide signals to respon-
der cells when they undergo receptor cycling. It is hypothesized that
bioconjugates to particles that are too large to be endocytosed (the box
decorated with circles) are unable to participate in receptor cycling, and
therefore provide a signal to responder cells for a much longer duration
than do individual signaling protein molecules. This is thought to result
in a higher magnitude proliferative and physiological response. The size
range necessary to trigger the enhanced responses is currently poorly
defined, and may vary with the signaling molecules, the responder cell,
and particle topography and chemistry [26, 157, 158].

cell membrane-bound forms of protein growth factors [150].
The size limit that precludes uptake and leads to enhanced
mitogenesis is not well defined, but sizes approximating the
size of the cell taking the material up would seem to be
logical. This would place the critical dimensionality for jux-
tacrine effects somewhere in the micrometer range. In the
case of EGF, the density of the growth factors on the sur-
face clearly impact proliferative activity [26]. Studies of a
micropatterned surface with EGF deployed in stripes at var-
ious distances from one another revealed that optimal pro-
liferation is supported when stripes of growth factors are
considerably closer to each other than the medium length
of individual cells. Taken together, these data show that it
is possible to build nano- to micro-scale devices to support
more efficient cell proliferation than can soluble growth fac-
tors. Such proliferative devices will feature growth factors
and accessory proteins deployed on microscale surfaces at
micrometer or submicrometer distances from one another.

4. CONCLUSIONS
The initial formulation of the nanobiological approach to
device construction was driven by expediency. No technology
was then available to make a selection of synthetic nano-
components with ranges of activities as broad as those repre-
sented by biological macromolecules. In the years since this
notion was first promulgated, there have been incremental
improvements in nanocomponent construction, but incor-
poration of functional biomolecules often remains the only
feasible approach to build many specific functional nano-
structures of interest. Fortunately, the diversity of proteins
available in the biological world and achievable by genetic
engineering methods is practically inexhaustible.

Successful nanobiological devices exhibit some common
features. Knowledge of the biology, chemistry, and mech-
anism of action of biomolecular components is critical for
their incorporation into a functional nanostructure. Such
knowledge allows designers to deal with biocomponents as
modules, and to incorporate all biological features needed
for the function in question, while minimizing the incor-
poration of extraneous features (Figs. 1, 2, 6–8). This
assures that device components can perform the subrou-
tines for which they were selected and mitigates the pos-
sibility that undesired activities and functions might be
introduced into devices. Incorporating the minimal bio-
logical unit needed for function may also increase device
stability, since minimizing the size of the components, also
minimizes the number of possible enzymatic cleavage sites
for proteases and nucleases that might contribute to compo-
nent (and device) degradation.

Components are often abstracted from multiple, poten-
tially phylogenetically distant biological sources, as the
bacmid system illustrates in its incorporation of both
prokaryotic and eukaryotic genetic elements in a single
device. In most contexts, incorporation of components from
disparate sources presents no barrier to device function,
though device function requires the concerted or sequen-
tial action of multiple device components and emerges from
this summed activity of components. The activities of com-
ponents are able to sum to a desired result as the result
of physical/temporal organization imposed by device design
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rather than by component phylogenetic relationships. The
necessity of coordinated action of multiple molecular com-
ponents to nanobiological device function and the role of
designed, specific structure to support function is apparent
in virtually every nanodevice discussed herein. An important
differentiation between fully synthetic and semi-biological
hybrid devices is that the full range of properties of bio-
logical components are often more complex and less well
understood than are those of purpose-designed synthetic
components. Operationally, this means that nanobiological
device design and synthesis is often a highly iterative busi-
ness involving rapid prototyping and assay, followed by
redesign, resynthesis, and reassay until a version of the
device with the desired properties is achieved. The itera-
tive nature of nanobiological device design makes facile syn-
thesis and sensitive assay of device function and properties
immensely valuable.

Finally, nanobiological devices are not limited to
biomimetic structures. The range of possible functions that
nanobiotechnology can realize are less dependent on prece-
dents from the biological world than on the ingenuity of
device designers. At one level or another, virtually every
structure described here presses one or more biological
component into a service that is distinct from the actions
those biomolecules perform in their native contexts. Spe-
cific device functionalities are implicit in the organization
provided in design, and not inherent in the biological com-
ponents themselves.

Nanodevices are potentially highly congruent with appli-
cations in drug delivery, in vivo sensing, and diagnostics
[1, 3, 4, 11, 12, 30]: disease states involving aberrant behav-
ior of nanoscale components (proteins, nucleic acids, other
biological macromolecules, and supramolecular structures)
must often be addressed with dimensionally appropriate
(nanoscale) therapeutics. The drive to medical device minia-
turization is also supported by the desire for minimally
invasive therapeutic interventions (or in NASAs case, the
desire for low-mass therapeutics). At some point, the distinc-
tion between materials science and pharmacology begins to
blur, but the nanoscale therapeutic devices are differentiated
from more conventional drugs by their multifaceted activ-
ities and by the potentially complex physiological services
such devices might someday deliver. Though nanobiological
approaches were initially devised as a stopgap, therapeutic
nanodevices may represent a special case that will always
be best served by incorporation of biomolecules, regard-
less of advances in materials science, microfabrication, and
polymer chemistry which might support fully synthetic nano-
therapeutics. Biomolecules can potentially provide a compo-
sitionally and dimensionally appropriate interface between
nanodevices and biological systems (patients).

Realization of the potential of nanobiological devices
for human therapy will require meeting numerous techno-
logical challenges, some of which attach to nanobiological
devices in any context, and some of which apply primarily
to nanobiological devices in therapeutic use. In the former
category, the means to deal with the lability of the bio-
logical components of nanobiological devices are required.
The lability of biomolecules delimits those environments
and conditions under which nanobiological devices can func-
tion. Biomolecule lability also delimits the processing and

assembly conditions available for nanobiological device real-
ization. Not only must processing methods preserve the
structural and functional integrity of biological components,
but those methods must be massively parallel and require
limited direct operator intervention. Annual demand for
individual therapeutic devices could be in excess of tens of
moles of devices in some cases, so manufacture must be
highly reproducible, cheap, and facile.

With specific regard to therapeutic nanobiological devices
in vivo, the biocompatibility and immunogenicity of the
devices are critical concerns. Currently, there is no reli-
able means to eliminate opsonization, inflammatory, for-
eign body and wound-healing responses to nano-microscale
implants. Ultimately, these responses compromise the effi-
cacy of many macroscopic therapeutic implants, and are
likely to similarly impact the function of nanobiological
therapeutics [159]. Furthermore, it is becoming clear that
many synthetic nanomaterials can sometimes trigger spe-
cific immune responses. For instance, carbon nanotubes
and PAMAM dendrimers trigger specific antibody responses
under some circumstances [6, 160–162]. Antibody responses
can neutralize the therapeutic properties of protein and
small molecule drugs, and have the potential to produce
similarly negative impacts on the action of nanobiological
therapeutic devices [6, 160–162].

This does not represent an exhaustive list of the chal-
lenges lying between current technology and robust nano-
biotechnology, but rather represents a sampling of some of
the most pressing issues. Doubtless, as yet unimagined chal-
lenges will manifest themselves as the technology matures.
Still, nanobiotechnology offers vast technological power and
opportunity. The extent of possibility can best be glimpsed
from a survey of the diversity of function, the economy of
action, and the shear magnitude of the synthetic capability
manifest in the biological world. This constitutes a motiva-
tion sufficient to justify the expenditure of resources that will
be necessary to fully realize nanobiotechnology and associ-
ated nanobiological devices.

GLOSSARY
Antibody A soluble immune effector protein induced in
response to and capable of recognizing a specific epitope.
There are multiple types of antibodies, with IgG, occurring
in serum, being the most commonly encountered. IgG
molecules are bivalent but monospecific antibodies.
Bacmid A baculovirus containing a bacterial plasmid ori-
gin of replication, capable of replicating in bacteria and
insect cells.
Baculovirus One of a family of viruses (nuclear polyhedro-
sis viruses) that infect insects, and which are used as cloning
vectors for heterologous protein production in insect cell
culture.
Cytokine One of a class of typically soluble protein growth
factors involved in the growth, differentiation and activation
of hematopoietic cells.
Dendrimer cluster agents A class of therapeutic platform
consisting of multiple dendritic polymers, each individual
dendritic polymer derivatized to perform a specific device
function in vivo. Cluster agents are constructed using den-
dritic polymer self-assembly properties.
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Diptheria toxin (DT) Toxin of the bacterial pathogen
Corynybacterium diptheriae.
Enzyme activated delivery (EAD) A prodrug strategy typ-
ically involving drugs carried in nonfusogenic liposomes in
which the liposomes are rendered fusigenic with cell mem-
branes (and therefore delivering their pharmacological pay-
loads) by the action of cell-membrane enzymes at their
desired sites of action.
Epitope A molecular feature recognized by a specific
immune effector, such as an antibody.
Ex vivo cell expansion Directed proliferation of cells
(often hematopoietic precursors) isolated from a living
thing, typically done with the intent to readminister the
expanded cells.
Growth factors Specific substances that direct growth and
differentiation of specific cell populations.
Hematopoiesis The process of generating cellular compo-
nents of blood.
Mechanoenzymes Enzymes that transduce energy (from
ATP or transmembrane ion gradients) into mechanical
energy.
Mitogen A substance that causes the proliferation of cells.
Nanobiological device A nanodevice containing both syn-
thetic and biological components in which the components
are organized to perform a desired work process.
Nanodevice A structure whose function is mediated by
some precise nanoscale feature or component.
Nucleic acid hybridization The propensity of complemen-
tary nucleic acid sequences to associate with each other non-
covalently via inter-strand hydrogen bonding interactions.
Plasmid An autonomously replicating, nonchromosomal
DNA sequence of prokaryotes or eukaryotes, typically a
double-stranded, circular nucleic acid molecule.
Prodrug A drug moiety with no or minimal pharmacolog-
ical activity upon administration, but which is processed to
an active form in vivo.
Therapeutic platform A multifunctional therapeutic nano-
to microscale device or diagnostic, typically for in vivo use,
that incorporates the capacity to be modified to address spe-
cific disease states or patients.
Transposon A genetic element capable of moving from
one specific DNA site to another.
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1. BIONANOTECHNOLOGY
Nanotechnology is the technology embedded and deter-
mined by the world of atoms, molecules, and clusters at
the nanometer scale. Whereas machining and handling accu-
racy at the nanometer level is already state of the art for
the advanced semiconductor industry, a number of new
phenomena become important in this ultrasmall world. Bio-
nanotechnology aims at developing the techniques of char-
acterizing, processing, and organizing ordered molecular
structures via biomolecules and biomolecular recognition
principles, which can be used in fabricating molecular func-
tional elements and molecular circuits.
The main research activities are the molecular manip-

ulation and organization made by the self-assembly of
molecules, bioinduced alignment techniques, LB films, the
development of biomolecule-nanoparticle structures with
unique opto- and electronic activities, ordered assembly
techniques for nanoparticles, nanowaveguides, techniques
of nanoscale fabrication by, for example, electron beam or
scanning probe microscope, novel bioanalytic techniques,
fundamental studies on biooptoelectronic processes on the
molecular level, selection and characterization of functional
molecules, and, last but not least, modeling and prediction
of bionanoscale structures. These goals are summarized by
the following list:

• Bio-system. Characterization of biological recognition,
biomolecular assembly, and molecular motors.

• Production of nanomaterials. Quantity, quality, prop-
erties, and production.

• Production of assembled nanomaterials. Autoassembly
via (bio)interactions.

• Characterization at both atomic and bulk scales. Fun-
damental mechanical, electrical, magnetic, and optical
properties.

• Modeling and simulation. Prediction of properties and
behavior from macroscale to nanoscale.

• Applications development. Tools and techniques for
applications of nanotechnology. Verification of pre-
dicted behavior/performance in actual environments.
Systems analysis to guide technology development

Critical Bionanotechnology Areas:

• Materials with programmable optical/thermal/mecha-
nical/other properties.

• 3D-biomolecular self-assembly and processing.
• Bio-inspired adaptable, self-healing systems.
• Low-power, integrable nanodevices.
• Quantumdevices and systems for ultrasensitive detec-
tion.

• Materials with embedded sensing.
• Lab-on-a-chip for in-situ life science.
• In vivo analysis or analyses in small volume or small
entity (e.g., subcellular).

• Noninvasive diagnostic tools.
• Molecular signature for early detection.

1.1. Bionanomachines

Eukaryotic and prokaryotic cells are nanoscale machines.
Organisms work via protein nanostructures to shuffle mate-
rial within the cell, to slide over surfaces, to drive them-
selves, and sometimes even to move biomolecules distances
of inches to meters (e.g., within the axons of nerve cells).
Muscles make use of the molecular motor myosin (only
10 nm in size) to move along the filaments made of a protein
called actin. Microtubules, a cylinder of only 25 nm, moves
DNA to the two daughter cells during cell division.
In developing nanodevices it will be critical to take stock

of the nanomachines already existing in nature. Thus, nature
is an essential component of bionanotechnology that enables
us to learn how to build nanosystems.
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Bionanotechnology offers novel ways to fabricate artifi-
cial biological structures, artificial cells, and even artificial
tissues, as well as new ways to enhance the performance
and functionality of existing devices. Whereas simple pla-
nar structures are produced via enhanced lithography, com-
plex artificial tissues (such as the sophisticated structures of
organs) are fabricated by biological self-organization, which
is effective for three-dimensional networks.
E-beam and laser-based direct writing as well as tech-

niques that use beams for moving and positioning microscale
and nanoscale biological particles (e.g., living cells, bacteria,
bioactive nanoclusters) are explored and are fundamental
elements of such applications.
Cell-based nanodevices offer new chances. Encapsulation

of, for example, pancreatic cells in microcapsules with nano-
pores will permit the treatment of diabetes in a curative
approach. Nanopore materials are vital for preventing the
body’s immune cells from rejecting implanted cells or bio-
catalysts.
Assembly, nanolithography, and template-based build-

ing and etching techniques are of fundamental importance
in creating these nanofilters. The combination of nano-
fabrication techniques and nanofilters will be essential for
such implantable microdevices.
Biomedical nanosensors will play an important role in the

future of medicine. The ability to detect biological molecules
via small and fully automated devices is central to many
advanced diagnostic techniques. In-situ detection of cancer
is only possible by tracing cells and metabolites within the
living organism. Novel detection principles based on the
interaction of nanomarkers and nanoreceptors are essen-
tial to these novel devices (e.g., multicantilever biochips for
sensitive force, magnetic field, or friction measurement rep-
resent a promising approach). Increased resolution via car-
bon nanotube tips allows identification of single bimolecular
particles because of their shape. Novel tips with selective
transducers recognize molecules based on their mechanical,
magnetic, or electrical characteristics.
The gain in functionality of current analytical devices

by nanotechniques is ideal for modifying the surface of
implantable devices that rely on many surface interactions
with the biological host tissue and the host immune sys-
tem. Tuned surfaces at the nanoscale level allow high per-
formance in biocompatibility and biocorrosion resistance.
Synergy between chip technology and biosciences allows

micro- and nanobiodevice fabrication. While static biode-
vices, such as biosensors, DNA, and protein arrays, are
already established in the field, much has to be done
to develop dynamic nanobiodevices. Of these biodevices,
microfluidic devices, for example, are already available but
still are large and not real nanodevice but more or less
microdevices. On the other hand, all other dynamic bionan-
odevices are in the state of infancy because of the novel
surface effects that must be understood and mastered at the
nanometer scale.
Molecular motors based on proteins (rotary and lin-

ear) are ideal tools for the fabrication of bionanomachines.
For successful application much must be done to understand
their operation and their behavior in artificial environments.
Direct methods have been developed, such as laser trapping
and atomic force microscopy, and successfully applied to

actin-myosin and kinesin-tubulin motors. Know-how gained
from these experiments supplies engineering information
that is necessary for the fabrication of future nanodevices
based on these motors.
Nanofabricated devices are expensive in the first run

but ultimately are more affordable. Whereas laser trapping
offers zero-D confinement probing, nanofabricated struc-
tures offer the possibility to confine biological motors at the
1D, 2D, and 3D levels, and thus, at flat surfaces, in channels,
on ridges, in wells, or on pillars. In the most advanced form,
arrow-shaped microchannels have been used for example,
to statistically enforce the directionality of the movement of
tubulin filaments (Fig. 1). Whereas flat-surface 1D structures
are easiest to fabricate, a 3D confinement in nanowells gives
the highest level of information and control—for example,
converting a molecular motor into a directional pump, or
coupling two enzymes into a synthesizing cascade.

1.2. Nanoparticles

Nanoparticles or nanocluster research makes use of the
strong size dependence of the physical and chemical proper-
ties of nanometer-sized particles. Clusters are well-defined
building blocks for the construction of materials and devices
with novel mechanical, electrical, and optical properties.
We define clusters as a number of atoms bound or

arranged together, without specifying the size, shape, or
property of this assembly. Within the state of matter
described by cluster-type behavior we define a nanocluster,
nano-island, precipitate, colloid particle, or whatever name
is used for these assemblies as a nanoparticle composed of
between 2 and 108 atoms (Fig. 2).
A cluster can be formed from a wide variety of materials.

Even biomolecules such as DNA oligomers and proteins are
essentially nanoparticles in the nanometer size range. These
bionanoparticles are either biosynthesized or made by, for
example, electrospraying technique, followed by electrostatic
classification or manipulation.
To achieve efficient collective behavior and thus reso-

nance of the electrons, these particles are preferably com-
posed of a conducting metal such as gold, silver, indium, or
tin or semiconductors such as cadmium sulfide or cadmium
selenide. Clusters made of a few atoms still exhibit more
molecular than cluster-type behavior. Large particles com-
posed of more then 108 atoms exhibit macroscopic behavior,
such as metallic luster or conductivity for micrometer-sized
metallic particles. Thus, clusters cover an extremely wide
range between a few and up to nearly a billion atoms [1–4]
(Figs. 3–5).

Figure 1. Nanomotor based on tubulin filaments.
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Figure 2. EM of metal nanoparticles (∼10–20 nm).

A field of increasing interest is the use of nanoclusters
for novel (bio)electronic and (bio)optical devices. Attempts
to reduce the size of electronic devices with current tech-
nologies will encounter insurmountable barriers within one
or two decades. The use of nanoparticles as building blocks
for new devices is a new route for overcoming these barriers
and building highly integrated, three-dimensional electronic
circuits. Manufacturing these devices will require the devel-
opment of completely new approaches to the manipulation
and localization of nanoparticles on substrates.
To describe fundamental properties we will be dealing

with isolated clusters first and later on will upgrade to
more complex cluster–cluster, cluster-molecule, and cluster-
resonator systems. Systems made up of a plurality of clusters
are often referred to as cluster matter, nanocrystalline mate-
rials, or mesoscopic systems.
The history of clusters dates back hundreds of years

and includes such scientific highlights as the work of Fara-
day, Ostwald, Mayer, Mie, Seitz, Svedberg, and Zsigmondy.
Within the last decade the cluster as a base for nano-
technology, nanoengineering, and nanodevices has assumed
a central role in the upswing caused by STM and AFM tech-
niques followed by the nano-boom. Clusters are not a fifth
state of matter but combine rather specific properties of
metals, semiconductors, and surface and particle plasmons,
to name just a few.
Quite often effects are divided into intrinsic and extrinsic

behaviors. The first is, for example, chemical reactivity, ion-
ization potential, or crystallographic structure, the second
is collective electron gas and lattice resonance, often cited
as Mie resonance. The scheme of electronenergy levels
and its relation to cluster size and cluster shape are often

Figure 3. Spectral signal of the Mie resonance of a silver nanocluster.

Figure 4. Cluster and light.

cited as quantum or quantum-size effects. A fundamental
change in behavior is the transition from macroscopic metals
to semiconductor-type clusters and, farther on, to isolating
atoms or atom assemblies. This transition to the isolating
state for most metals, such as Au or Hg, is observed between
101 and 102 atoms. Some unique states are obtained if the
magic number is reached and defect-free nanocrystals are
obtained. Gold in a perfect nanocrystal is stable against any
oxidation, even more stable than any macroscopic gold metal
sheet.
Surface effects such as SERS (surface-enhanced Raman

spectroscopy), SEA (surface-enhanced absorption), SEF
(surface-enhanced fluorescence), or catalytic effects are
novel phenomena of nanoscopic systems. The high surface-
to-volume ratio of nanoparticulate matters offers the oppor-
tunity to use otherwise inefficient surface-confined energy
transduction pathways.
Last but not least, a great number of clusters are found

in everyday life, such as silver centers in photographic films,
red-colored glass, aerosols, exhausts, precipitates, or just
dust and dirt.
For small clusters the boundary region penetrates to

whole grains, thus influencing the state of every atom in
a more or less distinct way. Even clusters containing 1000
or more atoms still contain up to 25% surface-modified
material. At more than 100,000 atoms the behavior can be
described by the bulk property because less than 1% of the
atoms are at or near the surface.
Clusters have been synthesized by various means as par-

ticles that are free, surface-bound, embedded in a material,
or in the form of a nanopowder. Electrical and optical prop-
erties are modified by shape, by surface-bound molecules, as
well as by the surrounding medium. Although clusters can be
made by size reduction of macroscopic matter (e.g., grinding

Figure 5. Resonance of the cluster driven by a laser pulse at resonant
frequency.
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or milling), most techniques use the synthetic approach to
build clusters from the bottom up.
Ultrasmall clusters built from a few atoms can be modeled

with quantum-based ab initio methods. In contrast to this,
large clusters can be described using solid-state physics.
Ultrasmall clusters (a few to 103 atoms) are often exam-

ined with high-vacuum beam techniques because of their
chemical reactivity, based on their high surface-to-volume
ratio. Within this size regime order structures with “magic
numbers” are targets of major interest. Quite often mass
spectrometry is used to obtain insight into the size and
setup of these small particles. A variety of techniques can
be applied to study fundamental properties, including pho-
toionization, magnetic moment, polarizability, or optical
spectra.
Surface-supported systems or clusters obtained via chem-

ical reduction of metals are usually “big” clusters with more
than 104 atoms. To study these clusters, electron microscopy,
surface tunneling microscopy, atomic force microscopy, or
optical near-field techniques offer the chance to directly
access size, shape, and electrooptical properties of individual
clusters.
To describe the electrodynamics of clusters the standard

approach may be used for “big” clusters, whereas for small
particles the optical functions become size dependent. Sim-
plified models can be set up for ideal clusters from sodium,
for example; nevertheless, these calculations are of reduced
practical value because none of these clusters can be used
in any technical setup under ambient temperatures, in air or
in a humid atmosphere.

1.3. Nanocluster Devices

Clusters as optical signal transducers of molecular binding
are chosen because of their significantly higher extinction
coefficients compared with any organic or inorganic chro-
mophores. These nanoparticles are more intensely colored
than the most intensive phthalocyanine dyes used for stain-
ing. With the use of cluster-based assays it is possible to
visualize the binding of biomolecules at a given surface by
a bound layer of modified metal clusters. A similar direct
approach of detection with chromophores turns out to be
very insensitive without the use of an additional amplifica-
tion by an enzyme (ELISA).
Since the introduction of gold and silver colloid stain-

ing methods, signal transduction by metal nanoclusters has
undergone an enormous evolution. A wide variety of tech-
niques have been developed to synthesize clusters by physi-
cal and chemical means.
The narrow size distribution and surface ligand modifica-

tion permit the application of nanoparticles as transducers
of biorecognitive binding and molecular structure.
The success of these methods has been and is based

on preparation as monodisperse particles by chemical
synthesis, efficient stabilization and coating with various
biomolecules, and electron-dense matrix, highly resonant
plasmons, direct visualization, enhancement by deposition
of other metals (e.g., silver), and signal stability (con-
trary to chromophores and fluorophores). In recent years
the nanocluster has become the basis of new devices

employing cluster resonance, cluster field enhancement, and
cluster–cluster interactions:

Nanospecific property: Used for:
Formation of ultrafine Molecular filters
pores
Large surface area Heat-exchange materials
Lower sintering Fabrication via sintering
temperature
Single magnetic domain Magnetic recording, data

encryption
Small mean free path Designing conductors
of electrons
High and selective Biochips, colors, filters, solar
optical absorption absorbers, photovoltaics
Mixture of clusters New materials
Grain size too small for High strength and hardness
dislocation
Large specific surface Catalysis, sensors
area
Plastic behavior of Ductile ceramics
ceramics
Cluster coating and Special sensors
metallization
Multishell particles Optical devices, catalysts

Not only spherical clusters but rod-shaped metal particles
or tubes are the tools for bionanodevices. A research group
explored the transport properties of membranes that con-
tain a parallel collection of gold nanotubules that span the
complete thickness of the membrane.
These nanotube doped membranes are prepared via a

template method using deposition of Au within the pores of
a polycarbonate template membrane. It was proved that the
inside diameters of Au nanotubules can be adjusted down
to molecular dimensions by controlling the metal deposition
time. Because nanotubules have inside diameters of molec-
ular dimensions, these membranes can be used to cleanly
separate small molecules on the basis of molecular size, in
contrast to standard biomembranes, which suffer from bio-
logical limitations.
For the construction of a nanoanalytical device, nanotube

membranes are placed in a salt solution, and a constant
potential is applied across the membrane. The transmem-
brane current is based on the migration of ions through
the nanotubes. When an analyte molecule of dimensions
comparable to the inside diameter of the nanotubes (e.g., a
DNA molecule or a protein) is added these molecules enter
the nanotubes and occlude the pathway for ion conduction
across the membrane and the transmembrane current drops.
To achieve the desired selectivity a biochemical molecular
recognition agent is bound to the channel. In essence this
approach is an artificial cell membrane gate similar to an
ligand-gated ion channel. AC impedance and a potential-
step method have been used to investigate the change in
conductivity of gold nanochannels.

1.4. Nanobiotechnology

With respect to biotechnology, artificial nanostructured
material is either a template for assembling biological
materials, or the other way around. The biochemistry
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included in this field is broad, ranging from fundamental
bioorganic processes, to DNA and other biopolymers, and
farther on to living cells
The use of nucleic acids as a matrix and means of self-

assembly of nanoparticles (Fig. 6)(clusters, tubes (Fig. 7),
molecules) into programmable arrangements provides the
basis for manufacturing nanobiodevices. Contrary to top-
down lithography, in which features are written onto a
structure by a lithographic process, the bottom-up approach
makes use of the base pairing in DNA molecules for
assembly. The ability to set up three-dimensional structures
enables DNA (RNA or PNA) nanotechnology to construct
nanoscale assemblies far exceeding those created with litho-
graphic techniques and is able to provide building blocks
for applications in nanoelectronics, nanorobotics, and nano-
materials (Fig. 8).
Artificial nanostructured materials are a novel support

for natural materials, such as living tissue. These struc-
tures mimic the natural properties of natural objects. One
core element of nature is nanofibers—thus nanofibrils of
bioorganic substances are a useful construction element for
building soft biomaterials such as polymeric nanogels with
molecular recognition capabilities (e.g., for rapid sensing) or
ultrastrong but reactive nanolinkers.
While inorganic matrices such as silica surfaces or

rare elements are generally not considered to inter-
act specifically with biological systems, novel biological
molecules built via phage display or ribosome selection
techniques are a novel means of biomechanical interfac-
ing. Dow-Corning announced a joint venture with Genencor
International, putting $35 million into silicon biotechnology
nanofabrication.

1.5. Bionanoelectronic Devices

With the ever driving need for greater capacity in infor-
mation storage and ultra-high-speed information process-
ing, the usability of conventional lithographic technologies is
approaching its limit. Novel techniques for decreasing struc-
ture width in pattern formation down to the nanometer scale
are directly correlated with an increase in storage capac-
ity. Nevertheless, advancement in data processing and data
storage will require not only a better performance in lithog-
raphy, but new design concepts as well.
Research is focused on the possible use of nanoclusters

as a basic element of novel electronic and optical devices. A
nanocluster can serve, for example, as the gate in a nano-
scale field effect transistor (Fig. 9), as an optical switch in
a nanooptical waveguide (Fig. 10), or as the storage point
in a high-speed memory. The use of clusters for waveguides
and storage dots addresses scaling issues of conventional

Figure 6. Array of nanoclusters arranged via bio-self-assembly.

Figure 7. Carbon nanotube.

devices. Electron and surface plasmon tunneling effects at
nanodistances offer novel gateways for processing informa-
tion, using principles based on nonlinear systems fundamen-
tally different from conventional computer systems, and are
more related to the neural networks within living organisms.
As a well-established tool in nanoscience carbon nan-

otubes (around 2 nm in diameter) or metal-(or metal
cluster)-coated DNA or protein filaments exhibit semicon-
ducting and metallic properties. These basic elements can
be engineered via biological recognition systems to serve as
nanoscale tunneling junctions, nanoscale field-effect transis-
tors, and other electronic devices. Although this research is
still poorly developed, these construction elements have a
bright future. Small but highly promising industrial research
activities have already been begun in these areas by Lucent
Technologies and Motorola.
Areas of interest are improving direct electron trans-

fer to and between molecules, nanoclusters, and metallic

Figure 8. Coupling and assembly of DNA-functionalized clusters.
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Figure 9. Cluster-based nanocluster device for electronic readout.

electrodes; the characterization of transport properties in
nanostructured and clustered molecular systems; and the
development of nanoclusters and quantum dots with useful
electrical characteristics (magnetic nano storage dots, cluster
laser, etc.).
Application in the coming years will be found in forms

of information storage technologies, including hard drives,
tapes, and optical media, where the critical parameter, bit
density, will be optimized via biologically arranged magnetic
and opto-switching nanoparticles.

1.6. Molecular Positioning and Dispensing

A major area of research is controlling the position and
motion of macromolecules, DNA/RNA, proteins, and nano-
particles to enable functional processes such as molecular
recognition, biochemical reactions, and, later, the self-
assembly of nanoscale devices. A number of techniques have
been developed
One way to handling sensitive biological species makes

use of fluid streams on a chip. A key goal is the creation
of nanofluidic technologies to handle nanoscale parti-
cles and molecules in microscale reactors. A fundamen-
tal understanding of the interactions between individual

Figure 10. Cluster-based biotransistor.

molecules and a single molecule with the quite large sur-
face of the device is vital. Tunable forces provide a path
for developing efficient nanofluidic technologies. Ultimately,
nanofluidics forms the backbone for a wide spectrum of
bionano-applications. Fluidic processes include delivery of
minute amounts of fluid, mixing/separation, and surface
property control through functional molecules.
A way to deliver subpicoliter fluid droplets uses an e-jet

(similar to MS injection techniques, but at ambient pres-
sure) or microthermal actuation in a cavity. Single liquid
droplets with volumes of less than a picoliter can be ejected
through a metal fiber or nozzle (Fig. 11). In thermal actu-
ation devices the actuator controls the pressure gradient
and solves the satellite droplets problem, which has troubled
industry for the last two decades. In e-jet devices a potential
around 1–1.5 kV drives picodroplets along the field lines (in
a 200-�m gap) to the chip surface.
The ability to move molecules and to guide them on a chip

surface plays a vital role in the efficiency of micron-size bio-
chemical reactors. Among the techniques of interest, elec-
trokinetic, hydrodynamic, or magnetic forces can overcome
surface forces and drive the fluid to chaotic mixing (sig-
nificantly shortening the reaction time). An electrokinetic
force-based focusing device that focuses negatively charged
DNA into a region the size of tens of nanometers is now
established and commercially available from Nanogen or
November AG, for example. The surface-to-volume ratio
increases dramatically in nanodevices. Thus, a large por-
tion of molecules will interact with the surface in these
devices. Well-designed molecules placed on the surface of a
nanofluidic circuit can either recognize certain molecules or
suppress nonspecific adsorption. In this way either the ana-
lyte of interest is lost or more positively selective filters are
available.
In recent years the group around Chad Mirkin [5] has

developed a nanopen. It writes on a flat gold surface, using
a standard atomic force microscope (AFM) tip as the nib of
the pen. The ink is loaded onto the nib by dipping into a
evaporating sulfur-containing compound. Although the prin-
ciple had been discussed years ago, the breakthrough relies
on the formation of a meniscus of water between the tip
and the gold surface, drawing the ink off the nib onto the
surface. The relative humidity allows control of the flow of
ink off the tip. Lines are well controlled down to a width
of a few molecules. The use of 1-octadecanethiol or 16-
mercaptohexadecanoic acid allows patterning or overwriting
of lines. Biomolecules are easily attached to the patterned
surface with the appropriately functionalized thiols.

Figure 11. E-spray device with pl-precision.
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Another nanotool within the necessary kit developed at
Harvard University [6] is the “nanotweezer.” Nanotweezers
consist of carbon nanotubes attached to electrodes made, for
example, on glass micropipettes. When a voltage is applied
to the electrodes the tubes bend, and thus the ends of the
nanotubes open or close. With the tweezer it is possible to
pick up nanoobjects or move tiny structures. First experi-
ments proved that the nanotubes are suited for gripping a
cluster of nanospheres from a support. At 0 V, the tweezers
are fully open. Applying a voltage closes the tweezers. At
around 10 V, they are closed. Nanotweezers introduce the
possibility of manipulating delicate objects, such as individ-
ual biological cells or subcellular elements. Improvements
to the nanotweezers may lead to the ability to move single
atoms.
Several groups have investigated the effect of dc and

ac electric fields on fiber-type biological molecules such as
DNA in aqueous solution. The electric fields are generated
between parallel electrodes lithographically patterned on the
chip. For easy manipulation, the gap between the electrodes
is chosen to be less than 10 �m. The ac electric field applied
is up to 1,000,000 V/m, with frequencies around 100 kHz.
The field polarizes the DNA molecules and leads to an ori-
entation of the DNA parallel to the electric field lines. If an
electric field gradient is present, the polarized molecules are
attracted to regions of higher field strength. DNA aggregates
in the gap between the electrodes. If the ac electric field is
switched off after a few seconds, the molecules diffuse out
into the solution. If the field is left on for a few minutes,
the DNA molecules adhere to the contacts with their ends
and keep spanning the contacts when the ac electric field is
switched off. It turns out, however, that the high voltages
applied during the orientation procedure lead to an electrol-
ysis of the water and a redeposition of metal between the
contacts. Thus, the above orientation procedure is feasible
only for small voltages but high electric fields, requiring an
electrode spacing of less than 100 nm.

1.7. Single (Bio)molecule Conductivity

Ultimately electronics will consist of networks of individ-
ual molecules carrying electrical currents of a few elec-
trons. Single-molecule conductivity measurement was first
achieved with the use of a scanning tunneling microscope
(STM) tip positioned above a molecule adsorbed to a metal-
lic or semiconducting surface [7]. These experiments proved
the viability of the concept of molecular electronics by mea-
suring the conductivity of individual molecules. However,
this method is limited by its lack of mechanical stabil-
ity. Furthermore, it is impossible to determine whether a
substrate-molecule-tip contact really occurs, and it is diffi-
cult to maintain a long molecule perpendicular to the sur-
face. Nevertheless, the experiments marked a step toward
single-molecule electronics.
In recent years a number of research groups have passed

electricity through single molecules ranging from DNA to
organic molecules often less than 1 nm long. Measure-
ments of DNA conductivity were recently obtained by sev-
eral groups [8, 9]. Currently most groups use a technique
based on breaking a gold bridge around 50 nm wide and
50 nm thick. The first real metal-molecule-metal junctions

were the mechanically controllable break (MCB) junctions,
created by Reed and used then in France by Bourgoin and
Magoga [10, 11]. They used molecules with a sulfur atom at
either end. The sulfur atoms at the ends of a molecule pre-
cisely bonded to the two gold electrodes to form the electri-
cal contacts. Nevertheless, it should be noted that the sulfur
atoms introduce additional electron barriers.
Varying the voltage across the gap made it possible to

characterize the behavior of the single molecule trapped
within. When researchers varied the voltage across asymmet-
ric molecules, the current changes turned out to be asym-
metric. At least part of that asymmetry arose from changes
in the asymmetric distribution of molecular orbitals across
the molecule.
A number of groups focus on the development of nano-

junctions separated by a sub-50-nm gap for the electrical
characterization of biomolecules. The gap is filled by a few
(one to five) deposited biomolecules. The objective is either
single-molecule science or the study of interactions between
a greater number of molecules (e.g., a nanocluster) and a
single molecule. These experiments are essential for refin-
ing the models and an understanding of charge transfer
phenomena at the molecular scale in biomolecules. Nano-
electrodes must be ultrasharp. Moreover, it must be possible
to verify in-situ the quality of the gap and of the metal-
molecules-metal junction with an atomic force microscope
(AFM).
Recently, electric conduction in double-stranded lambda-

DNA has been studied at room temperature with the use
of low energy electron point source (LEEPS) imaging. For
this purpose, the DNA molecule was strained over a per-
forated conducting membrane. The measurements indicated
a surprisingly large electrical conductivity. This result sug-
gests that DNA-based biomolecules can be applied to elec-
tric circuits, for example, as electric sensors with recognition
capabilities.
Microtubules are essential in cell architecture and cel-

lular transport. Single-molecule experiments were carried
out with the use of microstructured electrode surfaces
and microtubules between the electrodes. Arrays of elec-
trode pairs are built from a ∼100-nm gold layer (primed
with a titanium layer)on a thermally oxidized silicon
wafer according to standard photolithographic techniques.
Microtubules are purified from brain by three cycles of
temperature-dependent disassembly/reassembly and stabi-
lized with 20 mM taxol. For adsorption experiments, the
assemblies are applied to a substrate of microstructured gold
lines on oxidized silicon.
A new approach to the wiring of nanostructures is linking

metallized DNA or microtubules to prestructured microelec-
trodes. Briefly, the protein structures are activated by the
adsorption of Pt-catalyst particles with the use of K2PtCl4
solution, followed by a metallization with Ni acetate [12].
Similar metallization techniques are well established for gold
or silver coating. Electron beam-induced deposition (EBD)
was used for the structuring of connecting gold lines as
nanoelectrodes, which wire a single microtubule to micro-
electrodes created by photolithography. A metalized micro-
tubule yielded a resistance below 50 Ohm over the length of
1 �m.
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EBD line writing is an add-on to simplify the electri-
cal connection of single molecules (Fig. 12). Repeated line
scan induces the polymerization of amorphous carbonaceous
material along the path of the electron beam on the sub-
strate, which appears as a black line in the SEM contrast. A
prerequisite for successful EBD lines is a minimal drift of
the SEM; otherwise a broadening of the lines occurs. The
conductivity of the substrate enhances the growth. This phe-
nomenon is explained by charging effects suppressing the
EBD effect. Localization, EBD line writing, and a first char-
acterization of the created line structures can be obtained
by SEM in about an hour.

1.8. Scanning Probe Microscopes

Imaging and manipulation of nanometer-sized objects, sin-
gle molecules, or individual atoms are the playground
for bionanoscience and nanobiotechnology. Whereas clas-
sical macroscopic techniques rely on molecular ensembles,
averaging over all possible molecular conformations, sin-
glemolecule techniques make it possible to address and
observe molecular individuals in their individual shapes and
activities.
The field of novel scanning probe techniques is enormous

and cannot be covered—even to a minor extent—in this
bionanotechnique summary (Fig. 13). The applicability of,
for example, atomic force microscopy for imaging biologi-
cal molecules in their native environment was demonstrated
shortly after the invention of this technique. Through time
AFM has become a successful tool that complements other
structural techniques such as NMR, X-ray crystallography,
and electron microscopy. AFM is applicable not only for the
visualization of biomolecules and surfaces, but also for the
manipulation of nanostructures such as proteins, DNA, or
nanoclusters. To make use of the AFM to monitor biologi-
cal molecules, a number of techniques have been developed.
The three main modes of operation are contact mode (CM),

Figure 12. E-beam line writing to contact nanotubes or metal-coated
DNA strands.

Figure 13. A few novel techniques of the large family of surface scan-
ning microscopes.

noncontact mode (C), and tapping or intermittent contact
mode (IC). The principles by which the AFM works are
very simple. An atomically sharp tip is scanned over a sur-
face with feedback mechanisms that enable the piezoelectric
scanners to maintain the tip at a constant force (to obtain
height information) or height (to obtain force information)
above the sample surface. Other “scanning probe” tech-
niques use a wide variety of parameters to obtain this feed-
back (e.g., scattering of light, fluorescence, magnetic field,
thermo current, etc.).
Just to illustrate the use of AFM: it permitted the detailed

study of the intra- and intermolecular forces of the DNA
double helix, which are central to understanding its structure
and rich functional behavior. DNA exhibits very interesting
biophysical and physicochemical properties that are essen-
tial for a proper functioning of the biomolecular processes
involved. Interaction forces between single strands of DNA
are conveniently determined via atomic force microscopy.
The ability to measure the force between the tip and the
sample is an additional important feature of the atomic force
microscope. The cantilever on which the tip is mounted is
moved toward the sample, and, after touching it, the tip
is pulled back from the surface of the sample. The attrac-
tive force of the sample, which holds the cantilever back by
pulling it away from it, is displayed as a diagram (Fig. 14).
Already around 1994 DNA oligonucleotides were cova-

lently attached to the probe and surface. Adhesive forces
had been measured between complementary oligonu-
cleotides (∼20 bases). Data exhibit several distinct force dis-
tributions, which are associated with the rupture of the inter-
chain interaction between a single pair of molecules, which
involves breaking of short fragments. When a third long
DNA molecule was coupled between complementary sur-
faces, both intra- and interchain forces were observed. The
intrachain interaction resulting from the molecule’s elasticity
manifested itself as a long-range cohesive force. Fundamen-
tal phenomena like molecular elasticity, binding to proteins,
supercoiling, and electronic conductivity also depend on the
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Figure 14. Force curve obtained by unwinding a DNA double strand
from an AFM tip.

numerous possible DNA conformations and can currently
be investigated on the single-molecule level.
Similar experiments had been done with proteins as, for

example, antigen-antibody complexes. The antigen is immo-
bilized covalently via, for example, a long hydrophilic spacer
of polyethylene glycol to the silicon nitride PM tip. Closely
related antibody molecules differing in only one amino acid
at their binding site can be distinguished via the measure-
ment of binding forces.
Experiments with single molecules were reported with

scanning tunneling microscopy [13], fluorescence microscopy
[14], fluorescence correlation spectroscopy [15], optical
tweezers [16, 17], bead techniques in magnetic fields [18, 19],
optical microfibers [20], low-energy electron point sources
(electron holography) [21], and atomic force microscopy
(AFM) [22].
Whereas standard scanning microscopes are tabletop

instruments, novel devices shrink the scanner equipment
down to the millimeter scale, thereby increasing the res-
onance frequency of the scanner. Cantilever sensors rely
on well-known and simple transduction principles and have
attracted interest (Fig. 15). This is due, at least in part, to the
combination of silicon fabrication techniques and surface
modification biochemistry with the development of multi-
cantilever sensing methods. Interest in microfabricated can-
tilevers has grown since the development of the AFM in
1986. Cantilever sensor techniques allow direct measure-
ment of specific interactions between surfaces at the molec-
ular scale. A micro-AFM measures the tiny forces acting
on a sharp tip of a multicantilever chip. By shrinking the
cantilever structure to a microscopic size one obtains a low
spring constant (high sensitivity), a high resonant frequency,
fast response times, and high immunity to external mechani-
cal noise. Miniaturization and mass production are achieved
by taking advantage of silicon micromachining techniques
developed for IC process technology.

Figure 15. Sketch of a cantilever sensor.

With a microcantilever operated in the oscillating mode,
it is possible to count the number of bacteria adsorbed
to an antibody-coated cantilever. The specific binding of a
herbicide to an antibody-coated cantilever causes a signif-
icant shift in resonance frequency. It was proved that this
chip differentiates between the adsorption of low-density
lipoproteins and oxidized lipoproteins bound to a heparin
surface. Coating the cantilever surface with specific recep-
tors and labeling the analyte with the beads will yield an
extremely sensitive single-molecule sensor. Cantilever sen-
sors also show great potential in genomics. One hot topic
is the detection of single nucleotide polymorphisms (SNPs),
the origin of biological diversity and diseases.
A common modification of the AFM is the scanning elec-

trochemical microscope (SECM) (Fig. 16). The microscope
requires an almost completely insulated AFM tip, leaving
the minimum area possible (conducingly)exposed at the end.
This metal or carbon tip forms the working electrode in
an electrochemical cell. This nanomicroelectrode is scanned
across a surface, and the current is measured as a function of
position to acquire an electrochemically topographic map of
the chip. The ultimate detection limit of the single molecule
has already been achieved.
The scanning near-field optical microscope (SNOM) is

realized by scanning a small spot of “light” over the spec-
imen and detecting the reflected, scattered, or transmitted
light. The SNOM principle relies on optical tunneling, which
is a quantum phenomenon resulting from photon delocal-
ization that allows light to cross propagation barriers. The
resolution of the SNOM image is defined by the size of

Figure 16. Electrochemical scanning microscope (the redox signal is
obtained by cycling a redox-active molecule in the nanometric elec-
trode gap).
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the aperture. SNOM utilizes nanoapertures with a diame-
ter in the range of ∼50 nm. Typically such apertures are
prepared in the metal coating of pulled fibers. The optical
near-field decays exponentially with distance. Scanning the
aperture at a typical distance of ∼10 nm from the sample
produces a high-resolution optical image. A detection limit
of a single molecule is achievable. The single molecules most
often detected and characterized in the literature are dye
molecules on DNA fragments.
A new member of the scanning probe microscope family

and one of the most prominent of the emerging nano-
electromechanical systems technologies is magnetic reso-
nance force microscopy (Fig. 17). The energy separation
of useful magnetic sublevels within a molecule ranges from
�eV to meV and is detectable by either nuclear or electron
spin resonance.

2. NANOCLUSTER-BASED TECHNOLOGY
As could be deduced from the summary of technologies,
the use of nanoparticles is one of the most promising areas
of bionanoscale research. Unique behavior in the interac-
tion with electromagnetic fields and radiation is among the
most exciting properties (Fig. 18). This article will focus on
nanoclusters, start with their intrinsic properties, and later
on focus on potential bioapplications in the field.

2.1. Properties

In an extended metal unconfined electron movement is pos-
sible, resulting in strong, unspecific reflectivity, well known
as metallic luster. In contrast, for clusters of any size or
geometry the optical spectra are primarily determined by the
strongest oscillation process. Resonance of metal clusters is
dominated by collective oscillation of the electron gas within
the cluster, forming either plasmons or plasmon-polaritons.
We will mainly focus on electronic excitation from visible
light to IR and add some basic phenomena of vibration and
Raman spectroscopy.
Optical spectroscopy of metal clusters is best described

by electrodynamics. It is appropriate to apply a quasi-static
regime only for a cluster smaller than 10–20 nm for visible
light. Within a static regime phase shifts in the particle are
small enough and thus might be neglected. This simplifies
the excitation of the cluster to an oscillating dipole.
For real clusters the resonance is smeared out because of

clustersize and shape distribution. Furthermore, the influ-
ence of matrix boundaries, as well as a finite penetration of
the electromagnetic wave, has to be considered.

Figure 17. Nano-NMR scanning microscope.

Figure 18. Preferred plasmon propagation within nanoscale structures.

The electron mean free path plays a key role in modi-
fying the optical properties of metal clusters. Whereas for
small clusters the field attenuation is small, in larger clusters
(>30 nm) only surface regions are excited by the field. The
skin depth (at 2 eV) is 24 nm for Ag, 13 nm for Al, 31 nm
for Au, 30 nm for Cu, and 38 nm for Na.
To apply electromagnetic theory, the negative charges are

allowed to move when they are excited by an external field.
In contrast, the positive charges are more or less immobile.
Metals that exhibit strong optical effects are free-electron
metals, based on the fact that most of the electronic proper-
ties are caused by conduction electrons. These metals have
completely filled valence bands and partially filled conduc-
tion bands. For free electron metals the optical response is
based on the conduction electron band, whereas other met-
als exhibit various interband transitions.
Noble or seminoble metals such as silver, gold, or copper

exhibit both free electron and interband transition behavior,
depending on the frequency range. For basic studies alkali
metals proved to be very useful. Because of their instabil-
ity in an ambient environment, noble metals are the only
clusters studied in aqueous solvents.
The response of a metal cluster to an exciting electromag-

netic field is based on the dielectric function ���� of Drude-
Lorentz-Sommerfeld. The internal field of a metal cluster is
calculated by adding the boundaries of the sphere surface.
Thus the static electric polarizability of a spherical cluster of
radius r is given by �cl = 4	�0r3 · ��− �m�/��+ 2�m�. This
formula is suited for small metal clusters. It is not applicable
for large nanoparticles.
Thus for a small �2 a resonance is given at �1 = −2�m

with a resonance frequency (at �m = 1) of � =√
�e2/�me4	�0R3��. Often � is interpreted as the plasmon

frequency; nevertheless, it is a resonance (and polarization)
of a particle. To sum up, the conduction electrons in clusters
act as an oscillator system, whereas those in a bulk metal
act as a relaxator system with no excitation at the eigenfre-
quency �.
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Realistic coupling of the electron gas with the ion core can
be described by refinement procedures (e.g., by introduc-
ing an effective optical mass instead of the electron mass)
and was first introduced by Mie-Gans-Happel based on a
solution of Maxwell’s equations with appropriate boundary
conditions. Mie divided the problem into two parts: the elec-
tromagnetic one and the one based on material properties
he excluded by using a dielectric function ����R�.
The dielectric function is an average of all electronic and

atomic behavior of the cluster as dipolar, multipolar, or mag-
netic modes of absorption and scattering. The success of this
theory is based on extracting data from experiments.
Basic data are gained by correlating �1 with ��max, the

peak height with �2, and the bandwidth with n. Thus, a steep
�1��� results in a narrow resonance peak, whereas a flat
�1��� results in a broad band.

2.2. Cluster and Quantum Dots

In the visible spectral region the dipolar surface plasmon is
dominating for alkali metals since damping is small. In con-
trast, noble metals (mainly Ag, Au, and Cu) show significant
deviation from free electron behavior due to interband tran-
sitions. These transitions influence the spectra in the visible
region. The plasmon energy limit shifts from the free elec-
tron value of 9 eV to less than 4 eV! The threshold in eV is
3.9 for Ag, 1.5 for Al, 2.4 for Au, 1.3 for Ba, 2.1 for Cu, 0.9
for Cs, 1.3 for K, >6 for Mg, and ∼2 for Na.
Thus, this resonance cannot be regarded as a free electron

resonance but is a cooperative effect based on conduction
and d electrons. Whereas silver is even the less pronounced
member of the group of noble metals cited above, in copper
the plasmon energy limit shifts from more than 9 eV to
around 2 eV.
Only Ag has a well-developed resonance near 400 nm.

Gold has a peak around 520 with an shoulder to higher
energy. Copper exhibits no resonance in embedding media
with �m around one, but a sharp resonance peak can be
found in media of higher refractive index.
Resonance of Pt clusters is damped away in the visible

region of the spectrum but is useful in the near-IR. Met-
als like Ti and Ta exhibit plasmons combined with various
elementary excitations of the metal.
Advances in nanotechnology have led to the development

of highly sensitive cluster-nanoprobes, which have had a
large impact on fundamental biology research and medi-
cal diagnostics. These semiconductor clusters, quantum dots,
exhibit visible room-temperature photoluminescence that is
shifted to higher energies compared with bulk materials
because of quantum confinement. Even indirect bandgap
materials such as silicon, molybdenum sulfide, and pyrite,
which show no significant PL at room temperature, can
have intense room-temperature luminescence in nanocluster
form.
Quantum dots are nanometer-size colloidal particles

with dimensions smaller than the exciton Bohr radius. In
comparison with traditional organic probes, semiconductor
quantum dots are 20 times brighter and 100 times more sta-
ble against photobleaching.
At present, the use of quantum dots for multicolor stain-

ing, homogeneous assays, and imaging for tissues is already

established. Bioassays are accomplished by modifying the
surface of quantum dots with hydrophilic molecules and con-
jugating selectively interacting biomolecules onto the sur-
face.
Colloidal gold is orange, red, or red-violet, depending on

the preparation method. Colloidal gold is prepared by cat-
alytic deposition of metallic gold produced by the reduction
of gold salts with numerous reagents. The most common are
phosphorus, tannic acid, ascorbic acid, and sodium citrate.
Depending on the method used, colloidal gold preparations
vary in particle size and size variability expressed as the coef-
ficient of variation of the gold particle diameter in a sol.
Such a sol is called monodisperse when the coefficient of
variation is smaller than 15%.
A new route to the synthesis of colloidal Au clusters with

diameters between 30 and 100 nm is described by Brown
and Natan [23]. On the basis of surface-catalyzed reduction
of Au3+ by NH2OH, the approach is used to grow existing
nanoparticles into larger particles of a size determined solely
by the initial particle diameter and the amount of Au3+

added. The resulting clusters exhibit improved monodisper-
sity relative to those prepared in one step by the reduction
of Au3+ by citrate. Surface-bound Au clusters can also be
enlarged with this method. Thus, this technique provides
an attractive route to colloidal Au monolayers with variable
interparticle spacing.
The colloid preparation is one of the major methods

employed for the purposes of cytochemistry, especially stain-
ing of electron microscopic samples [24, 25].

2.2.1. Techniques for Preparing
Nanoclusters

• One of the most well-known methods (due to Frens)
provides monodisperse colloidal gold. In short: a solu-
tion of gold chloride is diluted in double-distilled water,
the solution is heated to boiling, trisodium citrate is
added quickly, and the solution is boiled gently until
an orange red color develops. The size of the clusters
between 6 and 60 nm can be adjusted by adding varying
amounts of reducing agent.

• Another well-known method provides monodisperse
colloidal silver. In short: AgNO3 solution is diluted
double-distilled water, tannic acid solution is added,
the mixture is heated to 80 �C, sodiumcitrate is added
under rapid stirring, and the solution is kept at 80 �C
until the colloidal color becomes yellow. Colloid forma-
tion can be followed via an absorption peak at around
400 nm. The colloids prepared in this way are polydis-
perse, with an average particle diameter of 30 nm.

• Graphite-encapsulated metal nanoclusters are synthe-
sized with high-temperature electric arc techniques.
Carbon and the metal of interest are coevaporated by
producing an electric arc between a tungsten cathode
and a graphite/metal composite anode. The encapsula-
tion occurred in-situ.

• CdS and PbS colloids of nanometer dimension are
synthesized by controlled precipitation of the metal
sulfide in water and acetonitrile solution. These col-
loids exhibit quantum size effects but have a broad size
distribution.
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• CdS nanocluster can be synthesized within the pore
structure of zeolite. The coordination of Cd atoms with
the framework of the zeolite leads to the formation of
stable nanoclusters with a structural geometry superim-
posed by the host matrix.

• Metal nanoclusters are prepared by solution-phase
thermolysis of molecular precursor compounds.

• Nanoclusters of CdSe have been synthesized with the
use of organometallic reagents in an inverse micellar
solution. Precipitation in reverse micelles gives a semi-
conductor lattice and in-situ molecular modification of
the cluster surface.

• Gold nanoclusters might be fabricated with metal vapor
deposition techniques. In this method, gold is code-
posited with, for example, liquid styrene or methyl-
methacrylate.

• Block copolymers are used to fabricate metal nano-
clusters with the deposition of metal on the surface
of a microphase separated PS-PMMA diblock copoly-
mer. After deposition, the film is annealed. The shape
and size of the nanoclusters are determined by the
microphases of the polymer mixture.

• Researchers at MIT synthesized metal nanoclusters
inside the microphases of diblock copolymers. Nano-
clusters within these copolymer show 3D ordering, and
the density of nanoclusters is high enough for commer-
cial applications.

In the absence of stabilizing agents, aqueous dispersions
are inherently unstable. All will form aggregates. The strong
tendency is caused by attractive van der Waals forces, which
basically always act at short distances. For submicrometer
clusters, the primary van der Waals minimum is much deeper
than the thermal energy, and therefore two particles that
collide by Brownian motion will stick to each other.
The rate of cluster formation was calculated by von

Smoluchowski a century ago. A more detailed description is
based on the hydrodynamic resistance and the finite range
of the van der Waals attraction. Nevertheless, dispersed
colloidal particles will inevitably aggregate within seconds
unless some stabilizing mechanism is available. The most
basic process in colloidal stability is the dimer formation in
an initially stable dispersion. Aggregation may be triggered
by an increase in the ionic strength, changes in the solu-
tion pH, or by the addition of flocculants like polymers or
surfactants.
A dispersion of charged nanoclusters is usually stable at

low salt concentrations. It can be destabilized by mixing with
a salt solution of higher concentration. At a high concen-
tration of salt ions, the particle charge is screened, and the
repulsive electrostatic force is overcome by the attractive van
der Waals force and the particles precipitate.

2.3. Nonspherical, Core-Shell,
and Phase-Boundary Clusters

Based on the theory of Mie, several modified concepts
deal with nonspherical cluster shape and core shell parti-
cles. Based on the quasi-static approach, various geometric
forms have been treated (e.g., oblates, ellipsoids, cubes, and
cylinders).

The axial ratio a/b as a main parameter is suitable for cal-
culation extending the polarization to Li, where i = a� b� c
and �Li = 1 (for spheroids La = Lb = Lc). To treat sam-
ples with arbitrarily oriented ellipsoids the signal has to be
averaged over all orientations. Clusters of a single size and
eccentricity exhibit a splitting of the peak to three more or
less distinct peaks. Clusters of a continuous distribution cor-
respond to a flat and broad peak (Fig. 19) [26].
Clusters set up from more than one metal can often be

treated by combining the functions of pure metals. Often
one observes broad-band and multipeak spectra. For very
thick layers spectra converge to the spectra of the top-layer
metal (Fig. 20). Especially amorphous metal can significantly
modify long-wave absorption of metal-cluster films.
Already monomolecular surface layers exhibit pro-

nounced effects. In the visible region even small ad-layers
of sulfides, iodides, oxides, or borates lead to a significant
deformation of the spectra [27] (Fig. 21).
Ordered arrays of metal columns deposited on or etched

out of a substrate surface exhibit similar or even enhanced
effects. High local fields permit efficient signal generation
with SERS.
Of particular interest is chemically confined growth or cat-

alytic growth, in which the catalyst is used to direct highly
anisotropic growth. Methods using a catalyst cluster with
a diameter in the 10-nm size range permit the growth of
nanocolumns and wires. Nanowire growth is initiated after
generated clusters become supersaturated.
Bimetallic nanostructures act as unidirectional light pipes.

The effect is attributed to plasmon propagation. This opti-
cal analog to the diode may be used to directly construct
optically addressable memory elements, logic devices, and
sensors at the nanoscale.
As a straightforward approach silver-gold core-shell clus-

ters are synthesized via gold nucleated silver-deposition. In
short: Au colloids are diluted in water, the solution is heated,
AgNO3 and trisodium citrate are added, in intervals, addi-
tional aliquots of AgNO3 are added, and finally trisodium
citrate is also added to complete the reduction. The result-
ing solution has an absorbance maximum around 329 nm
(typical for Ag). The two types of particles can readily be
separated by centrifugation.
Whereas a simple discussion of ���� depicts the setup of

single spherical clusters in an isotropic material, it has to
be extended for anisotropic phase boundary systems. Clus-
ters on surfaces are influenced by the adjacent medium. In a

Figure 19. Splitting of the plasmon resonance peak into three distinct
peaks in an aspherical cluster.
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Figure 20. Shift of plasmon frequency of single-metal and dual-metal
clusters.

very simple case �m can be replaced by an averaged dielec-
tric � of the surrounding media, giving reasonable results
(Fig. 22). In a more complex description an oblate cluster
shape induces a well-defined splitting of the polarization.
Thus, by. choosing the appropriate polarization of the excit-
ing beam, selective excitation of modes can be accomplished.
Moreover, the cluster plasmon peak will split up into at
least two defined peaks, one shifting slightly to shorter wave-
lengths, the other quickly moving to red and infrared.

2.4. Magnetic Clusters
and Magnetodendrimers

Magnetic nanoclusters are monodomains. Thus, one expects
that in magnetic nanophase materials the grains also corre-
spond to domains. Very small clusters have special atomic
structures with discrete electronic states, which give rise to
special properties in addition to superparamagnetism.
Studies of magnetism in small nickel clusters have found

them to be highly magnetic. The moments per atom exceed
the bulk value per atom. These observations support the-
oretical predictions of enhanced magnetization in systems
with reduced dimensionality.
This effect extends throughout the transition metals.

Cobalt and iron clusters are also more magnetic than
the bulk, and clusters of rhodium (nonmagnetic transition
metal) exhibit strong magnetic moments.
While the surfaces of clusters show enhanced magnetiza-

tions, such surface effects are difficult to observe. A large
surface-to-volume ratio and an absence of nearest neighbors

Figure 21. Coating of a silver cluster with a monolayer of iodine and a
strong damping of the plasmon peak.

Figure 22. Spectral change induced by cluster aggregation.

induce rapid rotation of the magnetic field. As a result, the
clusters appear to be macroscopically nonmagnetic, and only
at a very low temperature is the rotation frozen.
In bulk materials, surface magnetism is hard to separate

from bulk magnetism. Since small clusters are more or less
entirely on the surface, they are ideal to study surface mag-
netism. The very smallest clusters, which have no internal
atoms at all, are thus extremely magnetic, in agreement with
theoretical predictions.
Thus, most nanoclusters are considered to be isolated

single-domain ferromagnetic materials. Magnetic resonance
(MR) and magnetic scanning microscope (MSM) imaging
offers both high resolution and large area imaging capability.
To be visualized, structures must be labeled with a nanoscale
marker that can be detected by MR imaging. Superparamag-
netic iron oxide nanoparticles currently provide the highest
sensitivity when used as a MR contrast agent.
A new type of iron oxide nanoparticle, magnetoden-

drimers, have excellent magnetic and NMR relaxation-
enhancing properties, and, because of their coating with a
dendrimer as a transfection agent and their nanosize, they
are efficiently taken up by a number of mammalian cells.
The magnetodendrimers exhibit a high saturation magneti-
zation of ∼100 emu g/Fe, no magnetic hysteresis at 300 K,
and T2 relaxivities of 200 mM−1s−1 (at 37 �C), with a rapid
approach to saturation at magnetic field strengths well below
1.5 Tesla. Magnetically tagged cells show a high degree of
cellular uptake and thus intracellular labeling, with the cyto-
plasm containing large numbers of iron-containing vesicles
and endosomes. Magnetodendrimers represent a new class
of cellular nano-contrast agents that can be used efficiently
for magnetic cellular labeling and in vivo tracking of cells
down to the molecular scale.

2.5. Cluster–Cluster Interaction

Standard electromagnetic theory can only be applied as long
as no significant coagulation of the clusters takes place. The
origin of the two peaks observed on aggregate formation can
be deduced from experiments clearly showing that the low-
frequency peak is reduced with increasing p-polarization, in
contrast to high-energy peaks, which are nearly insensitive
to a change in polarization of light. Thus, the low-frequency
peak is caused by longitudinal mode excitation, whereas the
high-frequency peaks correspond to the transverse mode of
the system.



342 Bionanodevices

The stability of a cluster system against coagulation and,
furthermore, on coalescence is due to electrostatic repul-
sion of the clusters (see above). Repulsion, sometimes com-
bined with added steric inhibitors such as polymers, blocks
cluster–cluster contact. This prevents a metal-to-metal con-
tact induced by thermal motion.
A color change results from the formation of aggregates

of the nanoclusters, or the precipitation of the aggregated
nanoclusters (from red to violet and, farther on, blue for
Au-colloids). This color change may be observed with the
naked eye or spectroscopically (Fig. 22).
Aggregation of nanoclusters can be quantified by EM

or light scattering. A color change can be more readily
observed against a background of a contrasting color. The
observation of a color change is facilitated by spotting a
sample on a solid white surface of an RP-18 TLC plate.
Upon drying at room temperature, a blue spot develops if
the nanoparticle conjugates are linked by biochemical inter-
actions; otherwise the spot appears red-pink. The results can
be stored in this format.
Conventional silver enhancement kits greatly increase the

sensitivity of the reaction.

2.6. Coating Clusters with Biomolecules

Gold clusters are unstable as sols in the presence of elec-
trolytes. It is believed that the gold nanocluster has a gold-0
core and a gold-1 shell, because of incomplete reduction at
the outer surface. The coreagent used in synthesis coats the
surface with citrate or chloride ions, for example. When salts
are added to a cluster sol the color turns to blue, and the
clusters precipitate. However, if proteins are added under
proper conditions, these bind spontaneously to the gold clus-
ter surface. Surfaces are modified and the sols remain stable
in the presence of added electrolytes.
The binding of proteins to metal clusters is more or

less irreversible. Most of the proteins retain their biological
activities, at least in part. This property makes nanoclusters
highly useful as transducers.
Because of their high reproducibility and robustness,

cluster-based assays are useful tools in protein assays and
high-throughput profiling of the proteome. The degree to
which biological activity is lost depends upon the structural
integrity of the protein. The degree to which conformational
changes are vital for the proper function of the protein
depends on how tightly the protein is bound to the surface.
Furthermore, the pH during immobilization versus isoelec-
tric point of the protein is important.
No general rule can easily be obtained for the degree to

which biological function is retained, but mostly it is better
than or at least comparable to other covalent immobilization
techniques.
On the average one 14-nm colloid is covered with 25–100

proteins 3 nm in diameter. Therefore even poor immobi-
lization results in sufficient biological activity of the cluster
reagent.
Binding of protein to the gold clusters is pH-dependent.

Stable complexes are achieved at a pH 0.5–1 units higher
than the isoelectric point of the protein to be immobilized.
The pH of the colloidal clusters can be adjusted by the

addition of 0.1 M NaOH or by the addition of 0.1 N HCl.

The pH is measured with pH paper or with gel-filled elec-
trodes. Glass electrodes are coated by colloids and thus
might be modified in their response.
In the case where very tiny amounts of protein are avail-

able for coating the gold sol it is important to estimate the
minimum amount of protein needed to stabilize the sol. To
provide optimal conditions for protein binding, the ionic
strength should be low, since salt induces cluster aggregation
(a red gold sol turns blue).

Particle sizes Unconjugated colloidal gold sols, 2–50
(250) nm

Aggregation 80–90% singles with no clusters greater
than triplets

Stability Gold conjugates with 20% glycerol are
stable if stored at ≤ −25 �C.

Storage buffer 20 mM Tris-base, 20 mM NaN3,
200 mM NaCl, pH 8, +1% BSA, 20%
glycerol

Assay buffer 20 mM Tris buffer, 200 mM NaCl,
pH 8.2

Gold conjugates with protein ∼100 kDa
Protein

Size OD concentration
(nm) (520 nm) (�g/ml) Proteins/cluster

1 — 50 1
5 3 36 3

10 3 30 ∼10
15 4 30 ∼30
20 4 30 ∼50
30 5 15 ∼100

Gold colloids are coated with protein in a 2–3-fold excess
for several hours. Excess protein has to be removed by wash-
ing. Coating can take place with reduced amounts of the
desired or any other protein if, in addition to the functional
protein, in a second step an unreactive protein is applied for
the stabilization of colloids. In a similar way other proteins
can be attached to the colloid surface, considering their iso-
electric points.
Monolayers of the polypeptide poly-l-lysine are useful

for controlling the specific adsorption of proteins onto gold
cluster surfaces. A poly-l-lysine monolayer modified with
biotin is electrostatically adsorbed onto a gold cluster coated
with a self-assembled monolayer of a carboxylated thiol
(e.g., 11-mercaptoundecanoic acid). The immobilized biotin
groups act as specific biorecognition sites for avidin. By vary-
ing the percentage biotinylation of poly-l-lysine, it is possi-
ble to control the surface coverage of avidin to create either
full or partial monolayers (4.1 nm). The poly-l-lysine mono-
layer and any adsorbed avidin can be rinsed from the surface
with a low- or high-pH solution to allow quantitation of the
adsorbed molecules.

2.7. AFM Imaging

For HT-biomolecular screening, novel comparative tech-
niques permit rapid identification of modified genomic
DNA molecules. Specific DNA sequences are labeled with
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conductive reagents such as colloidal gold particles, and
the position of conductive reagents along DNA contours is
detected via nanofabricated electromechanical devices.
Individual DNA molecules are labeled with colloidal gold

particles by hybridization of synthetic nucleotides conjugated
with biotin into human genomic DNA fragments and sub-
sequent coupling with colloidal gold particles coated with
avidin. DNA, labeled with colloidal gold particles, is straight-
ened and immobilized on the silicon surface. Electromag-
netic force, surface tension, or hydrodynamic force is used
to uncoil and stretch DNA molecules. The positions of col-
loidal gold particles are detected by AFM or other scanning
probe microscopy techniques along the straightened DNA
molecule.
Direct imaging can be done in ultralarge biomolecular

assemblies, such as the extremely large ribonucleoproteins
(RNPs), the molecular mass of which may be several million
Daltons. For such polymorphic assemblies, visualization by
electron microscopy provides structural information at a res-
olution that is difficult to obtain in any other way. Yet, local-
ization and tracing of RNA within RNP complexes are not
straightforward. A novel way to accomplish these is through
the synthesis of RNA molecules that are covalently deriva-
tized with gold nanoclusters, which thereby can be visualized
by EM or by atomic force microscopy.

2.8. Immunocluster Techniques

Conjugates, prepared by coupling of antibodies on colloidal
gold particles, were used in a homogeneous sol particle
immunoassay for various proteins. Most assays are based on
cluster coagulation, resulting in color reduction. The best
results were obtained with big particles of 50 nm or more
near the stability limit. The addition of polymers sometimes
increased the agglutination rate considerably. The influence
of temperature on the agglutination is small. Higher con-
centrations resulted in steeper calibration curves. The dose–
response curves in buffer or urine are almost identical, and
the reproducibility in biological fluids is fine. Homogeneous
aggregation assays have a high practicability and are easy to
automate. A disadvantage might be the method’s moderate
sensitivity.
Based on well-known colloid labeling, various semiquan-

titative flow-immunoassay methods for the detection of anti-
bodies or antigens have been developed. The label is a
colored colloidal particle such as gold (red), carbon (black),
silica (several colors), or latex (several colors) for direct visu-
alization of the immune reaction. In practice, colloidal gold
particles or gold nanoclusters with a diameter of 25–40 nm
are the most commonly applied labels in strip tests. The col-
loidal particles are coated with an organic reagent, which, in
turn, is attached to the antibody by covalent bonds. Appro-
priate antibodies or antigens for a sandwich-type immune
assay are immobilized on the cluster surface and on chro-
matography paper or in a nanochannel in the most advanced
devices.
Thus, a typical strip test device consists of a test strip

that is mounted in a plastic cassette (housing). The test strip
is made up of a number of components, including a sam-
ple pad, a conjugate pad, an absorbent pad, and a mem-
brane that contains the capture reagents. The paper strips

are developed with an appropriate immuno-gold reagent in
a plastic tube in the presence of urine (e.g., pregnancy) or
serum [28, 29]. The mixture migrates up the strips toward
the test band. A purple band develops, which indicates the
presence of the corresponding antigen or antibody. About
50 mIU of hCG in urine can be detected in 5 min or less.
These test kits are simple and rapid and require no com-

plicated or costly instruments. A disadvantage may by the
limited sensitivity of the assay and lack of multidimensional
multianalyte capabilities. This immunoassay format is also
known as the strip test, one-step strip test, immunochro-
matographic test, rapid flow diagnostic, rapid immunoassay,
lateral flow immunoassay (LFI), on-site test or assay, or
near-patient test.
To prepare large gold nanoclusters (40 nm) for immune-

strip tests, heat 100 ml of 0.01% (w/v) tetrachloroau-
ric[III]acid trihydrate (HAuCl4 · 3H2O) to boiling under
reflux conditions, and add 1 ml of 1% (w/v) trisodium citrate
dihydrate under constant stirring. In about 25 the slightly
yellow solution will turn faintly blue and nuclei are formed.
After approximately 1 min the blue color changes to dark
red, indicating the formation of sperical clusters. The solu-
tion is boiled for another 5 min. The optical density, mea-
sured at 540 nm, will be about 1. Add 0.05% (w/v) sodium
azide for storage.
A standard immuno protocol might be done as follows:

Blocking for 30 min at room temperature; primary antibody
for 30–60 min at room temperature or 37 �C; rinse 1 with
buffer; gold conjugate incubation for 30–45 min at room
temperature or 37 �C; rinse 2 with buffer +2 M NaCl; rinse 3
with buffer; rinse 4 with distilled water. The binding is moni-
tored in real time by observation of a developing absorption
peak in a setup with a 125-�m aqueous top layer. Because
any compound penetrating the polymer film will potentially
react with the metal mirror layer (e.g., Ag mirror and chlo-
ride ions) and alter its optical and adhesive properties, care
has to be taken to obtain distance layers without pinholes
or cracks.

2.9. Assembly of Functionalized
Nanoclusters and Nano-Objects

Any standard hybridization test can be done with metal clus-
ter aggregation. It should be noted that the formation of
particle arrays gives a very sharp signal due to the large num-
ber of interactions between different particles. However, this
cooperative effect limits the dynamic range of the reaction.
Because nanoclusters assemble only in the presence of a
complementary DNA strand, the change in material prop-
erties induced by assembly can be used as an indicator of
whether a particular sequence is present in a sample or not.
Such signatures include the changing optical, mechanical,
and electrical properties.
Based on the appearance of the second peak on clus-

ter aggregation, a new analytical device was developed by
Mirkin et al. [30–34]. The method is based on colori-
metric detection of DNA and RNA based on mercapto-
alkyl-coated oligonucleotide-modified gold nanoclusters.
Introduction of a hybridizing oligonucleotide into a solution
containing the modified particles results in the formation of
a polymeric network of clusters. This aggregation of clusters
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can be directly monitored as a red-to-purple-violet shift of
the solution. Transfer of the aggregated cluster net to a silica
matrix results in a shift of the signal to a clearly visible blue
spot. The assay can detect femtomoles of oligonucleotides.
First assays (e.g., targeting anthrax bacteria) are extend-

ing now to clinical DNA detection. DNA arrays with DNA-
functionalized gold nanoparticles assemble metal cluster
arrays onto a sensor surface induced by the complementary
target. The procedure even permits the detection of single
base-pair mismatches. Gold nanoclusters are chosen as the
major building block because of the ease of synthesis from
tetrachloroaurate and citrate.
In a novel process, even small DNA-modified optoelec-

tronic components are transported to the surface of a micro-
electrode by electrophoresis, whereupon sequence-specific
oligonucleotide interactions direct component localization
and binding. This biologically inspired method of compo-
nent localization is a new approach to circuit fabrication.
It provides self-assembly-based manufacturing methods as a
substitute for pick-and-place technology.
The attachment of short synthetic oligonucleotides to gold

nanoparticles in particular follows rules slightly different
from those of the attachment of proteins or larger polyelec-
trolytes, which is due to the linear nature of the species. A
preparation as cited above (Au colloids, 12 nm in diameter,
17 nM in particle concentration) is reacted with a 200-fold
excess of a thio-functionalized oligonucletoide (3.5 �M) in
water. The reaction is allowed to stand for 24 h at room tem-
perature to allow reorientation at the surface and provide
optimal space filling. About 80 molecules are assumed to
immobilize to the surface of a 12-nm particle. The excess of
oligonucleotides is removed by centrifugation. The particles
show very good stabilities at high salt concentrations. How-
ever, to provide temperature stability at 70 �C and higher
the linking group has to be modified. Either a multivalent
thiol linker is applied or the particles are derivated with an
alkylsiloxane. The oligonucleotides can then be bound cova-
lently to functional groups in the surface of the coated par-
ticle. The test itself leads to the aggregation of nanocluster
arrays. Two types of particles are coated with two sequences
specific for the same target molecule. Upon addition of the
target the particles bind to the target. Since any particle
bears a large number of identical sequences, aggregation of
particles will occur. The formation of these 3D arrays gives
a detectable change that occurs upon hybridization of the
oligonucleotides on the nanoparticles to the nucleic acid;
this is a color change from red to blue.
To set up ordered nanostructures at chip interfaces, nano-

arrays based on cluster monolayers became a growing area
of experimental and theoretical research. Metal colloids
and nanoparticles such as biopolymers, bioparticles, or even
small polymer spheres in the size range from a few nano-
meters up to 5 �m have been used to form lithographic
masks on surfaces. The masks consist of (often hexagonally)
arranged monolayers of these particles.
When a droplet of the colloidal suspension is placed

on a substrate, the masks form independently via a self-
organized process. The deformation of the liquid film causes
an attractive force between the nanoparticles: the lateral
capillary force. Protruding nanoparticle caps deform the sur-
face of the fluid and induce an attractive force between the

nanoparticles, which exceeds the thermal energy, kT . Often
a nonmiscible solvent is used and the nanostructure forms
upon solvent evaporation at the interface. With a floating
technique, for example, the masks can be transferred to
almost any arbitrary substrate. These nanoarrays have been
utilized, for example, as masks for vacuum deposition of
metal cluster arrays, plasma etching, or masters for nano-
printing.
Current research focuses on catalytic and chemical prop-

erties of nanodot arrays and the potential application of
cluster monolayer lithography for the production of optical
and electronic switches, guides, and memories.

2.10. Nanocluster Arrays by Biotemplating

Aggregated nanoclusters are excellent tools. A variety
of analytical techniques use them to detect fluorescence,
Raman scattering, atomic and magnetic force, and elec-
trical conductivity. Hybridization of DNA is an excellent
tool for directly and precisely assembling nanometer-sized
structures. This methodology allows for the fabrication of
materials with defined nanodevices to be used, for exam-
ple, biomolecule sensing and separation technologies. The
strategy is applicable to the synthesis of new nanostructured
materials made from metals, semiconductors, and inorganic
and polymer insulators. Nanosized assemblies are designed
by changing the DNA linker and the particle composition
and controlled construction and deconstruction of the mate-
rials by hybridization and dehybridization.
Nanotechnology is severely needed for lithographic

methods applicable to pattern inorganic material at the
nanometer-length scale. The nanoapproach for the fabrica-
tion of molecularly engineered nanostructures is the method
of biotemplating [35–37]. This technique makes use of the
well-defined structural, physical, and chemical properties of
self-assembled biological macromolecular complexes.
Well-defined biolayers are used as templates for the

buildup of organic and inorganic nanoassemblies. Thus, the
bottom-up approach allows the setup of nanometer fabrica-
tion facilities via molecular engineering.
Biomolecular templating focuses on two different aspects:

• The geometrical shape of the template is employed
for the fabrication of artificial nanostructures such as
metallic nanowires, for example, by coating the speci-
mens with thin metal.

• Large macromolecular assemblies built from identical
subunits possess a regular structure.

The periodicity arises from the self-organization of
biomolecules into ordered molecular arrays [38]. These lay-
ers are a precise spatial modulation of chemical surface that
can be used to accomplish site-specific chemistry. In con-
trast to standard lithography, such as electron beam lithogra-
phy, templating techniques provide the advantage of parallel
fabrication. A well-defined deposition of metal and semi-
conductor clusters onto a 2D protein template was demon-
strated by several groups. In a further processing step the
metal is used for example, to set up a regular array of
holes. The topology of the pattern is determined by the
geometry of the template used. Thus, the deposited layer
represents the intrinsic spatial structure of the underlying
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protein monolayer. The protein template that is most often
used is a bacterial surface layer (S-layer). These layers are
regular protein crystals that form the outermost cell enve-
lope component of many prokaryotes exhibiting different
kinds of lattice symmetry (p1, p2, p3, p4, and p6). S-layers
are 5 to 15 nm thick. The spacing between structural units
varies from 3 to 30 nm. Isolated S-layers are suspended in
a buffer solution (e.g., 50 mM sodium phosphate, pH 7.5,
1 mM MgCl2, and 0. 02% sodium azide) at a concentration
of ∼2 mg/ml and stored at 4 �C. The possibility of coat-
ing two-dimensional arrays with perfect uniformity on solid
surfaces or at liquid–air interfaces makes them an ideal bio-
logical template. A variety of clusters have been deposited
on these films, including gold, silver, platinum, or cadmium
sulfide. Well-defined sites are decorated with metal particles
deposited from the aqueous or gas phase.
In the presence of protein, cluster formation is strongly

accelerated compared with the reaction in pure solution. For
in-situ generation of clusters on S-layer surfaces the protein
is often activated by molecular deposition of metal catalyser,
such as Au, Pd, or Pt from a metal salt solution. After acti-
vation the S-layer suspension turned from colorless to light
yellow, becoming darker with increasing reaction time and
thereby indicating metal deposition on the protein template.
The activation kinetics were studied by recording the opti-
cal absorption of the solution. The chemical deposition of
metal on the S-layer leads to the formation of highly ordered
arrays of metal clusters. Well-separated, clusters are aligned
along the crystalline structure of the protein template, repro-
ducing the symmetry of the S-layer.
The usability of biological templates for such purposes

has been proved not only for nucleic acids and S-layers, but
even for microtubules and viruses.
Microtubules are highly ordered protein polymers con-

sisting of regularly arranged �-�-tubulin dimers, which have
a length of about 8 nm and a diameter of ∼5 nm. Micro-
tubules are useful templates for assembling small metal clus-
ters. The surface of the tubulin molecules exposes a defined
pattern of amino acid residues that provides a wide vari-
ety of active sites for nucleation, organization, and binding
of metal clusters. Clusters formed organized arrays, ordered
chains, and defined patterns, reflecting the regular arrange-
ment of the tubulin subunits within the microtubule. Taxol-
stabilized Zn induced two-dimensional tubulin sheets. It was
shown that histidines are centrally located on �-tubulin.
These histidines are easily accessible and correspond to the
pattern of the metal clusters. Thus, it is assumed that these
histidines are candidates for chelating noble metal clusters.

2.11. In-Situ Assembly of Clusters
on Electrodes

Biosensors can be set up by in-situ assembly of colloi-
dal particles on micropatterned electrodes. Microspheres
or nanospheres from suspension are collected via elec-
trophoresis or dielectrophoresis in the micrometer-sized
gaps between planar electrodes. The assembled particulate
patches are fixed by changing the colloidal interactions to
induce coagulation, for example. Biorecognitive molecules
on the nanoparticle surface bind the analyte molecules. A
direct electric conductivity readout is made after labeling

with colloidal gold particles and, if necessary, by further
enhancement with silver nucleation. The method is a basis
for setting up disposable on-chip arrays for specific proteins,
DNA, or other biomolecules [39].
Chip substrates are set up, bearing photolithographically

fabricated metal electrodes with micrometer gaps between
them. Nanospheres are suspended in a low-electrolyte aque-
ous medium and are collected in the gaps between the elec-
trodes. A nonuniform alternating electric field is used to
drive the particles via dielectrophoresis. Aggregated micro-
spheres, however, do not exhibit enough signal and disas-
semble when the field is turned off. The critical step for
binding the nanoparticles is to decrease the repulsive inter-
actions and to coagulate the particles. Particles that are sta-
bilized by electrostatic repulsion can be coagulated on an
oppositely charged surface; particles stabilized by polymers
or surfactants are deposited by washing away the protec-
tive layer. The detection is carried out by immunological
tagging of colloidal gold clusters to the nanosphere layer.
Before the test results are read, the gold particles might be
enlarged and fused together via catalyzed deposition of a
silver enhancement.
The readout is carried out by measuring the resistance

between the electrodes. In the case of a positive immuno-
logical reaction, the electrodes become connected via thin
metal bridges.

2.12. SPR Transduction

Surface plasmon excitation is obtained when photons are
coupled into a metal/dielectric interface. These plasmons are
resonant charge density oscillations at that surface of the
metal. The wave is a perturbation of the electron plasma or,
more precisely, a surface plasmon-polariton extending sev-
eral tens of nanometers into the metal and up to 500 nm
into the adjacent medium. The plasmon exhibits an expo-
nential electromagnetic decay of the field perpendicular to
the interface.
For SPR coupling the light must be at a well-defined

angle to the interface. Any coating of the surface of the
metal with an overlayer of varying � will change the coupling
angle of the resonant system. This change induces a shift in
resonant angle up to a few degrees. Based on this princi-
ple and related techniques, various devices are commercially
available directly (mostly without any label) that can trans-
duce biochemical binding into a variation of resonant angle
[40–42].
Although a direct transduction is very useful for basic

interaction studies, its overall sensitivity is low. Thus based
on the large difference in �H20 and �metal, a significant
increase in assay sensitivity was obtained by adding a metal
nanocluster label to the assay.
The significant increase in sensitivity by nanoclusters has

to be evaluated against the disadvantage of labeling the
analyte.

2.13. Clusters as Nanoswitches

In recent years a first step has been taken toward synthe-
sizing reversible molecular switches and integrating these
switches into electronic circuits. Any digital microelectronic



346 Bionanodevices

device is based on switches known as transistors and diodes.
Complex elements, such as flip-flops, are created from a
combination of these simple elements. Two transistors are
combined, for example, to set up a Schmitt trigger. A
Schmitt trigger defines a bit of binary information as either
zero or one.
In a recent development novel nanocluster-based devices

turned the conductivity on and off by changing the oxida-
tion state of a single molecule. Some organic molecules con-
tain a redox-active center where reduction or oxidation can
be achieved more or less reversibly. If they are sandwiched
as molecules between electrical contacts they support quite
large currents. The phenomenon is based on resonant tun-
neling, when the electron energy bands of the molecule over-
lap with those of the metal.
The effect has previously been shown with layers of an

organic molecule containing the bipyridinium group (bipy).
In a nano-approach, a molecule sandwiched between a gold
electrode and a gold nanocluster serves as the molecular
switch. A convenient setup can be obtained by attaching thi-
ols to each end of the redox switch (one thiol at the gold
electrode, the other at the gold nanocluster). To obtain a
simple readout the tip of a scanning tunneling microscope
might be used to record the current through the nanocluster.
New results show that changing the redox state of the

bipy molecule can control electron transport between the
gold electrode and the nanocluster. A switch based on these
clusters might work with fewer than 30 electrons. When the
molecule is in the reduced state, large currents flow through
the device; when a certain threshold voltage is applied, the
tunneling current decreases markedly. The threshold voltage
corresponds to the redox state of the molecule used as a
switch. A molecular trigger would operate too slowly and
have insufficient gain to be applied as an electronic circuit.
Nevertheless, biointeractions coupled to a nanoparticle

allow a novel type of biosensor to be set up. Such a device
can detect single molecules or single chemical reactions. The
system reported by Schiffrin adds a novel switch to a rapidly
expanding list of switchable nanoelectronic devices.
In a related setup it had been shown that individual

gold nanoclusters can be controlled by adding protons to
molecules bound at the cluster surface. Future bioelectronic
devices may thus be related to flip-flops well established in
the microelectronic field.

2.14. Resonant Cavities

When a point defect is created in a regular cluster array, it
is possible for that defect to pull a light mode into the band
gap. Because such a state is forbidden from propagating in
the bulk layer, it is trapped. The mode decays exponentially
into the bulk.
Such a point defect, or resonant cavity, can be utilized

to analyze biorecognitive interactions by opening or clos-
ing these defined spots via biorecognitive interactions. For
example, such an array can be coupled with a pair of waveg-
uides to produce a very sharp filter through resonant tun-
neling. Through a change in the size or the shape of the
defect, its frequency can easily be tuned to any value within
the band gap. Moreover, the symmetry of the defect can also
be tuned. Point defects are already the heart of many other

non-biodevices, such as channel drop filters or resonant cav-
ities, and enhance the efficiency of lasers.

2.15. Electroluminescence

To produce ultrasmall clusters, a thin film of silver oxide is
treated with an electrical current of about 1 A. This cre-
ates a thin line of silver clusters of two to eight atoms.
Under the influence of an alternating current these clusters
exhibit electroluminescence, emitting light at a frequency
that depends on their size. Experiments have shown that a
high-frequency (>100 MHz) alternating current produces an
electroluminescence response that is 10,000 times as great
as that produced by a direct current. Whereas bulk materi-
als cannot respond quickly enough to an alternating current,
the alternating current creates rapid electron-hole recom-
bination within single molecules in nanoclusters in a very
narrow section of the sample. Similar fluorescence emission
phenomena have been observed with nanoclusters of copper
atoms.

3. NANOCLUSTER AND FIELD EFFECTS

3.1. Surface-Enhanced Optical Absorption

The optical properties of metal island films are used in
surface-enhanced optical absorption (SEA), the so-called
anomalous absorption. An absorbing cluster layer positioned
at a defined distance from a metal mirror represents a spe-
cial kind of reflection interference system. At a certain dis-
tance of the cluster from the mirror the electromagnetic
field reflected by the mirror has the same phase at the posi-
tion of the absorbing layer as the incident fields, and thus
by this feedback mechanism the effective absorption coeffi-
cient of the absorbing layer is strongly enhanced. Since for
a given interlayer distance the optimum phase is only given
for a defined wavelength, the system is characterized by a
spectrally narrow reflection minimum. The spectral position
shifts sensitively with the cluster-mirror distance [43, 44]
(Fig. 23).
The optical characteristics of the sensor can be modeled

by either the stratified medium theory or the CPS theory
developed by Chance, Prock, and Silbey. These theories
focus either on optical thin films or on a cluster in proximity
to a metal surface.
The stratified medium theory (SMT) can be applied for

the calculation of any cluster films, whereas the CPS model

Figure 23. Field within SEA chip.
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is best suited for single clusters. Application of the SMT is
based on the complex optical constants in all three layers.
Whereas optical constants of mirror metals (Ag, Au, Al) can
be found in the literature, the optical constants of island
films are strongly dependent on preparation parameters.
Mostly they must be found experimentally. Standard meth-
ods for the determination of optical constants are based on
independent measurements of the cluster film reflection and
transmission. A (relative!) maximum of the signal can be
obtained if the mean mass thickness of gold or silver clus-
ters is around 5 nm. Depending on the number of bound
clusters, the reflection varies by several orders of magnitude.
With the use of optimized equipment, even single clusters
close to the surface are visible as color dots.
Similar to interference-based systems, there are several

regimes of reflectivity change. According to the selected
cluster-mirror distance, the desired dynamic range of the
system, the optimum wavelength, and the layer thickness can
be tuned (Figs. 24 and 25). The spectral reflectivity mini-
mum strongly depends on the cluster distance, and thus a
thickness change of any interlayer will be visually observable
upon white-light illumination by the altered color impression
of the reflected light.
Resonance-enhanced absorption of nanoclusters is a

novel means by which nucleic acids, enzymes, or binding
proteins can be detected in a simple and reproducible way.
The analytes induce binding or dissociation of metal clusters,
which have been or will be bound at a defined distance from
a reflecting, preferentially electron-conducting substrate sur-
face. The binding or dissociation is transduced into a clearly
detectable optical signal through resonant enhancement of
clusters interacting with their mirror dipoles. Metal clusters
or colloids are chosen with a diameter smaller than 100 nm,
preferentially around 40–50 nm to suppress multiple peaks
in the spectrum, to enhance diffusion and to avoid precipi-
tation and coagulation during storage.
The setup is more cost effective than standard ELISA

tests and reduces handling time through a novel one-step
test procedure. Rapid and sensitive one-step test kits for
clinical and lab use can be set up based on this technol-
ogy. Possible fields of application include the diagnosis of
urinary tract infections; screening of allergens; detection

Figure 24. Chip surface versus coating time of the interlayer (glass-type
SnNx).

Figure 25. Capture assay and cluster approaching the surface.

and quantification of pathogenic bacteria, glucose, and C-
reactive protein; food identification, etc.
If the analyte interacts with the chip, it

• induces changes in the packing density of the cluster
layer or

• induces changes in the spatial arrangement of bound
clusters,

both leading to characteristic changes of the optical appear-
ance of the sensor surface. The color of the surface is altered
because of binding, catalytic activity, or a structural rear-
rangement of the analyte or a biorecognitive active compo-
nent added to the mixture.
Given an optimized setup, the spectral position is highly

dependent on the spatial arrangement, especially

• the distance of the cluster layer from an electron-
conducting surface and

• the local variation in �m.

Moreover, the sensor setup can transduce changes in the
extent of surface coverage with bound clusters into a clearly
visible optical signal, by

• a strong change in absorption at a defined wavelength
or

• a spectral shift of an absorption maximum.

To estimate the ultimate sensitivity of the chip, clus-
ters with a diameter of 40 nm were arranged in a two-
dimensional lattice of 150 nm, at an optical resolution of
1/200 mm, inducing a change of 10% of the signal, equal
to 400 molecules. This sensitivity has been proved with an
antigen–antibody setup that detects proteins. Decreasing the
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optical field to around 1 µm permits monitoring of the res-
onance of single metal clusters bound to the chip surface.
The application of catalytically active analytes or labels

such as urease is another way to increase the sensitivity sig-
nificantly and allows single molecule detection.
Clusters (preferentially silver or gold cluster) can be

bound by means of a variety of biochemical linkers at a
defined distance from a mirror. A detectable signal will
result if these linkers are either formed or cut by biochem-
ical recognition or by catalysis, or if their spatial arrange-
ment is altered. According to the setup, oligonucleotides,
for example, are applied as linkers, which can then be
cut by specific restriction enzymes from microorganisms.
Many pathogenic microorganisms express specific restriction
endonucleases and can therefore be detected by means of
the new sensor without expensive instrumentation.
Because of their particle structure cluster films do not

form a barrier of diffusion to gases or fluids. The ana-
lyte concentration can be measured with high sensitivity via
visual inspection of the sensor surface. The intensity of the
absorption band is directly proportional to the number of
interacting clusters. Any reduction of the number of clusters
results in a lowering of the absorption of the system at a
high surface coverage in a spectral shift due to a change in
cluster–cluster interactions.
Reduction of nonspecific background absorption of the

sample measurement can be carried out at two angles of
observation. Whereas absorption of chromophores is inde-
pendent of the angle of observation, the specific signal shifts
strongly, depending on the angle. Thus by simple subtraction
of both signals the background resulting from matrix effects
can be eliminated.
In addition to the cluster-based color, a thin film color

might show up, based on the extent of phase difference of
the multilayer system. This color depends on the thickness
and refractive index of the interlayer film, the angle at which
the light strikes the film surface, and the color of the light.
If for a particular color the two reflected rays are in phase
with each other when they rejoin, then they will combine to
produce a constructive interference. If they are out of phase,
they will eliminate each other and a strong color will appear.

3.1.1. SEA Biochips
Surface-enhanced absorption is an increased optical absorp-
tion of clusters in nanometric proximity to a wave-reflecting
surface. Total enhancement in absorption of spherical metal
colloids is at least 8-fold, and relative adsorption enhance-
ment is more than 100-fold and independent of the method
of application of sputtered clusters but depends on the
attachment of clusters under given conditions [45–50].
A SEA biochip consists of a mirror layer on a substrate

surface (mostly metal), an inert distance layer, deposited by
spin coating or chemical vapor deposition, on top of which
individual biorecognitive molecules are arrayed.
After incubation with the analyte, clusters are bound with

protein or DNA-coated colloidal particles. This binding step
can be monitored in real time if required. Such direct and
sensitive kinetic monitoring makes it possible to transduce
a number of molecular binding events into an macroscopic
optical signal visible to the eye.

To relate the number of individual clusters to the opti-
cal signal obtained, scanning techniques based on STM and
AFM are employed. An interlayer deposited via spin coating
of polymers and activation of the sensor surface by plasma
chemistry permits cost-efficient, small-series production. For
large numbers and high quality, interlayers deposited by
sputter or CVD techniques are an excellent choice.
Any conventional ELISA can be adapted to the new

detection protocol transducing various antigen-antibody
interactions (Figs. 24 and 25). To test for Escherichia coli
proteins as impurities in commercial drug produced via
genetic engineering in E. coli, anti-E. coli (IgG) was coated
on gold colloids. E. coli proteins are microdotted onto the
chip SEA surface. Upon incubation of E. coli-covered sen-
sor surfaces, the anti-E. coli-coated colloids bound to the
sensor surface and the proteins developed a color visible to
the eye. The detection limit of E. coli protein was in range
of fmol/mm2. For the study of multistep interactions, anti-
body detection with recombinant protein G-coated clusters
proved to give excellent sensitivity.
A significant advantage of surface-enhanced optical sen-

sors is the ultrahigh density that can be achieved with print-
ing techniques on surfaces similar to a CD-ROM or DVD
(digital versatile disk). Areas of 1× 1 �m can easily be read
out with rather cheap and simple devices based on a com-
mercial CCD camera chip at prices as low as 1–2 Euro.
Because of the ultraflat, high-quality surface, array-based

sensor chips are easily set up by photolithography, microdot-
ting, or inkjet printing. With these techniques thousands of
molecules, such as ligands, proteins, or oligonucleotides, are
immobilized in a well-defined array on a SEA chip fully
compatible with glass-slide-based systems (Fig. 25).
It should be noted that up to a wavelength of 600 nm the

optical properties of SEA sensor chips covered with chem-
ically synthesized clusters are equivalent to chips covered
with sputtered metal clusters. At any wavelength substan-
tially above 600 nm sputtered cluster layers show optical
properties dramatically different from those of crystalline
colloids attached to the polymer surface via affinity interac-
tions. This results from the difference in shape as well as
from varying degrees of crystalline nanostructure.
During a gold colloid synthesis based on the procedure of

Frens, significant changes in the color of the reaction mix-
ture occur. Upon the addition of the reducing agent to a
boiling yellow gold solution, the color changes within min-
utes from black to dark blue to violet and finally shifts sud-
denly to red. By comparing the absorption spectra of the
reaction mixture as a function of time during the synthesis,
one finds that the characteristic sharp absorption peak of
nanocrystalline colloidal gold develops only slowly. Earlier
stages of the synthesis absorb light also substantially above.
600 nm, which can be isolated by a rapid cool-down or the
addition of metal ions blocking crystallization of the gold
cluster.
If such glass-type noncrystalline colloids are applied, in a

surface-enhanced absorption setup resonance enhancement
at � > 600 nm is significant. This makes it possible to shift
the desired absorption peak all over the visible spectrum
to IR and therefore to wavelengths favorable for technical
reasons of measurement, such as matrix absorption or light
source.
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Summing up, a direct, even kinetic monitoring of
biomolecular interactions is achieved by transforming a
molecular binding event into an optical signal visible to the
eye. The optical sensor permits the setup of one-step assays
because detection does not necessitate any extra incubation
steps. Surface-enhanced absorption transduces changes in
surface coverage of submonomolecular cluster layers.
As substrates glass slides (e.g., Corning or Menzel), alu-

minum foils and polycarbonate or polyethyleneterephthalate
sheets (Goodfellow-UK) hydrophilized by oxygen-plasma
etching proved to be suitable.
On a polymer chip the deposition of a mirror layer

is necessary. Silver, aluminum, gold, or gold-palladium is
deposited by DC or RF sputter-coating. Under conditions
of glow discharge, ion bombardment of the cathode will
occur; this results in the erosion of the cathode material
and the subsequent omnidirectional deposition of the sput-
tered atoms, forming coatings of the cathode material. The
most common arrangement for sputter coating is to make
the negative cathode the target material to be sputtered
and the location of the chip the anode so that the chip is
effectively at “ground” potential; for high-throughput coat-
ing a low-frequency AC double-electrode source should be
used. The pressure is obtained by a rotary pump (if nec-
essary combined with a turbomolecular pump). For metal
coating argon is bled into the chamber. Sputtering has to be
optimized for the optical quality of the metal film (highest
possible reflection) as well as adhesion of the metal film on
the support and applicability of the metal film for spinning
of varying polymer dilutions. Attachment of silver, gold, or
gold-palladium on glass is rather poor; thus, adhesion layers
of tungsten, chromium, or titanium are required. At lab scale
sputtering is carried out in a sputter coater, for 60–120 s, at
0.1 mbar argon and a power of up to 500 W.
As prefabricated mirror substrates, aluminated or tita-

nium coated polyethyleneterephthalate can be applied
instead of the above substrates. Moreover, highly polished
metal foils or sheets can be used provided that their sur-
faces are sufficiently reflective. The chemical stability of the
mirror is excellent for gold, whereas Ag darkens quickly and
Al is often etched in an aqueous environment if the sol-
vent can penetrate the protecting distance layer. Please note
that chloride-based buffers easily dissolve standard adhesion
layers used for gold or silver mirrors such as chromium or
tungsten.
To obtain the desired resonance an interlayer tuned to

the appropriate optical thickness is coated on the mirror.
One way to achieve this is by spin-coating of polymer layers.
Adhesion of the polymer film on the metal or mirror surface
is critical for chip stability. A nanoscale film of hexylpoly-
methacrylate (with an average molecular weight of 400,000)
(Aldrich) is applied by spin-coating at 4000 rpm with varying
dilutions of the polymer in AZ 1500 Photothinner (Hoechst)
and n-decane (Sigma). The appropriate solvent for the poly-
mer should be chosen depending on the molecular coating
of the metal film. The thickness of the interlayer is best
studied with atomic force microscopy.
For further chemical derivation the etching of polymer

layers by oxygen plasma is vital. The polymer surface is
etched, for example, with oxygen plasma for 10 s at 45 mA

at an oxygen pressure of 0.1 mbar. Strong hydrophilicity is
observed by exposure to oxygen plasma.
Another method of chemical activation of the polymer

and attachment of biomolecules is the chemical breakdown
of the polymer surface. A way to create functional -COOH
groups at the surface of an ester polymer is to hydrolyze the
bonds of the polymer. Hydrolysis is achieved by incubation
with 2–4 N KOH. To limit polymer damage by total ester
hydrolysis, reaction time should be less than 10 min. No sub-
stantial deterioration of film stability is observed; however,
a slight film hydrophilization is observed. For application
the protein is coupled covalently to carbodiimide-activated
surfaces or is bound via noncovalent absorption to a plasma-
etched polymer. For most applications simple adsorption is
sufficient to bind the ligand layer to the polymer surface,
adapting know-how from ELISA technology.
Most polymer-based chips need an oxygen plasma treat-

ment to achieve sufficient adhesion of metal or polymer lay-
ers to the chip. The surfaces of the chips are functionalized
by oxidation in plasma. The latter step greatly increases the
hydrophilicity of the surface and allows better handling in
combination with any standard assay format. The chip is
inserted into the substrate holder inside the vacuum cham-
ber of the sputter coater. The chamber is evacuated, and
after the chamber is washed with oxygen (or air) at a pres-
sure of 1 mbar, the pressure is adjusted to 0,1 mbar. Next,
around 8 kV (AC, 20 kHz) is applied, which results in the
ignition of a plasma. A plasma is formed between an alu-
minum target and the metal wall of the sputter coater (P =
35 W). The activated oxygen atoms bombard the chip sur-
face and perform an oxidation reaction there. Thereby sur-
faces can be cleaned from organic substances and polymers
can be rendered hydrophilic. In the case of polymers the
oxidation reaction results in a wide variety of oxidized forms
of carbon: hydroxyl, carbonyl, and carboxyl groups. Carboxyl
groups are generated only at a minor percentage of the
whole number of reactive groups formed at the surface of
such plasma-activated polymers.
To functionalize the interlayer so that DNA, proteins, or

thin films can be covalently attached, silane derivatives can
be bound and cross-linked to form a stable monolayer or
thin film by backing the chips at 105 �C. A silane layer serves
as an adhesion layer for a variety of polymer, ceramics,
glasses, and even nanocluster films. For vapor phase-coating
techniques the silanes need a considerable vapor pressure to
guarantee a sufficient adsorption rate. Two techniques might
be employed to coat the chip with a stable silane layer.
Vapor coating is done to achieve a very homogeneous

coverage. The chip surfaces are cleaned by subsequent wash-
ing with isopropanol, ethanol, and water or under reactive
oxygen plasma. Both the chips and the silane or silane solu-
tion are placed in a vacuum chamber, to which a vacuum is
applied with a membrane pump for several minutes. After
the pump is turned off, silane fills the evacuated chamber
and attaches to all of the surfaces therein. The adsorption
process takes about 4 to 6 h but is usually done overnight.
Subsequently, the chips are heated for 1 h to 60 �C or 10 min
at 105 �C. Heating is necessary to cross-link silane molecules
with each other and the surface by condensation.
To obtain a thick and cross-linked silane layer the coating

is done from solution. The surfaces to be coated are cleaned
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by washing with isopropanol, ethanol, and water. The silanes
are diluted in ethanol at concentrations from 0.01% to 5%,
and an equivalent amount of distilled water is added to the
solution. Depending on how fast the reaction should occur
(maximum of a few minutes in 5% solution) and how much
a monolayer is desired (a few hours in 0.01% solution), the
concentrations and periods of immersion in the silane solu-
tions are chosen. Thereafter, the chips can be dried directly,
strongly increasing the tendency to form multilayers, or the
chips are washed with isopropanol to remove access silane.
Then the chips are heat-treated as given above.
The gold clusters are labeled with proteins by first dis-

solving the protein in 200 �l of water at 1 mg/ml. Serial
dilutions (1:5 to 1:10) of the protein in distilled water are
prepared with 100 �l of each. Five hundred microliters of
the pH-adjusted gold sol is added to each tube, and after 10
min 100 �l of 10% NaCl in distilled water is added. Tubes
that contain enough protein to stabilize the gold sol main-
tain a red color even in the presence of electrolytes. Floc-
culation takes place immediately if the gold sol is unstable,
and the red color turns to violet and blue. The amount of
protein considered sufficient corresponds to the second tube
containing more protein than the one whose color changes
to blue. The success of conjugation can of course be fol-
lowed spectrophotometrically. The maximum absorption of
the colloidal solution is at � = 520 nm. Once the optimal pH
and amount for adsorption has been determined, large-scale
protein-gold complex preparation (500 ml to × l)is carried
out. The optimally stabilizing amount of protein plus about
10% is dissolved in distilled water and filtered through a
0.2–0.45-�m filter. The pH of colloidal gold is adjusted, and
then the sol is added to the protein solution. The mixture is
incubated overnight. The cluster is washed by centrifugation
the next day, and thereby the excess of protein is removed.
After cluster particles are pelleted, they can be resuspended
in a small volume for the preparation of more concentrated
solutions.
Most protein-gold conjugates retain their biological activ-

ity for months in the refrigerator at 4 �C with 0.02% sodium
axide added to the buffer solution. Good bioactivity preser-
vation for a longer period is also obtained upon storage
at −20 �C in the presence of 45% glycerol.
To set up a polymer-interlayer SEA biochip, the following

protocol might be employed. Onto mirror-coated glass chips
or metallized plastic a 6% solution of polyhexyl metacrylate
is applied by spin coating (5000 rpm). The surface of the thin
film is functionalized under oxygen plasma. Capture proteins
are bound via adsorption or EDC coupling (2 h, RT). After
several washing cycles the chip is incubated with the analyte
for 1 min (analyte at mmol/liter) to several hours (analyte
at nmol–pmol/liter). Gold colloids 14–40 nm in diameter,
coated with the secondary capture protein, are added and
bind to the analyte at the surface. Aggregation of clusters
or nonspecific binding is prevented by the addition of 0.1%
Tween 20. The reaction is followed visually or via a CCD
camera (Fig. 26). The chip is scanned in direct reflection
mode (no standard scanner applicable!).

Figure 26. Optical and AFM scan of a cluster biochip.

3.1.2. Nanodistance Transduction
via SEA Biochips

The “metal island coated on reactive interlayer system”
(MICORIS) is an optical thin-layer system consisting of a
mirror, a transparent interlayer (in this case represented
by the active analyte-induced swelling or shrinking macro-
molecule), and a metal cluster (island) film as the topmost
layer.
Because of the special optical behavior of the cluster film

and the special layer design, this system shows a character-
istic spectral reflection behavior cited above. Thus the setup
is strongly dependent on the thickness of the transparent
interlayer (Fig. 27).
The visual impression obtained by observation of the

reflected light upon diffuse white light illumination of
MICORIS in the interlayer optical thickness ranges up to

Figure 27. Shift in optical response induced by a change in the reactive
interlayer.
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1 �m of optical thickness (thickness × refractive index).
There is sufficient color contrast for visually distinguishing
thickness changes of a few nanometers, and with elaborate
equipment even sub-nanometer changes are easily detected.
Swelling or shrinking of the interlayer molecule is equivalent
to changing the cluster-mirror distance.
The response of a MICORIS sensor induced by differ-

ent analytes is fully reversible if the interlayer can perform
a reversible conformational change. Thus, for example, the
spectra obtained upon variation of ions in a number of poly-
mer layers can be compared with calculated spectra and cal-
ibrated in effective thickness. The increase in absorbance
(which corresponds to a decrease in reflectance) at a cer-
tain wavelength is an appropriate measure for the inter-
layer thickness change. For small changes a linear relation
between absorbance and thickness change can be assumed.
As a typical polymer, polyvinylpyrrolidone cross-linked

with sulfonated bisazidostilbenes exhibits ion-dependent
shrinking and swelling, which can be observed by using this
polymer as an interlayer polymer in a MICORIS device.
The response of the sensor depends on the type, the charge,
and the concentration of the ion. It is fully reversible and,
because of the direct exposure of the very thin swelling poly-
mer layer to the analyte, a fast volume change. As a chemical
sensor the MICORIS system was used to monitor different
ions, pH, organic solvents, and polyphenols [51–56].
Moreover, with this device, it could be proved that

polyvinylpyrrolidone is an excellent model for protein behav-
ior. Because of its related polyamide structure the effects of
chaotropic agents on polyvinylpyrrolidone polymers and on
proteins are very similar. Chaotropic agents not only interact
with the surface of a polymer, but increase the free volume
of polymer chains. A comparative study of the ion effect with
a cross-linked polyvinylpyrrolidone polymer demonstrated a
fundamental correlation of the polymer swelling properties
with the “Hofmeister series” of chaotropic agents. The ion
effects are in good accordance with the molecular theory
of chaotropic agents. The experiments showed, moreover,
that the device can directly and dynamically monitor volume
changes in polymer layers with a thickness of only one or
several molecules.
A wide variety of polymers or biopolymers cross-linked

for gel formation are suitable sensory materials. Cross-
linking has to be adapted to the chemical properties of the
polymer. In most cases a distinct reversible color change is
observed when the concentration of an ion in a buffered
solution is changed.
For medical applications ion variations are estab-

lished with a buffer system similar to that of human
blood. Variations of chloride induced within the patho-
logical concentration range are transduced by cross-linked
polyvinylpyrrolidone after the exclusion of large proteins
from the polymer. No or only minor pH-induced changes
were observed at blood pH. Thus between pH 5 and pH 8
ion effects can be well separated from pH effects. The vol-
ume response of the sensor induced by different ions is fully
reversible over more than 500 cycles.
Regarding a wide concentration range, a sigmoid logarith-

mic calibration curve of polymer-based sensor is obtained
with monovalent cations and anions. Bivalent cations induce
a more complex behavior of the polymer gel. The calibration

curve for Ca2+ is an overlay of the sigmoid logarithmic
shrinking curve with a swelling effect at high ionic concentra-
tions. Because of the direct exposure of the active swelling
polymer layer to the analyte, an immediate response (within
seconds) to changes in ionic environment can be observed.
Similar to a polymer, any protein is a suitable sensor layer

[57, 58]. However, since most proteins do have a globular
shape it is necessary to cross-link protein to form a thin-
film gel pad without destruction of the three-dimensional
structure. Thus the proteins should undergo volume changes
but never dissolve. To build a sensor array various proteins
representing a spectrum of properties can be chosen and
applied to the chip. To coat the total chip surface with a
homogeneous protein gel layer, a spin coating of proteins is
superior.
Covalent layer-by-layer immobilization has distinct dis-

advantages in reproducibility and in the degree of cross-
linking. An ordered protein film with a high degree of cross-
linking turned out to have less flexibility of chain folding and
thus less response.
To obtain a protein conformation array, protein gel pads

have to be deposited via a microarrayer. Similar to spin coat-
ing, a cross-linking procedure within the deposited protein
dot leads to the formation of a small (0–250 �m) gel pad. In
contrast to microdotting for binding assays, the concentra-
tion of the protein solution microdotted as 1-nl microdots
is reasonably high, with up to about 5%. Cross-linking is
achieved similar to spin-coated layers.
In addition to the direct techniques described above,

surface-enhanced optical sensors can also transduce the
action of an enzymatic label, for example, by application of
a pH- or ion-sensitive distance layer performing reversible
volume changes upon, for example, a pH shift.
A setup can be as follows. Proteins to be assayed for their

binding of pharmaceuticals are immobilized to the sensor.
Urease is coupled to an anti-protein antibody as a label.
Binding to receptors on the sensor surface occurs in a nar-
row compartment. Upon incubation with urea the enzyme
will produce ammonium and carbonate, which will lead to
local pH and ion changes that are reversibly transduced into
a macroscopic optical signal. This setup offers the highest
spatial resolution and the direct use of ELISA protocols.
In the following some experimental protocols should ease

the application of this promising technology:

Coating of a polymer interlayer: Any solid surface with
sufficient optical flatness can be used as a support. The
supports are carefully cleaned by sonication in a deter-
gent and washing in ultrapure water for 24 h. Imme-
diately before the first deposition step the supports are
treated in a plasma cleaner (nitrogen or oxygen plasma)
to remove any organic contaminations. Deposition of the
mirror layer is performed by evaporation or sputtering of
about 200 nm of a gold/chromium or silver/tungsten sand-
wich. The swelling polymer has to be deposited with suffi-
cient thickness precision and uniformity. This is best done
by spinning (3000–5000 rpm). If a dip coating method
is used, the formation of crystals from the cross-linker
must be avoided by lowering the crosslinker concentration.
A universal swelling polymer is synthesized according to
the following procedure: stock solutions containing 2.5%
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(w/v) PVP (polyvinylpyrrolidone, MW = 360�000) or 5%
(w/v) MA-PVP (polyvinylpyrrolidone-dimethylaminoethyl
methacrylate quaternized) in distilled water and 0.75% (w/v)
DIAS (4,4′-diazidostilbene-2,2 disulfonic acid disodium salt
tetrahydrate) in distilled water are mixed (3:2 v/v). The sen-
sor support is coated and dried. Cross-linking is done by
exposing the chip to the light of a UV 50-W Hg medium-
pressure lamp for 5 s. Over-cross-linking will induce cracks
in the layer; insufficient cross-linking will result in dissolu-
tion of the film. Finally, a metal cluster film is deposited,
for example, by evaporation of gold onto the polymer sur-
face. The mechanism of island growing strongly depends on
the mobility of single metal atoms on the support surface.
For PVP this criterion is widely fulfilled. If necessary the
metal cluster film can be replaced by covalent or adsorptive
coupling of colloids to the polymer surface.
Spin-coating and microdotting of proteins: To set up

an appropriate resonance interlayer it is vital to deposit
a polymer film by spin-coating or microdotting. For low-
resolution-low-prize applications, highly polished aluminum
chips (diameter: 12 mm; thickness: 0.5 mm) served both as
support and mirror layer in a polymer-based chip design;
for high-performance applications sputter-coated chips are
used. Typically, a nanoscale film of protein is coated onto
the surface by spin-coating of a solution of the protein (5%)
at 4000 rpm for 30 s. For microdotting the solution given
below is dotted onto the chip with the use of, for example,
a pin and ring arrayer. Care is necessary to avoid excessive
illumination during microdotting; otherwise the protein is
already cross-linked in solution and thus precipitates.
Cross-linking of reactive proteins: Some proteins are

applied with a 5% (w/v) solution of the protein in deionized
H2O. Cross-linking is done by exposing the chip to the UV
light of a Stratagene DNA cross-linker at 25 mJ for 5 min.
At the wavelength employed (about 300 nm) aromatic amino
acids (Tyr, Trp, Phe) and thiols on the outside of the protein
are activated and thus couple to other proteins as well as to
the surface of the support. Finally, either a gold cluster film
(mass thickness ∼5 nm) is deposited by sputter coating (0.1
mbar Ar) onto the protein surface with the use of a sput-
ter coater, or clusters are coated from aqueous solution via
chemisorption.
Cross-linking of standard proteins: Most proteins, such as

glucose oxidase (GOD) and urease, require reactive photo-
cross-linking. Stock solutions containing 5% (w/v) protein
and a solution of 3% (w/v) 4,4′-diazidostilbene-2,2′ disul-
fonic acid disodium salt tetrahydrate (DIAS) solutions in
distilled water are mixed in a 10:1 ratio (v/v). The solu-
tion containing protein and cross-linker are spin-coated
on the chip and activated with a monolayer of an adhe-
sion promoter as 1-(3-aminopropyl)-methyl-diethoxysilane.
Silanization of aluminum-coated chips is done via gas-
phase silanization with amino-silane in a vacuum desiccator
overnight. The chips are baked at 100 �C for 30 min to cross-
link the amino-silane. To remove unbound amino-silane the
chips are washed with methanol and dried. Cross-linking
of the spin-coated film is done by irradiation of the chips
with UV light for 30 s (350 nm, 60 W). It is not recom-
mended to use a DNA cross-linker because its emission near
300 nm causes DIAS decomposition. The gold cluster film
is deposited by covalent coupling or adsorptive binding of

colloids synthesized in solution via citric acid according to
the method described by Frens. Chemically synthesized clus-
ters of 9–40 nm are concentrated (20-fold) via centrifugation
and resuspension in H2O and deposited by adsorption to the
protein surface (1–3 min). Sensors are rinsed with H2O.
Spin-coating of DNA: A 5% solution of herring sperm

DNA is dissolved under vigorous stirring in deionized water.
one hundred microliters of this solution is mixed with 40 �l
of 3% 4,4′-diazidostilbene-2,2′-disulfonic acid disodium salt
tetrahydrate (DIAS), spin-coated directly onto the chip sur-
face at 4000 rpm for 30 s, and dried. The chip surface
must be hydrophilized with oxygen plasma to increase the
surface density of hydroxyl groups. The chips are activated
with 1-(3-aminopropyl)-methyl-diethoxysilane. Silanization
of aluminum-coated chips can be done via gas-phase silana-
tion in a vacuum desiccator overnight. The chips are baked
at 100 �C for 30 min to cross-link the amino-silane. To
remove unbound amino-silane the chips are washed with
methanol and dried. Cross-linking of the spin-coated film
is done by irradiation of the chips with UV light for 60 s
(350 nm, 60 W). A metal cluster film is deposited by sput-
ter coating under high vacuum onto the chip surface with a
turbo molecular pump (Varian, 10 s, mass thickness 3–5 nm).
To increase stability, the chips are incubated with saturated
NaCl for 30 min. This step is necessary to reach a more sta-
ble conformation of the polymer. In the last step the chips
are washed with deionized water.

3.2. Resonance-Enhanced Fluorescence

Nanoresonant multilayer films have the potential to amplify
the local field and thus to enhance the fluorescence signal of
labeled biomolecules on biochip surfaces. Fluorophores are
bound at a well-defined distance within the field of the res-
onant structure, resulting in enhanced absorption and emis-
sion of the fluorophore driven by the resonant field.
This amplification of fluorescence makes the system

highly useful to the study of any type of interaction, includ-
ing those of RNA, DNA, proteins, peptides, or any pharma-
ligand. Often biochips suffer from insufficient absolute sig-
nal or a low signal-to-noise ratio. Thus chips are limited to
molecules of medium to high abundance, or long incubation
times are needed to bind molecules from a large volume.
Novel approaches are needed for the identification of regu-
latory proteins or low-copy RNA.
Enhanced fluorescence is a new technique that is useful

for a variety of biorecognitive interaction systems strongly
enhancing any fluorescence signals at a biochip surface.
Compared with standard fluorescence assays, both the
signal-to-noise ratio and the fluorescent intensity are con-
siderably higher in this field boosting technology [45–67].
The novel approach of signal amplification is based on sur-
face enhancement of the field and a direct influence on the
excitation-deexcitation pathways (Fig. 28).
There are several setups, including nanoparticle layers,

rough surfaces, surface plasmons in thin metal films, or mul-
tilayer waveguides—some with a microstructured surface—
providing increased local field, resulting in a fluorescence
amplification from 2 to 200 times.
Novel biochips based on nanoresonant layers of metal

particles are among the best in enhancing fluorescence by
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Figure 28. Decay of a fluorophore near a metal surface.

coupled resonant field effects. They are set up by a cluster
layer deposited at the surface of the chip. By coating a sec-
ond transparent nonmetal layer on top of the cluster film,
the fluorophores are easily positioned at a certain defined
distance from the resonant structure. A resonant interlayer
is used to couple the energy from the metal film into the
fluorophore. Two to three enhancement zones are found at
well-defined distances from the resonant cluster film located
at multiples of the wavelength of the desired fluorophore
(Fig. 29).
To set up a REF chip, the substrate surface has first to be

covered by metal clusters, which can be done by sputter or
evaporation coating or by adsorption of metal colloids from
an aqueous solution.
A cluster enhanced resonant chip is set up by

1. A layer consisting of a plurality of nanometric clusters,
islands, or colloids of electrically conductive material
(silver or gold for best plasmons!), which is applied to
the surface of a substrate,

2. An inert interlayer tuned to the optical thickness which
allows a resonance at the desired wavelength (thickness
and refractive index are important!),

3. A biorecognitive layer at the surface, and
4. Biorecognitive molecules that are labeled with fluo-

rophores.

Figure 29. Electromagnetic field in a multilayer system and fluores-
cence amplification in a Ag-cluster layer–SnNx-interlayer system (0–
700 nm).

A method for measuring the concentration of an analyte
in a sample comprises the following steps:

a. Contacting the sample with a biorecognitive sensor
layer.

b. Contacting the sample with an analyte-specific fluores-
cent compound.

c. Binding the analyte-specific fluorescent compound to
the analyte, which in turn is bound by the biorecogni-
tive layer.

d. Radiating excitation radiation which is suitable for
excitation of the analyte-specific fluorescent compound
(the quantum yield per molecule and per time of
the analyte-specific fluorescent compound increase
strongly in the vicinity of the cluster layer).

e. Determining the fluorescence radiation emitted by the
bound analyte-specific fluorescent compound as a mea-
sure of the analyte concentration.

Fluorophores at the resonant distance (see above) show a
significant gain in fluorescence compared with fluorophores
in the bulk solution. Therefore discrimination between
surface-bound and free fluorophores is possible.
Fluorescence is a two-step process: with absorption of

light at wavelength A and emission of light at wavelength B.
Steps a and b are driven upon interaction between the res-
onant film and the fluorophore. In absorption fluorophores
and metal plasmons are oscillators driven by irradiated light.
In emission, the fluorophore is the origin of radiation. The
molecule is an oscillator with a resonant structure in its
vicinity.
Multilayer resonant films exhibit a much stronger interac-

tion with light than the fluorophore. Thus, the fluorophore
is no longer directly driven by the irradiated light, while the
excitation field distribution is strongly modified.
In surface plasmon resonance devices (SPRs) thin metal

films are used as sensor elements. The field strength of
the incoming light is enhanced by a factor of about 8-fold
because of the resonant excitation of surface plasmon (not
Mie) modes at the interface with the analyte solution. Irradi-
ation of a cluster layer drives surface plasmons and Mie plas-
mons at their oscillation resonance wavelength. The inten-
sity of this resonance strongly exceeds the intensity of the
original light field without the cluster layer. Most energy is
coupled into the Mie plasmon, whereas only about 1/10 is
driving the surface plasmon of the film. The resonant inter-
layer is now driven by the plasmons. In a second step the
fluorophore feels the enhanced light field of the interlayer
and has consequently an enhanced absorption probability.
In photon emission, the fluorophore is a radiating dipole.

The oscillator is influenced by the resonant layer nearby.
Thus, an additional charge is induced and the emission pro-
cess is enhanced. The influence of the layer can be consid-
ered as the buildup of a more efficient fluorophore antenna,
leading to better radiation efficiency.
Fluorophores feel more laser light than standard glass

slide-based chips and emit more photons per unit time.
Given a good fluorophore, such as Cy3, Cy5, or fluores-
cein, the signal amplification will reach up to 8 on smooth
films. In contrast to these smooth metal films, significantly
larger enhancement factors of around 200 times have been
observed for cluster structures. In these clustered films more
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energy can be coupled because of Mie and surface plasmons.
For a layer of silver a surface plasmon propagation length
of more than a millimeter is found; nevertheless, this value
is significantly reduced in stripe-like structures.
Annealing of metal films deposited on a glass substrate

leads to self-organized metal cluster films (Fig. 30). As
proved by Aussenegg, Schalkhammer, and recently Strekal
et al., these films work for REF as well as SERS. Surpris-
ingly, annealing at higher temperatures (300–400 �C) seems
to drive SERS, whereas annealing at 200 to 300 �C drives
REF.
To attach biomolecules to the chip (interlayer) surface all

standard processes of immobilization can be used. Layers
of various molecules such as polylysine or SAM of pentane-
thiol are beneficial for binding molecules at the ideal dis-
tance for REF well out of the quenching field of the metal
surface.
In a special setup excitation of the cluster layer can be

done with an incidental beam in attenuated total reflection
(ATR) geometry. ATR geometry results in high background
suppression of signals generated by molecules in the bulk
solution, since a zone of just about 100 nm adjacent to the
surface is irradiated. The enhancement effect of the metal
particles contributes to this bulk suppression and further
increases the signal-versus-background ratio of the method.
A modified protocol for REF in microtiter plates has been

developed. This microtiter-plate-based REF setup performs
kinetic single-step biorecognition assays with fluorophore-
labeled compounds, using the fluorescence enhancement
properties of well-bound silver clusters. Silver clusters are
bound to standard microplates, mostly via silanization of the
plastic surface. The use of standard microplates makes this
method fully compatible with conventional microplate pro-
cessing and reading devices. Neither excitation with coher-
ent laser light nor ATR geometry is required; the measure-
ment is performed in a standard fluorescence microplate
reader.
Methods are adapted to coat clusters into microplates and

set up the interlayer for fluorescence enhancement. In a
standard protein bioassay the detection limit is in the pico-
molar range. The ease of colloid-surface preparation and the
high sensitivity make fluorescence enhancement at colloid-
coated microplates a valuable tool for studying reaction
kinetics and performing rapid single-step immunoassays.

Figure 30. AFM scan of a silver cluster layer prepared via thermal cur-
ing at 225 �C.

According to the optical spectra, the absorption maxima
of the different silver colloid preparations shift to higher
wavelengths with increasing silver concentration used for
synthesis of the colloids. This shift of the absorption max-
imum of Ag clusters from 400 nm to 470 nm reflects the
increase in particle size and the multipolar modes of silver-
cluster film prepared at higher silver concentration. Concur-
rent with the shift of the absorption maximum, broadening
of the spectra is observed. This indicates multipolar modes
and a loss of spherical shape at higher silver concentrations
(around 6 mM silver; see protocols below).
The coating of clusters to amino microplates is followed

by reading the absorption around 400 nm. The amount
of colloid bound to the microtiter plate surface strictly
increases with time. On incubation with 2–4 mM colloid
solutions, saturation of the surface is achieved after 1 h.
Colloidal clusters prepared from 6 mM silver solution need
more time for adsorption and showed an almost linear
increase for at least 2 h. The colloid adsorbed at the surface
with respect to a given incubation time should not be linearly
correlated between preparations of different sizes because
of diffusion speed and agglomeration degree. To study the
quality of the structure and the relative silver amount at the
surface of the colloid films, scanning electron microscopy or
atomic force microscopy is necessary. A homogeneous sur-
face coating with silver clusters and a few larger crystallites
should be obtained.
With a sputter coater a number of metals can be

deposited as cluster layers, including silver, gold, palladium,
copper, tin, and indium. These metals have rather low evap-
oration temperatures and can therefore be sputtered even at
low energies. Metal is deposited as atoms, and if the surface
temperature is high enough they migrate and finally assem-
ble into clusters on the surface. These clusters usually are
small, often flat, and asymmetrical. At higher coating thick-
ness most clusters are interconnected after sputtering. Upon
heating to 100–350 �C (Au up to 600 �C) the clusters melt
and thus form round, noninterconnected nanoclusters. The
sputter process itself is carried out in an inert or semi-inert
plasma with an argon or nitrogen plasma. Standard targets
are used, the chamber is evacuated to a vacuum of less than
10−2 mbar, and after the chamber is purged extensively with
argon, the pressure is adjusted to 10−2 to 10−1 mbar. Please
note that these pressure data vary depending on machine,
metal, and size of chamber. Next a pulsed DC field is applied
to ignite the plasma. The metal is deposited on the substrate.
The thickness of the metal layer is adjusted by sputter time,
pressure, and current.
Three modes are found:

• Layer-by-layer growth mode. The interaction between
substrate and layer atoms is stronger than that between
adjacent layer atoms;

• Island growth. The interaction between neighboring film
atoms exceeds the overlayer substrate interaction, lead-
ing to an island growth; and

• Layer-plus-island growth. An intermediate case.

After formation of a layer, island formation occurs and
islands grow on top of the first layer.
Thus, formation of islands or layers is dependent on both

the metal and the surface. Furthermore, the nanostructure is
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influenced by temperature and sputter gas. For example, sil-
ver on glass will preferably form islands, whereas chromium
will form an adherent film.
To set up a cluster-layer-enhanced fluorescence chip, use

standard microscope slides. The slides are coated with sil-
ver or gold clusters by absorption (see part on adsorption)
or with a silver or gold cluster layer deposited by a sput-
ter process. Nitrogen (Ag) or argon (Au) is used as the
sputter gas. To “cluster” the film, curing at a temperature
of 200 to 600 �C is required. (silver near 200–300 �C, gold
around 400–600 �C). For increased adhesion of silver or
gold to glass, a sublayer of an adhesion promoter is often
required. Chromium, tungsten, titanium, or palladium (or
a bilayer) is coated beyond the resonant cluster layer. By
sputter-coating, an inert and hard distance layer is applied
to the metal cluster film. Among other things silicon dioxide
or tin nitride might be used. For tin nitride use tin as a tar-
get material and nitrogen as a sputter gas. Aging in air for
several days is necessary to produce an adsorptive surface
for tin nitride interlayers. Apply atomic force microscopy
to study the surface of the film. For chip enhancement
calibration, bovine serum albumin (BSA) (Sigma) is used
to coat the entire surface at a concentration of 1 mg/ml
in phosphate-buffered saline (PBS) (pH 7.4). Alternatively,
0.1% of polylysine can be used. After 20 min of incubation,
the chip is washed with MQ water, and the surface is dried
with air. Ten mg/ml N -(3-dimethylaminopropyl)-N -ethyl-
carbodiimide hydrochloride (EDC · HCl) is used to cross-
link and activate the BSA surface (20 min, fresh!). Single-
stranded DNA, amino-modified at its 3′ end, is diluted to
5 pmol/�l in PBS (pH 5.4) and microdotted at the chip
(on EDC-activated surface within a few minutes after acti-
vation!). Polylysine is able to bind DNA without EDC acti-
vation via a strong ionic interaction. After microdotting, the
chips are kept wet in a humidity chamber for at least 20 min
(best inverted over a bath of warm water, small droplets
should form were the microdots are!). The chip is washed
with MQ water and dried. Adsorbed DNA is further sta-
bilized by cross-linking with UV light. The analyte DNA is
hybridized in SSC or Dig Easy hybridization buffer (1–16 h).
Complementary DNA, Cy3, Cy5, or rhodamine labeled, is
diluted in Dig Easy hybridization or SSC buffer to 2 pmol/�l
and incubated for 15 min to 3 h. The chip surface is washed
with 10 mM MgCl2, 5% glycerol. The chips are dried and
used for scanning.
For aminosilanization of polystyrene chips the chip is

covered with ∼300 �l 10% (v/v) aqueous solution of 3-
aminopropyltriethoxysilane. The substrate is protected via a
lid and incubated for 60 min at 50 �C in a convection oven.
The aminosilane solution is poured off and the chip is dried
for 60 min at 50 �C without a lid. Excess aminosilane is
removed by three subsequent washing steps with deionized
water. Chips are dried in a dry air stream.
To prepare silver clusters for aminated surface coating

(see procedures above), silver nitrate is dissolved in boiling
double-distilled water, and sodium citrate in double-distilled
water is added. The solution is kept boiling for 5 min.
A novel technique for coating with silver clusters might

be employed [68]. In short: the reduction of Ag+ ions by
N,N-dimethylformamide (DMF), both in the presence and

in the absence of a stabilizing agent, results in the for-
mation of small cluster-type nanoparticles. The reduction
can lead to the formation of either thin films of silver
nanoparticles electrostatically attached to surfaces, or sta-
ble dispersions of silver nanoparticles if the silane (e.g.,
3-aminopropyltrimethoxysilane) is present. Various parame-
ters affect the reduction process and the reducing ability of
DMF.

3.3. Surface-Enhanced Infrared
Spectroscopy

Surface-enhanced infrared absorption (SEIRA) is a process
that is highly dependent on the nanostructure of the matrix.
The electromagnetic field effects as well as chemical effects
contribute to the total enhancement process. The bands due
to different vibration modes give rise to distinct enhance-
ment processes, suggesting a “chemical” origin of this pro-
cess.
In 1980 the first enhancement of chemisorbing molecules

on Ag and Au surfaces was described. This phenomenon
was later denoted as surface-enhanced infrared absorption.
Of all the papers published on this topic, nearly half of
them were printed within the last 3 years. SEIRA has sev-
eral advantages over standard infrared spectroscopy and.
SERS, such as nondestructivity and a remarkable signal-to-
noise ratio. A full understanding of SEIRA is nevertheless
required before it can be widely applied [69–71].
Samples used for SEIRA are prepared by methods sim-

ilar to those used for SERS. A thin film of metal clusters
is deposited on the chip. The effect is highly dependent on
the appropriate nanostructure of the cluster film. In con-
trast to UV-vis techniques, silicon or germanium is the pre-
ferred substrate. The organic material to be analyzed is dis-
persed on the chip. Most studies point out that the effect is
very short-range and applicable only to the first monolayer
adsorbed to the surface. Some of the molecular vibrations
are dramatically enhanced, whereas others remain unampli-
fied. The models indicate that the molecule must be bound
chemically with an appropriate orientation to the metal sur-
face.
First applications of this concept were set up to detect

Salmonella species. Antibodies to the organism are bound
to the chip surface. The spectrum is recorded and the chip
is placed in a solution with Salmonellae for a few minutes.
A further spectrum is obtained and compared with the for-
mer. A band is observed at 1085 and 990 cm−1, which after
interaction with the analyte is shifted to 1045 cm−1. The
experimenters assigned this vibration to a phospholipid in
the cell wall of the captured cell. Furthermore, the contour
of the spectrum changes significantly.

3.4. Scattered Evanescent Waves

The setup first described and patented by Schutt et al. relies
upon the detection of back-scattered light from an evanes-
cent wave disturbed by the presence of a colloidal gold label
brought to the interface by an immunological reaction [72].
The evanescent wave at the interface is the result of a totally
internally reflected incident light wave. Placement of the
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detector at a back angle above the critical angle ensures a
superior signal-to-noise ratio.
The SEW assay relies upon the identification of the criti-

cal angle associated with total internal reflectance. The angle
is largely a function of the refractive index of the mate-
rial through which an incident light wave is directed (e.g.,
plastic) and the relatively lower refractive index of the mate-
rial in which the immunoassay is being conducted (e.g., an
aqueous solution). It is measured from a line perpendicular
to the interface between the two materials (90� = plane of
the interface).
Light directed through the chip toward the interface

formed by the aqueous sample and chip surface layer at the
critical angle will result in total internal reflectance of the
light within the layer. Note that materials in the real world
are perfect, and, accordingly, it is preferred that the incident
light be directed toward the interface at an angle several
degrees greater than the critical angle. At such an angle, the
incident light, preferably from a laser, is totally internally
reflected within the chip layer. Unlike conventional fluores-
cent techniques, this assay is flexible with respect to light
wavelength, since particle size may be readily adjusted to
match the available light source.
A light source such as a He-Ne laser is used, and still

other sources suggest themselves, including light-emitting
diodes and other non-laser-light sources.
The system is based on conventional immunoassay tech-

niques. The system employs a cluster label (with a refractive
index higher than that of the solution, and most preferably
higher than that of the first light transmissive material, e.g.,
plastic). Such clusters (most preferably, colloidal gold) are
used as a label for the solution-phase immunologically active
component. Because of the interaction of the colloidal gold
particles with the evanescent wave, light is decoupled from
the evanescent field. Particles with an increasingly higher
index of refraction than that of the underlying solid gener-
ally increasingly scatter light.
The detector is placed at an angle greater than the crit-

ical angle and in a location whereby only light scattered
backward toward the light source is detected. This location
thereby avoids the detection of scattered light within the
bulk liquid medium.

3.5. Surface-Enhanced Raman Scattering

The extremely small cross sections of Raman scattering
would preclude its use at the single-molecule level. However,
this situation is dramatically altered for surface-enhanced
Raman scattering. Molecules in close proximity to metal-
cluster-coated surfaces exhibit large (typically 106-fold)
enhancements in vibration spectral intensities. Even larger
enhancement factors on the order of 1014 corresponding to
effective Raman cross sections of ∼10−16 cm2/molecule have
been reported. These Raman cross sections are comparable
to or even higher than fluorescence cross sections.
When a laser used to excite SERS is in resonance with

an electronic transition of the substances (surface-enhanced
resonance Raman scattering or “resonant SERS”), an addi-
tional 103-fold enhancement is obtained. SERS has been
utilized in a wide variety of applications, including detec-
tion of molecules, elaboration of structure and function of

large biomolecules, and elucidation of chemical processes at
interfaces.
This assay format is particularly suitable for sandwich-

type immunoassays and hybridization assays. The readout
can only be done with standard instrumentation.
A wide variety of approaches were published for the

setup, fabrication, and assembly of structures with the
required nanostructure. These include evaporated metal
films, cured metal films, aggregated colloidal metal sols,
and electrochemically roughened electrodes. In all of these
approaches, the substance studied by SERS is placed in
direct contact with or close proximity to the surface.
At metal SERS substrates most biomolecules adsorb and

denature. In contrast, biomolecules conjugated to colloidal
gold often retain their biological activity.
The SERS intensities for standard colloids are often quite

weak. To observe SERS signals from chromophores within
proteins, it is necessary to drive them via the electromag-
netic field of the SERS active surface. Thus, for proteins an
additional step is required.
Placing a strong chromophore near the surface of a metal

cluster generates a more suitable SERS active particle. The
metal clusters are adsorbed to a metal chip surface, prefer-
ably in a sandwich-type assay. Thus, it is important to bind
the protein to the surface of a colloidal particle and to bind
the particle to the SERS active surface. Ideally the analyte
is sandwiched between two SERS active clusters.
From theoretical modeling of SERS processes it clearly

turned out that the enhancement process has to be divided
into two categories:

• The short-range or molecular or chemical enhancement
seems to rely on adsorption-induced changes in Raman
susceptibility.

• The long-range electromagnetic enhancement is a man-
ifestation of the strongly enhanced fields present at
clusters and rough metal surfaces.

At present, the electromagnetic part seems to domi-
nate the overall effect in most situations. Optical detec-
tion of single molecules on single clusters has been done
with rhodamine 6G, and an overall amplification of the
Raman signal of 1014 to 1015 has been obtained. This enor-
mous enhancement leads to vibration signals that are more
pronounced and stable than single-molecule fluorescence.
SERS enhancement is at least a factor of 10 higher with
gold-coated silver particles.
Proteins are perfectly suited for adsorption to particles

with gold at their outside surfaces. The SERS active surface
is coated with the first antibody. The SERS active parti-
cle is created by coating gold colloids first with the sec-
ond antibody and, if necessary, with a Hem protein. The
analyte is sandwiched between the cluster and the surface.
Devices providing two-dimensional resolution of the signal-
generating surface can be used to apply the principle to
array-type assays.
Standard performance of a SERS metal surface is highly

dependent on the nanostructure. Whereas smooth metal
films give only very small enhancement, the nanostructure
of the surface has to be very defined to obtain reproducible
results. Variation in the coating process may change the
effect by orders of magnitude. In particular the particle size
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and shape and, moreover, the grain boundaries within the
particles contribute to the effect. Grain boundaries are suf-
ficiently different from the bulk material to support local
plasmons. Most pronounced effects are found at larger grain
sizes of 30–200 nm. This might be explained by an increase
in volume plasmon damping of around 10 times observed in
Al if the grain size is small.
Recently it has been shown that the tip of an atomic

force microscope can be used to selectively excite surface-
enhanced Raman scattering. A conventional AFM tip can
provide spatially selective enhancement of a Raman signal
by SERS. The AFM tip is acting as a locally introduced
nanometer-sized cluster from which enhancement mecha-
nisms operate.

3.6. Cluster-Quenched Fluorescence

A molecular assembly setup of a small gold nanocluster, a
fluorescent dye, and a ssDNA molecule is called a molecular
beacon. The beacon is a nucleic acid probe with a hairpin-
shaped structure in which the ends are self-complementary,
bringing a fluorophore and a quencher into close nanometric
proximity. The metal particle quenches the fluorescence of
the organic molecule because of near-field deexcitation. The
fluorescence is restored when the probe binds to a comple-
mentary nucleic acid and refolds.
Beacons or molecular beacons exhibit one main advan-

tage: easy direct detection of unlabeled oligonucleotides.
Nevertheless, a limiting factor is the fluorescence quench-
ing efficiency due to the background generated by
nonquenched fluorescence. An organic quencher such
as 4-((4′(dimethylamino)phenyl)azo) benzoic acid quenches
down to 1% or residual fluorescence of the dye placed in its
proximity. The quenching efficiency decreases for dyes emit-
ting at longer wavelengths. A better quencher would greatly
increase the dynamic range and, moreover, the sensitivity
of molecular beacons. Small metal nanoclusters can replace
organic molecules as a quencher of fluorescence. Because of
strong near-field effects they quench fluorescence as much
as 100 times better. The extremely high quenching efficiency
opens new perspectives for beacon probes in fluorescence-
based assays [73] (dynamic range (DABCYL/gold cluster):
fluorescein (71/172), rhodamine 6G (43/1000), Cy5 (27/68),
Texas red (27/64).
Covalent linkage of a gold cluster and a fluorophore to

ssDNA is done using a 25–30-base synthetic oligonucleotide
modified with a primary amine at its 3′ end and a sulfide at
its 5′ end. The oligonucleotide sequence is chosen to create
a hairpin-loop structure because the five nucleotides at its
extremities are complementary. The design of the sequence
provides a hairpin structure at room temperature. Often a
poly-TTTTTTT tail is used in the middle of the sequence to
allow the proper back-folding of the DNA molecule.
Such a beacon opens easily on hybridization of the loop

to the analyte DNA. A fluorophore (e.g., rhodamine 6G
or cyanine dye) is attached with an amine-reactive dye to
the 3′ end of the oligo. The protection group from the
5′ end is removed, and the free sulfhydryl is covalently
attached to small 1–3-nm gold clusters. Either direct inter-
action with metal gold or N -propylmaleimide-coated cluster
(“Nanogold”) is used. An excess of gold clusters is necessary

to avoid multiple attachment. A high concentration of salt
ensures that the ssDNA forms a hairpin.
The beacon is tested in a standard microcuvette. As the

target hybridizes to the hairpin-DNA loop, the fluorescence
rises considerably. The ratio of the fluorescence intensity is
measured in the cuvette before and after the addition of the
analyte DNA. Rhodamine 6G is the best quenched dye, with
an average quenching efficiency of ∼99.5%. Some probes
exhibit quenching efficiencies of >99�9%. High quenching
efficiencies extend the dynamic range of molecular beacons
from 50 to around 1000.
DNA hybridization technology is applied at a tempera-

ture at which the hybridization can discriminate between a
perfectly matched probe and a mismatched one. The stan-
dard temperature is around 55 �C. This is not optimal for
the quenching of the dye, because its average distance from
the quencher increases with temperature because gold nano-
particles are unstable above 50 �C.
To overcome this problem and to be able to work at room

temperature, buffers with low salt concentrations are used.
A buffer containing 90 mM KCl and 10 mM Tris (pH 8.0)
gives the best sensitivity.
Quenching of fluorescence by metal clusters results pri-

marily from nonradiative energy transfer from the molecule
to the metal. The surface provides an alternative nonradia-
tive relaxation mechanism, resulting in the production of
electron-hole pairs or surface plasmons. These mechanisms
increase the nonradiative decay rate of the fluorophore.
The nonradiative deexcitation involves dipole-dipole interac-
tions, which are described by a Foerster-phenomenon. Thus,
the nonradiative relaxation depends on the distance of the
fluorophore from the surface of the cluster and on the over-
lap of the energy profile of the fluorophore and the cluster.
The cluster relaxes radiatively or nonradiatively. Resistive
heating as a result of fluctuating electric fields within the
metal cluster is significant. With undecagold no quenching
is observed. Small 1–2-nm-diameter gold particles show no
sign of surface plasmon resonance, in contrast to larger par-
ticles, which exhibit a strong plasmon resonance at 520 nm.
If necessary, the surface plasmon resonance of a metal clus-
ter might be tuned precisely by changing the shape, the size,
or the composition of the cluster.
In short: The amino-reactive dye is bound to the termi-

nal 3′ amino group, the product is purified with a Sephadex
column and fractionated on a C18 reverse-phase HPLC,
fluorescent DNA fractions are collected and dried in a
SpeedVac, the powder is resuspended to a final oligonu-
cleotide concentration of 15 �M, the disulfide bond is
cleaved, the oligonucleotide solution is purified by reverse-
phase chromatography, and the elution product is suspended
in water and immediately reacted with monomaleimido-gold
clusters. The cluster-modified DNA is analyzed by gel elec-
trophoresis.

3.7. Cluster Emission Devices

For detection of biorecognitive interactions, usually flu-
orophores are bound to the target molecule. However,
fluorophores have a limited lifetime of <107 absorption-
emission processes, resulting in a declining signal for con-
secutive measurements. A cluster emission device (CED)



358 Bionanodevices

provides a novel method for detecting biomolecules with far-
field optics at single-molecule resolution [74].
Figure 30 shows a crosssection of a microchannel in which

a protein (ligand) is labeled with a nanoparticle (cluster,
nanofiber, etc.). Figure 31 shows a 30-nm gold cluster that
has been bound at a microdotted receptor molecule on a
biochip. When after evacuation a high voltage is applied to
the bottom chromium electrode, the cluster will emit elec-
trons toward the extractor (a 20-nm aluminum thin film on
glass), making use of electric breakdown in the protein com-
plex (Fig. 32). The thin film thus locally heats up and evap-
orates within milliseconds, clearing an area of about 1 �m2.
A microscope monitors the process by shining light from
below through the thin (∼20 nm) chromium electrode, dis-
playing each cluster as a bright spot. The voltage should be
pulsed to allow the device to cool down between evapora-
tion cycles, and the polymer distance layer should have a
high breakdown strength (>1 kV/mm).
The field-dependent transmission coefficient was calcu-

lated for the vacuum potential barrier in the right figure with
the Wentzel-Kramers-Brillouin approximation. Integrating
over all energies in a nearly free electron gas at room tem-
perature resulted in an exponentially increasing I–V curve
that reaches 1 nA at 0.7 kV. As proteins are insulators (band
gap of >2 eV), electric breakdown is proposed as a con-
duction mechanism. As no reliable data are available on the
intrinsic breakdown strength of single surface-bound pro-
teins, an average of ∼0.5 kV/�m for insulating polymers
seems reasonable. Taking into account the enhanced electric
field line density under the cluster at zero current, break-
down occurs at a voltage of about 200 V. Use of nanofibers
further decreases the potential necessary for tip emission to
less than 100 V. As an alternative to ablation, thermal oxi-
dation in air may be used to create transparent areas within
seconds; the required extraction potential may then be low-
ered because of plasma formation.

Figure 31. Cluster emission device. Proteins are insulators: band gap of
∼2 eV, electric breakdown at ∼500 V/�m, nanocluster-enhanced break-
down at about 3–200 V.

Figure 32. Cluster emission.

GLOSSARY
Cantilever sensor A multi-micro-AFM measures the tiny
forces acting on the sharp tips of a cantilever chip. By
shrinking the cantilever structure to a microscopic size one
obtains a low spring constant (high sensitivity), a high reso-
nant frequency, fast response, and high immunity to external
mechanical noise.
Electron beam-induced deposition (EBD) Repeated line
scan induces the polymerization of amorphous carbona-
ceous material along the path of the electron beam on
the substrate, which appears as a black line in the SEM
contrast. The lines are used for nanobonding of molecular
devices.
Gold conjugates Gold (sometimes silver or platinum) col-
loids are coated with protein or DNA in a 2–3-fold excess
(for several hours). Excess of the ligand is removed by wash-
ing. Bioreactive clusters are used, for example, as detection
agents or as nano-building blocks.
MCB junction A mechanically controllable break device
set up by breaking a small metal strip deposited on a chip
via bending of the substrate and then attaching a single
molecule to the nanotips formed.
Molecular beacon The beacon is a nucleic acid probe
with a hairpin-shaped structure in which the ends are self-
complementary, bringing a fluorophore and a quencher into
close nanometric proximity. The metal particle quenches the
fluorescence of the organic molecule because of near-field
deexitation. The fluorescence is restored when the probe
binds to a complementary nucleic acid and refolds.
Molecular motors Nanoscale motor based on proteins
(rotary and linear) as ideal tools for nanoactuation and fab-
rication.
Nanocluster (nano-island, precipitate, colloid particle) A
number of atoms bound or arranged together, forming
an assembly of nanoscale size. Metal nanoclusters exhibit
tunable resonant behavior; semiconductor clusters show
quantum-dot behavior.
Nanotweezer Nanoactuators to pick nano-objects or move
tiny structures. Tweezers consist, for example, of two car-
bon nanotubes. With the application of a potential, these
tubes bend and thus the ends of the nanotubes open or close
(compare optical tweezer using a laser beam).
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Resonance-enhanced fluorescence (REF) Nanoresonant
multilayer films have the potential to amplify the local
field and thus to enhance the fluorecence signal of labeled
(bio)molecules on biochip surfaces. Fluorophores are bound
at a well-defined distance within the field of the resonant
structure, resulting in enhanced absorption and emission of
the fluorophore driven by the resonant field.
Resonant cavities Nanostructures with a high degree of
symmetry are resonant in a way similar to that of, for exam-
ple, micrometer-sized glass structures for light waves. Opti-
mized design allows wavelength tuning via defined band-gap
materials.
S-layer These layers are regular protein crystals that form
the outermost cell envelope component of many prokaryotes
exhibiting different kinds of lattice symmetry. S-layers are
used for nanocluster arrays and biotemplating.
Scattered evanescent waves (SEWs) The setup relies upon
the detection of back-scattered light from an evanescent
wave disturbed by the presence of gold colloids brought to
the interface by an immunological reaction. The evanescent
wave at the interface is the result of a totally internally
reflected incident light wave. Placement of the detector at a
back angle above the critical angle ensures a superior signal-
to-noise ratio.
Surface-enhanced infrared spectroscopy (SEIRA) Surface-
enhanced infrared absorption is a process highly dependent
on the nanostructure of the matrix. The electromagnetic
field effects as well as chemical effects contribute to the
total enhancement process. The bands due to different
vibration modes give rise to distinct enhancement processes,
suggesting a “chemical” origin of this process.
Surface-enhanced optical absorption (SEA) An absorbing
cluster positioned at a defined distance from a metal mirror
represents a special kind of reflection interference system.
At a certain distance of the cluster from the mirror the elec-
tromagnetic field reflected by the mirror has the same phase
at the position of the absorbing layer as the incident fields,
and thus by this feedback mechanism the effective absorp-
tion coefficient of the absorbing layer is strongly enhanced.
Surface-enhanced Raman scattering (SERS) The extremely
small cross sections of Raman scattering would preclude its
use at the single-molecule level. However, this situation is
altered for surface-enhanced Raman scattering. Molecules
in close proximity to metal-cluster-coated surfaces exhibit
large (typically 106-fold) enhancements in vibration spectral
intensities. Even larger enhancement factors on the order
of 1014 have been reported. These Raman cross sections are
comparable to or even higher than fluorescence cross sec-
tions.
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1. INTRODUCTION
The ability to perform active movement is one of the most
prominent features that distinguish living organisms from
inanimate matter. Nanobiomotors are nanoscale machines
formed by macromolecular complexes that convert a pri-
mary energy source to mechanical motion between moving
and framework components. They are responsible for most
forms of active biological motion, including internal mate-
rial transport. Motor complexes are vital to the sustenance
of biological systems, and they support efficient, direc-
tional motility of cellular components within cells, adeno-
sine thiphosphate (ATP) synthesis, the packaging of viral
DNA, rotation of bacterial filaments, and muscle contrac-
tion [1–3]. Thanks to progress in structural biology, single
molecule methods [4], and molecular biology approaches,
our understanding of the molecular basis of biological move-
ment has improved to the point where we can start thinking
about possible applications of biomolecular motors in nano-
technology [5].
On a macroscopic scale, we are all very familiar with

motors, because we are surrounded by both combustion
engines and electric motors. So the question arises: can we
downscale the way we think of motors to the molecular
range? The possible applications of molecular motors in
nanotechnology will certainly be very different from the way
we use traditional macromotors. However, when we look at

the basic mechanisms of these motors, there are many strik-
ing parallels: just like macroscopic motors, biological nano-
motors are assembled from static components that form a
framework for moving components, even though the mov-
ing parts are not always restricted to rotary motion but can
instead, in some motors, perform linear motion. Also, both
macroscopic and molecular motors work by repeating the
same cycle of steps over and over.
Another parallel is that biomolecular motors also need

a primary energy source from which to derive mechani-
cal energy. There is even a strong equivalence with the
two types of energy sources, fossil fuels and electrical
energy, that we most often use in conventional motors; some
biomolecular motors are powered by breaking down an
energy-rich bond of nucleotide triphosphates, typically ATP,
just as our combustion engines break down the molecules
of oil products. Yet other molecular motors are driven
by the flow of protons along a proton gradient (i.e., an
electrochemical potential across a membrane) just as elec-
tric motors are powered by the flow of electrons along an
applied voltage. In fact, these two types of energy supply can
be readily interconverted in biology: by sharing a rotating
axle between two biomolecular motors, F1F0-ATP synthase
[6–8] can convert the energy stored in the proton gradient
to rotation and then to energy stored in ATP. The process is
reversible and exhibits nearly 100% efficiency [1]. If we look
at our macroscopic equivalent, an electric generator driven
by a combustion engine, we must deal with efficiencies below
50% and an irreversible reaction: we cannot produce fos-
sil fuel from electrical energy. These unique attributes of
biomolecular nanomotors should be our focus as we contem-
plate possible applications. These features involve instances
where molecular motors outperform conventional motors,
or where molecular motors perform motions and tasks that
have no conceptual equivalent in our macroscopic world.
Such examples include the continuous specific translocation
of single DNA molecules by the DNA packaging motor of
bacteriophage phi29 [3, 9–12], the linear “walking” mecha-
nism of the cytoskeletal motor protein kinesin [13–16], and
the ability of the flagellar motor to switch between clockwise
and counterclockwise motion [2, 17] (Table 1). There are
many proteins and biomolecular machines (Table 2) that
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Table 1. Well-characterized bionanomotors.

Energy
Name source Functions

Linear motors

kinesin ATP organelle transport, mitosis,
microtubule dynamics

myosin ATP muscle contraction, organelle
transport, cytokinesis

dynein ATP organelle transport, mitosis,
cilia beating

Rotary motors

F1F0 complex H+/ATP ATP synthesis
bacterial flagellar H+/Na+ bacterial movement, rapidly

reversible motor
Nucleic acid translocating motor

helicases ATP DNA strand separating activity
RNA polymerase ATP RNA transcription
viral DNA packaging ATP packaging of viral DNA

perform functions similar to those of the biological nano-
motors covered in this chapter: G-proteins undergo ATP-
driven conformational changes as part of their function
[18–21], and the 19S subunit of the proteasome moves and
unfolds proteins actively [22]. These examples of active
work performed by biomolecules are enabled by the P-
loop structure [23], a protein fold that is also present in
the ATP-driven motors described here. Ion pumps [24] and
active transporters [25] are also capable of converting a
primary energy source into active work. However, for this
chapter, we have restricted the term “bionanomotor” to
those biological complexes that (i) have active mechani-

Table 2. Potential bionanomotors.

Name Functions Ref.

AAA proteins proteolysis, protein folding, [34]
membrane trafficking,
cytoskeletal regulation,
organelle biogenesis,
DNA replication,
intracellular motility

GroEl protein folding [35, 294]
SMC proteins chromosome formation [240, 241, 243, 246]
G proteins signal transduction, [18–21, 295]

movement of peptidyl-tRNA
and mRNA in the ribosome

Actin cellular motility, cortical [242, 296]
organization

Microtubule mitosis, cytoplasmic [32, 37, 297]
organization

Dynamin endocytosis, vesicle [298]
budding

Spasmin/centrin contraction [299]
Cilia diverse processes (left-right [300–302]

axis pattern formation,
cerebrospinal fluid flow,
sensory reception,
mucociliary clearance etc.)

Ion pumps ion gradient formation [24, 38, 303]

cal work as their main function, (ii) derive their activity
through utilization of a primary energy source, (iii) func-
tion via the relative motion between active and framework
components, and (iv) perform tasks through repetition of
the same cycle of steps. We analyze the most thoroughly
characterized biomolecular motors: F1F0-ATP synthase,
the bacterial flagellar motor, myosin, kinesin, the viral
DNA-packaging motor, helicases, and RNA polymerase
(Table 1).

2. GENERAL CLASSIFICATION
OF MOTORS-LINEAR, ROTARY,
AND NUCLEIC ACID TRANSLOCATING
OR SLIDING MOTORS

Molecular motors can be divided into linear, rotary, and
nucleic acid translocating/sliding motors (Table 1) [26–32]:

2.1. Linear Motors

The motor proteins kinesin and dynein are the most com-
monly cited and studied examples of this class. They move
along microtubules to induce directional motility of mem-
branous vesicles, organelles, chromosomes, proteins, and
RNA [32–38]. Another important member of the class of
linear motors is myosin. It is involved in cellular motil-
ity, cytokinesis, endocytosis, and vesicle transport. In mus-
cle fibers, bundles of myosin act on actin filaments, thereby
driving muscular contraction [39].

2.2. Rotary Motors

The F1 ATPase and bacterial flagellar motors are com-
mon representatives of this class of motors. F1F0-ATP syn-
thase is a double-rotary motor located in the mitochon-
drial, bacterial, and chloroplast membranes. This motor is
responsible for ATP generation and is powered by a pro-
ton gradient [1]. Bacterial rotary motors drive the spinning
of flagella and therefore make active swimming of bacteria
possible [2].

2.3. Nucleic Acid Translocating
or Sliding Motors

There is a group of nucleic acid-processing complexes that
plays a similar role in DNA or RNA translocating, track-
ing, or sliding related to DNA replication, translocation,
recombination, and RNA transcription [36, 40–42]. It can be
categorized into two subsets, components that bind nucleic
acid and components that act on nucleic acid. The com-
mon feature of these two subsets is that they interact with
RNA or DNA in a polymer conformation with a ring-shaped
morphology. Most members of this group are hexamers.
This subset includes helicase [43, 44], viral DNA-packaging
motors [45–48], DNA polymerase [49], RNA polymerase
[50], the E. coli transcription termination protein Rho [51,
52], the yeast DNA polymerase processivity factor [53],
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bovine papillomavirus E1 replication initiator [54], and the
E. coli DNA polymerase III holoenzyme [55, 56], which exist
as hexamers [43, 57–60]. Though the mechanisms of this
kind of DNA–protein interaction remain to be elucidated,
the finding of the common feature in the formation of hex-
americ ring indicates it might have something in common.
The process of both viral DNA packaging, DNA replication,
RNA transcription, or DNA/RNA riding involves the rela-
tive motion of two components, one of which is nucleic acid.
In bacterial virus phi29, the motor involves a novel RNA
that forms a ring with six subunits [42, 61, 62]. It would be
intriguing to show how phi29 hexameric pRNA may play a
role similar to that which protein enzymes, such as DNA-
helicases or the termination factor Rho, play.
Some members of the subset that acts on nucleic acid

require ATP to provide energy and play an active role in
motion. These members will be placed in the category of
nucleic acid translocating or sliding motors. Most motors
contain members of the other subset, proteins that bind
nucleic acid. This chapter will only cover the well-studied
motors, such as DNA helicase, RNA polymerase, and the
viral DNA-packaging motors. Some, if not all, of the motors
in this group might rotate. Since the action of these motors
has yet to be further characterized, they are tentatively clas-
sified into this special category.

3. COMPONENTS OF MOLECULAR
MOTORS-MECHANICAL FRAME
AND ENERGY SUPPLY

Molecular motors exhibit wide variability in structure. Most
are quite complex, but in general the structures consist of
the same essential components: a mechanical frame that
consists of both moving and static parts, along with an
energy supply. The mechanical frame is formed by proteins
in most molecular motors. However, the DNA-packaging
motor of bacteriophage phi29 also includes a hexamer of
RNA molecules as an essential component [63], F1F0 com-
plex is located in a lipid membrane, and the flagellar motor
is anchored to the cell envelope. The energy supply can be
from energy-rich nucleotide triphosphates, typically ATP, or
from a proton gradient. The linear-acting motor proteins
need extended cytoskeletal macromolecules for their action.
Even though we describe these features as static compo-
nents when considered in terms of motor mechanism, they
are not static at all within the cell: actin filaments, the sub-
strate of myosin, continuously assemble and disassemble in
the cell in a highly dynamic, ATP-driven manner. The con-
tinuous assembly and disassembly of microtubules, the sub-
strate of kinesin and dynein, from protein monomers is also
controlled by ATP [64, 65]. Furthermore, actin filaments and
microtubules are being actively moved through the action of
myosin and dynein, respectively.
The DNA helicases and RNA polymerase are track-laying

motors. DNA and RNA can be considered components of
these motors since they are required for the unwinding or
polymerization process [43, 66–69].

4. ENERGY SOURCE-ATP HYDROLYSIS
AND PROTON FLOW

Molecular motors, just like any other sort of motor, need
energy in order to function. Most molecular motors use
chemical energy derived from the hydrolysis of adenosine
triphosphate. The active sites on motor proteins bind ATP
and catalyze the decomposition to adenosine diphosphate
(ADP) and inorganic phosphate (Pi), thereby releasing a
significant quantity of energy, which in turn leads to confor-
mational change in the motor protein and ultimately results
in motor movement. This catalytic process then repeats with
another ATP molecule, and the motor protein can continue
further movement.
For instance, kinesin “walks” using 8 nm steps along

the microtubule protofilament axis, and each of these steps
expends one ATP molecule [15, 16, 70–73]. In the case
of cytoskeletal motors such as myosin and kinesin, ATP
circulation causes a motor to cycle between weak and strong
binding states with their tracks. ATP binding and turnover
deliver the energy to detach the motor from its track and
indirectly give the opportunity to reattach to a new site in the
step-forward direction. Both the pRNA and gp16 of phi29
bind ATP [73a, 239]. ATP hydrolysis also provides the driv-
ing force for viral DNA-packaging motors. Current estimates
indicate that one ATP molecule is required for every two
DNA base pairs that are packaged [45, 48].
The F1F0 complex is composed of two motors [1] which

are connected by a common rotor axle and can exchange the
energy of proton translocation and ATP synthesis/hydrolysis
through mechanical rotation. The F0 motor generates torque
connected with proton flow across a membrane and the F1
subcomplex rotates with discrete 120� steps, each driven by
the hydrolysis of one ATP molecule. In the typical situation
in a chloroplast, mitochondrion, or bacterial cell, a steep
proton gradient is maintained by photosynthesis or substrate
oxidation, and this allows for proton flow through the F0
motor of F1F0 complex, thereby driving the synthesis of ATP.
However, if the ATP concentration is high and the elec-
trochemical potential is low, the F1 motor is stronger and
reverses the F0 motor, creating a proton pump [74, 75].
The bacterial flagellar motor is another example of the

use of proton flow (protonomotive force) as an energy
source. This motor is powered by the flux of hydrogen (H+)
or sodium (Na+) ions (depending on the organism) across
the membrane [2]. The protonomotive force is supported by
metabolic processes that pump protons out of the cell and
drive the flagellar motor through reverse flow. Each proton
that flows back into the cell can supply up to 2�4× 10−20 J of
free energy to drive the motor, and a flow of approximately
103 protons is associated with each rotation of the motor [2].

5. SPECIFIC BIONANOMOTORS

5.1. Linear Motion Motors

5.1.1. Kinesin
Kinesin is a filament-dependent motor protein and is part
of the cytoskeletal motor family [65]. Kinesin was first dis-
covered in neuronal tissue, and it has been found to move
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microtubules in an ATP-dependent mode; that is, the move-
ment of this motor along the surface of the microtubule
is supported by chemical energy released from the hydrol-
ysis of ATP. Kinesin is processive [76] and moves forward
in discrete steps of 8 nm [4, 77, 78], which corresponds to
the distance between tubulin dimers along the microtubule
[79]. Like many polynucleotide motors (polymerases, heli-
cases, nucleases, etc.), kinesin can translocate through many
enzymatic cycles before dissociating from the substrate [66,
68, 79]. Individual molecules typically move about 800 nm
before disengaging at a speed of 800 nm/s (100 steps/s)
in vitro, and they are capable of continuing movement
against loads of up to −6 pN. A number of significant char-
acteristics of kinesin movement, including the unidirection-
ality of the motion, the force–velocity relationship, the time
dependence of the movement, and the displacement vari-
ance have been demonstrated in vitro [15, 16, 70–73, 80, 81].
Native kinesin is a dimeric molecule with two well-

separated globular (∼9× 3× 3 nm) heads (Fig. 1) that are
rotated by about 120� and displaced from each other by
8 nm. Each of these heads is formed from a single polypep-
tide that is 345 amino acids long and is responsible for
both enzymatic and motor activity. Kinesin also contains two
identical “heavy” and two identical “light” chains that can
be divided into four domains: the catalytic core, the neck,
the stalk, and the tail [82–84]. It has been found that single-
headed kinesin constructs do not support processive move-
ment [85, 86]; instead, the two heads of kinesin have been
found to work in a coordinated mode, such that the binding
and hydrolysis of ATP by one head stimulates ADP release
by the other head [68].
Also, it has been shown [87] that in the presence of ADP,

the motor domain of kinesin, while still bound to the micro-
tubule, adopts a highly mobile state. All of these support the
conception that dimeric kinesin moves “hand-over-hand,”
moving its heads forward alternately. In this way, at least
one head stays bound to the substrate at any given time
(Fig. 1).
Two basic classes of possible models for the stepping of

kinesin have been proposed [88]. One is the “long-stride”
model, in which during the stepping process the back head
passes the bound front head and advances 16 nm. At this
point, the heads change their roles and a new step may take
place [89]. Another model has been examined which sug-
gest a “two-step” process [90, 91]. These models provide
an explanation for the experimentally measured low dislo-
cation variance, suggesting two consistent subprocesses: for
the duration of one cycle one of the two heads takes an
8 nm step first, and then the other head takes an 8 nm step
in order to maintain the 8 nm distance.

5.1.2. Myosin
Myosin is not one particular protein motor but rather a large
family of proteins that can be divided into at least 15 dif-
ferent classes by amino acid sequence similarity. These pro-
teins are responsible for many of the tasks involved in cell
motility, including muscle contraction, chemotaxis, cytokine-
sis, pinocytosis, and targeted vesicle transport [92].
In general, myosins consist of three functional subdo-

mains: the motor (or catalytic) domain, the neck domain,
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Figure 1. The schematic illustration of a kinesin movement along
the microtubule. Dimeric kinesin moves “hand-over-hand,” moving its
heads forward alternately. At least one head stays bound to the sub-
strate at any given time. D and T—bound nucleotides ADP and ATP
respectively. X—nucleotide free. Reprinted with permission from [247],
F. J. Kull, Essays in Biochem. 35, 61 (2000). © 2000, Portland Press.

and the tail domain [92]. The most common example is mus-
cle myosin, which was discovered over 60 years ago in the
muscles and cytoplasm of animal cells; it is an asymmetric
470 kDa protein containing two 90 kDa globular N -terminal
heads, subfragment-1, and an �-helical coiled-coil tail [27].
A catalytic domain is located in the globular head and con-
tains the ATP and actin-binding sites. A neck region con-
nects the catalytic domain to the tail and its cargo.
Class I of the myosin family is involved in both endocytic

and exocytic membrane traffic. Myosin II is a component
of the contractile ring in dividing cells and the sarcomere
in muscle cells. Myosin III assists in signal transduction in
retinal photoreceptor cells [93]. Class V myosins play an
important role in organelle transport. It has been shown
[94–96] that myosin V is a highly efficient, processive motor
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like kinesin (Fig. 2). Myosin V and XI function as organelle
motors in animal and plant cells, respectively. Myosin VI is
a reverse motor that can move toward the “minus” end of
actin filaments [64, 97, 98].
In order to help explain myosin’s role in the mechanism

of muscle contraction, several models have been proposed.
In the “swinging cross-bridge” model, myosin pulls an actin
filament by swinging its head [99, 100]. However, direct evi-
dence for the swinging cross-bridge model has not been
obtained to this point. According to the “lever-arm” model,
structural change in the catalytic domain of the myosin
head is amplified by the pivoting of the light-chain binding
domain, which acts as a lever arm [4, 101, 102].
Unlike kinesin and the polynucleotide motors, not all

myosins are processive; classes I and II are prominent exam-
ples. Instead of the “Inchworm” model, the “hand-over-
hand” model was confirmed by single fluorophore imaging
[103].

5.2. Rotary Motors

5.2.1. F1 F0 ATPase
ATP synthesis is the basic method of cell energy production
and one of the most frequently occurring enzymatic reac-
tions in biology. This synthesis takes place on the F1F0-ATP
synthase enzyme.
F1F0-ATP synthase consists of two motors, F1 and F0,

and is found in the inner membranes of mitochondria, the
thylakoid membranes of chloroplasts, and the plasma mem-
branes of bacteria [1]. These two motors are connected by a
common rotor shaft (Fig. 3a). Such a connection allows for
proton translocation energy to be converted and utilized in
ATP synthesis through mechanical rotation [1].
The motors of ATP synthase have different functions and

characteristics. F1 subcomplex can be dissociated from F0.
The resultant enzyme is termed F1-ATPase, and its catalyzed

Figure 2. Myosin walks hand-over-hand using three steps. Model for
movement of two myosins heads along actin filament. The “power
stroke” of the leading head causes a transition from state 1 to state 2
with ATP hydrolysis and production of ADP and inorganic phosphate;
trailing head becomes leading head. The leading head falls to state 2 as
a result of biased diffusion, which induces extra movement and aids in
the completion of the third step. Reprinted with permission from [310],
J. Molloy and C. Veigel, Science 300, 2061 (2003). © 2003, American
Association for the Advancement of Science.

reaction is the hydrolyzation of ATP. The energy of ATP
hydrolysis is transferred to mechanical rotation (Fig. 3b).
This complex consists of �3�3�1�1�1 subunits and as has
been shown [104] requires at least a �3�3� to maintain
ATPase-activity. Three � and three � subunits arranged into
a hexameric ring with a central cavity [105] and half of the
� subunit is inserted in this cavity. F1 subcomplex catalytic
sites are located on the � subunit and �� subunits attached
to the c subunits of F0 subcomplex and form a rotor shaft
[106, 107]. The rotation of � is the result of the cooperative
changing of nucleotide binding states of the three catalytic
sites on the � subunits. These catalytic sites can adopt dif-
ferent binding states. The first binds with Mg-AMP-PNP
[adenosine 5′-(�, �-imino)-triphosphate], the second binds
with Mg-ADP, and the third is empty [1].
Direct observation of F1 motor rotation [6] has been

accomplished with an optical microscope (Fig. 4). As has
been shown, the motor rotates in discrete 120� steps [4], and
each step requires the hydrolysis of one ATP molecule. An
intermediate state [108] after ATP binding and before ADP
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Figure 3. Schematic diagram of ATP synthase (a) F1F0-ATP synthase
consists of two motors, F1 and F0, which are connected by a common
rotor shaft. The energy of ATP hydrolysis is transferred to mechanical
rotation of the F1 subcomplex (b) Structure of F1 subcomplex. The ��
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associated with the movement of proton flow. Reprinted with permis-
sion from [1], H. Noji and M. Yoshida, J. Biol. Chem. 276, 1665 (2001).
© 2001, American Society for Biochemistry and Molecular Biology.
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(and Pi) release at 90� degree of the � subunit was shown.
So each 120� step can be dissolved into 90� and 30� substeps
driven by ATP binding and ADP (and Pi) release respec-
tively. A new crystal structure of an intermediate state was
shown [109].
The F0 complex does not use energy from ATP hydrol-

ysis. The rotation of this motor is associated with the flow
of protons (Fig. 2c). When protons flow through F0, the
F1 complex synthesizes ATP. This synthesis is reversible and
when F1 hydrolyzes ATP, the F0 motor can pump reverse
flow of protons through the membrane [1].

5.2.2. Bacterial Flagella
The bacterial flagellar motor is one of the most intriguing
biological nanomotors. Many well-known bacterial species
can swim using flagellar filaments [2, 110]. These filaments
have a stiff, helical structure, are approximately 10 �m in
length, and have a period of about 2 �m.
The flagellar motors of enteric bacteria E. coli and

S. typhimurium have been the most often analyzed exam-
ples. All rotary motors can be divided into two parts: the
rotor and the stator (the stationary section of the motor).
Four rings (C, MS, L, and P) and the rod together form the
rotor of the flagellar motor (Fig. 5). About 12–14 particles
together form the stator. They are organized around the MS
and C rings in the cytoplasmic membrane and are attached
to the cell wall. The L and P rings (FlgI and FlgH) are
located in the outer membrane and peptidoglycan, respec-
tively. The MS (FliF) ring (∼25 nm disk) crosses the cell
inner membrane. The C ring (FliM and FliN) is attached
to the MS ring and extends into the cytoplasm. The fila-
ment (FliC) is connected to the motor by a flexible hook
(FlgE) and to the hook by hook-associated proteins (FlgK,
FlgL, and FliD). Such a connection provides the filament
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Figure 4. The direct observation of the � subunit rotation in the F1
motor [6]. (a) The scheme of experimental system for the observation of
the � rotation using an optical microscope. (b) Rotary movement of an
actin filament observed with an epifluorescent microscope. Reprinted
with permission from [1], H. Noji and M. Yoshida, J. Biol. Chem. 276,
1665 (2001). © 2001, American Society for Biochemistry and Molecular
Biology.
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Reprinted with permission from [306], N. R. Francis et al., J. Mol. Biol.
235, 1261 (1994). © 1994, Elsevier Science.

and motor the freedom to rotate around different axes. FliG
is bound to the inner face of the MS ring. MotA and MotB
cross the inner membrane and are organized in a circular
group around the MS and C rings [111]. These two Mot
proteins bind to each other [112]. One possible method of
torque generation is the alternating protonation and depro-
tonation of Asp32 of MotB, which modulates the interac-
tion of a specific charged region in the cytoplasmic domain
of MotA with a complementary charged region in the C-
terminal domain of FliG.
The flagellar motor is powered by an ion flow trough

channels located in the plasma membrane. Ions utilizing this
trough include hydrogen (H+	 and sodium (Na+	. Chemi-
cal energy derived from metabolic processes helps to sup-
port the ion flow. Such energy is required in order to pump
ions out of the cell; reverse ion flow in cells drives various
systems, including the flagellar motor [110, 113]. Flagellar
motors can rotate both clockwise and counterclockwise and
this rotation changing is regulated in such a manner as to
allow the bacteria to perform chemotaxis.
A number of models have been proposed to explain the

mechanism of flagellar motor function [114–123]. In the
model proposed in [118] the rotation mechanism is based
on the symmetry mismatch between the C and M rings.
Other models (Fig. 6) are based on the geometric relation
between the position of the rotor and the paths of ions flow-
ing through the flagellar motor. The “electrostatic” model
[120, 121, 123] is based on electrostatic interaction between
proton flow and negatively charged areas of the rotor. Such
interaction forces the rotor to rotate in order to keep neg-
atively charged areas close to positively charged protons.
Another model is based on the geometrical mismatch of in-
and out-proton channels in the rotor [114, 115]. As a result,
protons flowing through the outer channel can pass into the
cell only through other channels in the stator, and they must
be transferred to these channels by the rotation of the rotor.
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H+ Cr Na+

Figure 6. “Electrostatic proton turbine” (left) and “turnstile” (right)
models of a flagellar motor. “Electrostatic proton turbine” model is
based on electrostatic interaction of protons flow and charged rotor.
“Turnstile” model is based on geometrical mismatch of in- and out-
proton channels in the rotor. Reprinted with permission from [110],
R. Berry, Bacterial Flagella: Flagellar Motor, in Encyclopedia of Life
Sciences, 2, (2001). © 2001, Nature Publishing Group.

5.3. Nucleic Acid Translocating
or Sliding Motors

5.3.1. Viral DNA-Packaging Motor
One striking feature in the assembly of many linear
double-stranded DNA (dsDNA) viruses, including aden-
ovirus [124–128], herpesvirus [129–131], poxvirus [132–134],
and bacteriophages T1 [135], T3 [136], T4 [137], T5 [138],
T7 [139, 140], P1 [141], P2 [142, 143], P22 [144–146], Mu
[147], �21 [148], �29 [11, 149–151], SP01 [152, 153], SPP1
[154, 155], 
 [156–159], and their relatives, is that the viral
genome is inserted into a preformed shell called a procapsid
during maturation [160–163]. This energetically unfavorable
DNA-packaging reaction is accomplished by a viral nano-
motor using ATP as energy.
One of the essential components of the motor is a connec-

tor complex that is a dodecameric structure with a central
channel (30–60 Å) through which viral DNA is packaged
into the capsid and exits during infection [143, 164–169].
Though the portal proteins from different viruses have little
sequence homology and large variation in molecular weight,
portal complexes show significant morphological similarity
[160]. In the case of phi29, a bacterial virus that infects
Bacillus subtilis, the structure of one phage portal protein
has been determined at atomic resolution [164, 165]. The
connector ring consists of a 12 �-helical subunit, with three
long helices of each subunit forming the central channel.
The ring is 138 Å across at its wide end and 66 Å at the nar-
row end. The internal channel is 60 Å at the top and 36 Å
at the bottom. The wider end of the connector is located
in the prohead and its narrow end partially protrudes out
of the capsid. The connector is located at the fivefold ver-
tex of the viral capsid, which leads to a symmetry mismatch
between capsid and portal [160, 170]. As has been assumed,
such a mismatch is required for the smooth rotation of the
portal protein during DNA packaging [3, 170].
An examination of extensively studied dsDNA viruses,

such as T3 [136], T4 [171, 172], P22 [146, 173, 174], P1
[175], psiM2 [176], Sfi21 [177], lambda [156, 178, 179], T7
[180, 181], phi29 [45, 61, 63, 182], and herpesvirus [167, 183],
reveals that all DNA packaging motors involve two non-
structural components typical of ATPase. Further examina-

tion has found that these two proteins can be classified into
two categories according to their major role in DNA packag-
ing [45]. One category is for procapsid binding, such as gpA
of 
 [156, 159], gp12 of phi21 [184], gp17 of T4 [185], gp19
of T3/T7 [48, 140, 186], and gp16 of phi29 [63, 187]. The sec-
ond category is for interaction with DNA, such as gpNu1 of

, gp1 of phi21, gp16 of T4; gp3 of phi29 and gp18 of T3/T7
[45]. Emerging information reveals that the mechanism of
herpes virus DNA packaging is very similar to that of phages
[167, 183, 188–191]. The DNA-packaging reaction is energy
dependent and involves ATP hydrolysis. Estimates indicate
that one ATP molecule is required for every two base pairs
that are packaged [45]. Emerging information reveals that
the mechanism of herpes virus DNA packaging is very sim-
ilar to that of phages [167, 183, 188–191].
The translocation of double-stranded DNA into the phi29

procapsid requires a virus-encoded packaging RNA (pRNA)
[36, 63, 187] (Fig. 7a). Mg2+ induces appropriate folding
of pRNA for dimerization [192, 193]. pRNA dimers bind
to the portal vertex (connector) and serve as the building
blocks for hexamer assembly [192, 194] (Fig. 7b). The pRNA
molecules interact intermolecularly via hand-in-hand inter-
action to form a hexameric complex that is a crucial part
of the viral DNA translocation motor [36, 42, 62, 193, 195,
196]. pRNA appears to be directly involved in the DNA
translocation process, and it leaves the procapsid when DNA
packaging is completed [193, 197, 198].
pRNA contains two functional domains: the procapsid

binding domain, located at the central region [194, 199–
201] and comprising bases 23–97, and the DNA translo-
cation domain, which is found at the 5′/3′ paired ends
[202]. This conclusion has resulted from several diagnostic
studies, including (a) base deletion and mutation [202–205],
(b) ribonuclease probing [193, 200, 203, 206], (c) oligo tar-
geting [207, 208], (d) competition assays to inhibit phage
assembly [195, 208, 209], (e) UV-cross-linking to portal
protein [199], (f) psoralen cross-linking, and (g) primer
extension [210].
In vitro virus assembly involves two steps: DNA packag-

ing with the aid of the viral motor and virion maturation
[161–163, 211, 212]. The defined in vitro DNA-packaging
systems have been constructed for phi29 [61], T3 [213], T4
[214], and 
 [215]. Infectious virions have been assembled
in vitro by extract complementation [216–234], or by the use
of synthetic nucleic acid and purified recombinant protein
components [149, 235]. With the purified procapsid, gp16,
pRNA, and ATP, upto 90% of the added DNA-gp3 can
be packaged into the procapsid via the motor constructed
with recombinant gene products. After DNA packaging, the
in vitro assembly system can convert a DNA-filled capsid into
infectious phi29 virions with the addition of the purified pro-
teins gp9, gp11, gp12, and gp13 [149, 235]. With this system,
up to 5 × 109 infectious virions per ml can be obtained in
the presence of all the required components, yet not a sin-
gle infectious virion is detected in the absence of even one
essential component. This system, with a sensitivity of eight
orders of magnitude, is used for the assay of the function of
the DNA-packaging motor [12, 36, 198].
Several models for DNA translocation into the phi29 pro-

capsid have been proposed [3, 154, 165, 196, 236]. It is gen-
erally believed that DNA is translocated through the axial
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Figure 7. Bacterial virus phi29 DNA-packaging motor with six copies
of a pRNA molecule (pRNA hexamer). (a) Sequence and secondary
structure of phi29 DNA-packaging pRNA; (b) Formation of pRNA
hexamer by hand-in-hand interaction. Reprinted with permission from
[308], C. Chen et al., RNA 5, 805 (1999). © 1999, RNA Society (c) Ter-
tiary structure of pRNA hexamer; (d) Sketch of phi29 viral particle with
the motor intertiary structure. Reprinted with permission from [237],
S. Hoeprich and P. Guo, J. Biol. Chem. 277, 20794 (2002). © 2002,
American Society for Biochemistry and Molecular Biology.

hole of the portal vertex, much like a threaded rod moving
along a nut. Another model hypothesizes that supercoiled
DNA wraps around the portal vertex and that rotation of
the portal vertex allows DNA to pass into the procapsid via
the outside of the portal vertex [236]. In the model that was
proposed in 1997 [3] (Fig. 8B), sequential action of multiple
pRNAs, in conjunction with other components, is vital to
DNA packaging. Six copies of pRNA form a hexamer that
interacts with the capsid pentamer and moves in discrete
12� steps. Thirty ATPs are needed for each completed cycle
of motor rotation. This model shows good agreement with
three-dimensional (3D) structural data (Figs. 8A and 7C, D)
that were obtained recently by crystallography [165], comple-
mentary modification, photoaffinity cross-linking, chemical
modification, chemical modification interference, nuclease
probing, AFM, and computer modeling [237] methods.
In the model proposed in [165], DNA located in the cen-

tral channel interacts with one subunit of the portal. A 12�
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Figure 8. DNA-packaging model of bacterial virus phi29. (A) 3D model
of the motor showing connector and pRNA hexamer. (B) Depicts the
sequential action of pRNAs in the phi29 DNA-packaging motor.
The left panel shows the 3D structure of the motor complex, including
the connector and pRNA hexamer. A-G show the six steps of rota-
tion; the hexagon represents the phi29 connector, and the surround-
ing pentagon represents the capsid. The six protrusions represent six
pRNAs with variable pRNA patterns portraying the pRNA in serial
energetic states. For example, pRNA 4 and 1, in panel A, represent
contracted and relaxed conformations, respectively. Arrows marks the
different transition states of pRNA 1. Each step, e.g., A to B, rotates
12�, since a five to six-fold symmetry mismatch generates 30 equivalent
positions, and 360�/30 = 12�. The portal vertex turns 72� after six steps
of rotation. For example, pRNA 1 moves from vertex a in A to vertex b
in G, and rotates 72�. Each step consumes one ATP to induce one con-
formational change in pRNA, and six ATPs are used for the transition
from one vertex to another. The drawing is the view from inside the
procapsid. Reprinted with permission from [3], C. Chen and P. Guo,
J. Virol. 71, 3864 (1997). © 1997, American Society for Microbiology.

rotation of the narrow end of the connector leads to length-
wise expansion of the connector via a slight change in the
angle of the long helices, and the wide end of the connector
follows the narrow end. Such a “following” allows the struc-
ture to relax and contract while translating two base pairs
of DNA into the capsid [165]. Also, the “motor-ratchet”
hypothesis model of DNA packaging has been proposed and
reviewed recently [211]. In this model, the connector rec-
tifies DNA motion via either thermal, biased thermal, or
oscillating processes. The motor-ratchet hypothesis has also
been used to explain data in biochemistry, genetics, ener-
getic, structure, and dynamics in packaging.
In recent times, the forces involved in phi29 DNA

packaging were measured directly [238], using a defined
in vitro DNA-packaging system [61]. In these experiments,
a polystyrene bead was attached to biotinylated DNA of
partially prepackaged complexes and captured in an opti-
cal trap. The capsid was fixed by binding with another bead
coated with anticapsid antibodies. During the addition of
ATP, the distance between the two beads decreased due to
the packaging process. It was shown that the motor can drive
DNA into the head with approximately 30% efficiency until
the internal force builds to ∼50 pico-Newtons. This indi-
cates that the phi29 motor is one of the strongest known
molecular motors, with a strength about two times that of
RNA polymerase and eight times that of kinesin. All of this
suggests that the viral DNA-packaging motor represents a
powerful new class of motor worthy of further investigation.
One of the recent advances in the study of the phi29

nanomotor is the finding that its pRNA binds ATP [239].
This is the first demonstration of a natural RNA molecule
that binds ATP, and the first case to report the presence of a
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SELEX-derived RNA aptamer in living organisms. RNA is
much easier to manipulate than proteins. Inclusion of RNA
as essential components makes the phi29 motor a fascinating
potential part for nanodevices.

5.3.2. Helicase
Helicases are motors that move along nucleic acid poly-
mers by using energy derived from nucleoside triphosphate
hydrolysis to facilitate both translocation and double–strand
nucleic acid polymer unwinding [240–243]. Many cellular
processes, such as nucleotide excision repair, homologous
recombination, transcription, conjugation, and replication,
require helicases [240, 244–246].
Because helicases are involved in important bimolecu-

lar processes such as recombination, replication, and DNA
repair, helicase dysfunction can lead to a number of human
pathologies, including cancer, premature aging, and immun-
odeficiency [247–253].
Helicases can be classified according to any of several

characteristics: direction of movement (5′ → 3′ or 3′ → 5′
polarity) [242], nucleic acid substrate type (DNA or RNA
helicases) [240, 241], their primary sequences, and by their
quaternary or oligomeric structures. For instance, helicases
can be separated by structure into two different structural
classes: hexameric helicases (assembled into ring-shaped
hexamers) and nonhexameric helicases.
The presence of Mg2+ ions and binding with nucleotides

are necessary for the formation of a hexameric structure.
Also binding with NTP and the formation of hexameric
structures are necessary for binding with DNA or RNA.
Binding with DNA or RNA stabilizes hexamer structure and
stimulates NTPase activity [254–257].
Helicase movement and DNA unwinding activity require

energy derived from the hydrolysis of NTP. The NTP hydrol-
ysis activity of helicases is from 10 to 100 times lower in
the absence of DNA when compared with the presence
of DNA [254, 258–260]. Though hexamer helicases can
hydrolyze different ribonucleoside and deoxyribonucleoside
triphosphates, not all nucleotides support DNA unwinding,
and ATP is the preferred nucleotide for most hexameric
helicases.
As has been shown, one strand of duplex DNA is bound

in the central channel of the hexameric ring [69, 254, 261–
264]. This binding is sequence-independent, and not all of
the six DNA binding sites are involved in interaction simul-
taneously [257, 265–267]. Because helicases must not only
bind DNA but also need to translocate along it, they may
change between several DNA binding states (tight, weak,
and no affinity) during translocation.
Several translocation models have been proposed [263,

266, 268, 269]. According to the three-site sequential translo-
cation model, the three catalytic sites all participate in the
NTPase reaction. They can adopt different conformational
states such as: tight interaction with DNA, bound to NTP;
weak interaction with DNA, bound to NDP; and empty
state, not bound to DNA. These states undergo simultane-
ous change for each site in the order NTP-bound, NDP-
bound, empty. Binding with NTP leads to conformational
change and results in movement; the NDP-bound site loses
its DNA connection and the empty site binds DNA in a dif-
ferent location. The cycle then repeats. Such a repetition

of cycles allows helicase to achieve processive and unidirec-
tional movement. In the two-site model, the catalytic sites
can adopt only two states: NTP-bound and NDP-bound. The
NDP-bound subunit does not change to the empty state but
starts to rebind DNA at a different location after release.
The translocation model is based upon the notion of a fluc-
tuating electrostatic field [67]. According to this model, the
binding of NTP to a hydrolysis site induces conformational
change that exposes one pair of negatively and positively
charged regions per nucleotide hydrolysis site near the inner
surface of the channel. These charged regions are not of
equal size, are oriented at an angle to the circumferential
meridian, and are not constant, appearing and disappearing
with the binding and hydrolysis of NTP respectively. The
field of these charged regions can sequentially interact with
the closest negatively charged DNA phosphate that gives an
“electrostatic push” in the direction of the charge pair axis.
The combined effect of the charged pairs produces a sus-
tained torsional and axial thrust.
The action of helicases includes not only unidirectional

translocation along DNA but also base pair separation, and
this process requires the disruption of the intermolecular
forces that stabilize the duplex DNA. Several models have
been proposed to help describe this unwinding mechanism.
In the “wedge” model, only one of the separated DNA
strands is tightly bound in the central channel; the other
strand does not have tight interactions with the helicase.
NTPase activity supports unidirectional movement of the
helicases along the strand bound in the central channel and
provides enough force for the destabilization of DNA base
pairs by helicases through functioning like a wedge. Unlike
in the “wedge” model, in the torsional model both separated
DNA strands interact with helicase—the one bound in the
central channel and the other with outside parts. Such inter-
action allows helicase to generate torque and rotate strands,
leading to unwinding of the dsDNA. According to the helix-
destabilization model, helicase interacts with both strands
of DNA. But unlike the torsional model, in this model the
outer part interacts with dsDNA. Such interactions and con-
formational changes caused by NTPase activity allow heli-
case to separate DNA and translocate along the separated
strand [269, 270].
Not all helicases adopt a hexameric configuration; some of

them can act as dimers or monomers [271–280]. Well-known
representatives of such helicases include PcrA helicase [274,
275], RecBC helicase [242], E. coli DNA helicase II (UvrD)
[271], and Rep helicase [277].
For describing translocation and the unwinding mecha-

nism of RecBC helicase, the “inchworm” model has been
proposed [242]. According to this model, the transloca-
tion and unwinding of DNA are two separate, consecu-
tive events. First, translocation occurs in a 23-bp “step”
and, second, unwinding occurs in several smaller events
of 2–5 bp for each ATP molecule hydrolyzed. It was pro-
posed that the RecBC enzyme possesses two nonequiva-
lent DNA-binding sites: the first DNA-binding site is the
leading domain of the enzyme that binds to one strand of
double-stranded DNA and functions to anchor the enzyme
during DNA unwinding. The second DNA-binding site is
the trailing domain that functions as the helicase domain
of the enzyme and is responsible for separating the strands
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of DNA. One complete cycle of translocation and DNA
unwinding is achieved by the expansion and contraction of
the enzyme that includes the hydrolysis of at least 5 to 12
ATP molecules [242]. It has been shown that helicases such
as PcrA DNA helicase [274, 275], E. coli DNA helicase II
[271], E. coli RecG helicase [273], and P143 DNA helicase
[281] also most likely utilize an “inchworm” mechanism.
A different, “rolling” model for DNA unwinding has also

been proposed for Rep helicase. In this model, ATP bind-
ing, hydrolysis, and release cause a series of conformational
changes of the Rep dimer. Each conformational state differs
from the others with regard to the relative affinity of the sec-
ond subunit of the Rep dimer for single stranded (ss) versus
double stranded (ds) DNA. The Rep dimer is moved along
the DNA and is driven by a subunit switching mechanism,
and duplex DNA is actively unwound when one subunit of
the Rep dimer is bound to the duplex region ahead of the
ss/ds DNA junction [282].

5.3.3. RNA Polymerase
RNA polymerase is a molecular motor that processes along
a DNA strand and transcribes the information coded in the
DNA’s base pair sequence into RNA [43, 66–69, 283–287].
Like the other biological nanomotors, RNA polymerase

converts chemical energy to mechanical movement. In the
case of polymerase, such chemical energy takes the form of
free energy supplied by nucleotide polymerization and RNA
folding. In order for the polymerization process to be ini-
tiated, RNA polymerase must bind to a promoter. During
this first step, RNA polymerase binds to DNA and then ran-
domly slides along the duplex until it meets a promoter. Pro-
tein initiation factors are necessary elements for establishing
sequence-specific binding with promoter. After initiation of
the RNA chain, this binding with the promoter is termi-
nated and initiation factors are released. The chain elon-
gation process will take place until polymerase reaches the
termination DNA sequence. During transcription, ∼35 bp
fit into the major DNA groove and the DNA is separated
into a template strand and a nontemplate strand, forming
a “transcription bubble” that is ∼17 bp long (Fig. 9). This
domain contains the catalytic (active) site. The catalytic site
normally consists of two binding sites—a substrate binding
site and a product site. In the substrate binding site, NTP
can weakly bind to a template base, and if they are com-
plementary, they form a hydrogen bond. This can lead to

RNAP footprint
Transcription bubble

RNA:DNA hybrid

RNA POLYMERASE

DNA
Upstream

RNA exit
channel

RNA
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8 bp
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Downstream
DNA Clamp

Downstream

Active
Site

Figure 9. Schematic diagram of RNA polymerase (RNAP). Reprinted
with permission from [66], J. Gelles and R. Landick, Cell 93, 13 (1998).
© 1998, Cell Press.

hydrolysis of the pyrophosphate group and the formation of
a phosphodiester link with the previous base [66].
To explain how RNA polymerase utilizes chemical energy

for translocation, two main models, the “Brownian ratchet”
model and the “power-stroke” model, were proposed [288,
66]. According to the “Brownian ratchet” model [288], the
enzyme fluctuates between the two closest template posi-
tions under the influence of Brownian motion. When bind-
ing occurs, the polymerase in the next position undergoes
a conformational change which prevents movement back to
the previous position. The process then repeats [288, 289].
In the “power-stroke” model, movement of polymerase on
1 bp along DNA is powered by conformational change pro-
duced by the strong binding of an enzyme domain with the
DNA template [66].
For obtaining information about the movement of RNA

polymerase and for the determination of what mechanism
is responsible for this process, single-molecule experimental
techniques have been employed (Fig. 10). These tech-
niques are all based upon isolating a single RNA poly-
merase molecule and immobilizing it on a surface. Such an
approach allows for the observation of single DNA translo-
cation by microscopy. Several different single-molecule
methods, such as the tethered particle motion method, the
laser tweezers method, and the surface force microscopy,
method have been utilized in the study of RNA polymerase
[287, 290–292]. These studies demonstrate both the high
efficiency of chemical-to-mechanical energy conversion and
the ability of RNA polymerase to translocate DNA against
large opposing loads. It was also found that RNA poly-
merase rotates DNA by tracking its right-handed helix and
that the polymerase does so over thousands of base pairs,
thereby producing >5 pNnm of torque [293].

(a) (b)
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Figure 10. Schematic illustration of single-molecule experiments which
were used for obtaining information about the movement of RNA
polymerase. (a) Monitoring of a single RNA polymerase movement
along DNA during promoter searching by fluorescence imaging [287].
(b) Transcription process is monitored by laser trap nanometry.
(c) Illustration of the transcription process which can be completely
visualized at the molecular level. Reprinted with permission from [307],
Y. Ishii and T. Yanagida, Trends Biotechnol. 19, 6 (2001). © 2001,
Elsevier.
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6. CONCLUSIONS
Nanobiomotors are tiny machines that help convert a pri-
mary energy source into mechanical motion. They are cru-
cial to the sustenance of living systems, since they allow
for most forms of biological motion, helping to direct cellu-
lar components to their proper destinations, package DNA,
contract muscles, and perform a variety of other functions.
Biomotors exhibit a diversity of complex structures. Most
have the same basic components, including a mechanical
frame (usually composed of proteins) with both moving and
static parts that is powered by an energy supply. This energy
is typically derived from the hydrolysis of ATP, which leads
to conformational change in the motor protein and results
in movement; some motors use energy produced from ion
gradients. These motors are typically divided into categories
based on the type of motion displayed: the most well-studied
motors are categorized tentatively into linear motors, rotary
motors, and nucleic acid translocating/sliding motors.

GLOSSARY
Nanobiomotors Nanoscale machines formed by macro-
molecular complexes that convert a primary energy source
to mechanical motion between active and framework
components.
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1. INTRODUCTION AND SCOPE
For many years, bismuth (Bi) has found applications in var-
ious materials ranging from pigments, pharmaceuticals, and
cosmetics to alloys, catalysts, and electronics. Most recently,
there has been increased interest in the preparation of
nanostructured bismuth, bismuth alloys, and bismuth inter-
metallic substances because of useful properties exhibited
by these materials. The unique electronic structure of bis-
muth, specifically a small electron effective mass and a long
electron mean-free path, make quantum confinement effects
much more pronounced in nanoscale bismuth materials. Of
particular interest is the application of nanoscale bismuth
structures as thermoelectric materials.
The efficiencies of thermoelectric materials are deter-

mined through measurement of the dimensionless thermo-
electric figure of merit, denoted ZT. The equation for this
figure of merit is given as

ZT = S2�T/�

where S represents the Seebeck coefficient, � represents
the electrical conductivity of the material, � represents the
thermal conductivity of the material, and T is the abso-
lute temperature of the measurement. Most state-of-the-art
thermoelectric materials used for solid-state refrigeration
have a value of ZT ≤ 1. Bismuth and bismuth alloys exhibit
favorable thermoelectric properties, and, as a result, many

state-of-the-art commercial thermoelectric devices contain
elemental Bi, Bi2Te3, or other Bi alloys as the thermoelec-
trically active components. Theoretical calculations indicate
that nanostructured Bi or Bi alloy materials might exhibit
greatly enhanced ZT values due to quantum effects. There
is much current interest research in the preparation of nano-
structured Bi materials to investigate how such quantum
confinement effects could enhance desired thermoelectric
properties.
A comprehensive review of the preparation of zero-, one-,

and two-dimensional nanostructures of elemental bismuth
and bismuth intermetallic substances or alloys is provided.
Nanostructured materials described in this review have at
least one dimension in the range of 1–100 nm, where
the dimensionality of a nanostructure denotes the num-
ber of dimensions in which electron motion is not confined
to the nanoscale. Two-dimensional nanostructures exhibit
quantum confinement in one dimension as represented by
very thin films, quantum wells, or superlattice structures.
One-dimensional nanostructures, such as quantum wires,
nano-rods, or nanofibers, are spatially confined in two dimen-
sions, and zero-dimensional nanostructures have shapes con-
fined in all three dimensions, as found with nanoparticles,
nanocrystals, or quantum dots.
Bi nanostructures (n-Bi) have been prepared using a vari-

ety of physical, chemical, or electrochemical synthesis strate-
gies, as summarized in Table 1. More detailed discussion of
these various preparation methods and the types of nano-
structured materials formed is presented below.

2. ZERO-DIMENSIONAL BISMUTH
NANOSTRUCTURED MATERIALS

2.1. Elemental Bismuth Nanoparticles

Bismuth nanoparticles have been prepared as nanocompos-
ite materials in metal, ceramic, or organic polymer matrices,
and as nascent particles having various degrees of surface
passivation. In general, chemical synthesis strategies give
better control of average particle size.
Bi/metal nanocomposites are known for aluminum or

Al-Cu-Fe matrices. Goswami and Chattopadhyay [1] have
reported the formation of a 10 wt% Bi material in an
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Table 1. Listing of bismuth nanostructured materials, including method of preparation and particulate size range classified according to order of
dimension (D).

Nanomaterial Method Size (nm) Ref.

0D Bi/Al matrix Induction melting 20–100 [1]
Bi/Al-Cu-Fe matrix Melt spinning 50 [2]
Bi/SiO2 matrix H2 reduction of Bi3+ dopants 100–250 [3]
Bi/Mo-Ti oxide matrix H2 reduction of Bi3+ dopants 10 [4]
Bi/SiO2 (or TiO2) matrix Sol-gel/H2 reduction of Bi3+ dopants 5.3–10 [5]

Bi Evaporation of Bi metal 4.5–9.5 [6]
Chemical reduction of Bi3+ compounds 15 [7]
Inverse micelles/chemical reduction 3.2–8.0 [9]

20 [10]

Bi/polymer matrix Microemulsion/polymerization 13.2 [11]
Bi2S3 Metathesis between Bi3+ and S2− 5 [12]
Bi2Se3 Dissolution in acetonitrile N/A [13]
Bi2Te3 Inverse micelles 10 [14]
Bi-E/SiO2 matrix Sol-gel/H2 reduction of Bi3+ dopants 11–15 [15]
(E = Te, Sb, Sn, Sb/Sn)

1D Bi Vacuum melting/pressure injection 4.3–56 [28, 29]
Vacuum deposition 7–200 [19, 30]
Electrodeposition 20–70 [31, 32]

50 [33]
3–100 [34]
95–400 [35]

Capillary filling of C nanotubes Approx. 1 [36, 37]
Electrolysis of Bi powder in molten LiCl N/A [38]
Electron beam lithography 50 [39]

Bi2S3 Solvothermal decomposition 130–200 [41]
Bi2E3 (E=S, Se) Solvothermal reaction 20 [42]

Bi2Te3 Electrodeposition 40 [43]
280 [44]

2D Bi MBE 5–80 [45]
40–80 [46]

Bi/Sb MBE N/A [47]
1–10 [48]

Bi0�88Sb0�12 MBE 75 [49]
Bi/Bi0�89Sb0�11 7.5/6.5 [50]
Nanoporous Bi film Spin coating/H2 reduction 5–10 [51]

(channel width)
Bi2Te3/Sb2Te3 CVD 1–10 [52, 53]

Note: MBE = molecular beam epitaxy, CVD = chemical vapor deposition.

aluminum matrix. The nanocomposite is prepared by induc-
tion melting of ultra high purity elemental Al (99.999%)
and Bi in an Ar atmosphere. The as-cast alloy is rapidly
cooled producing a large number of Bi nanoparticles in an
Al matrix. Transmission electron microscopy (TEM) micro-
graphs reveal Bi particles ranging in size from 20–100 nm.
Similarly, Singh and Tsai [2] have reported the preparation
and melting behavior of Bi nanoparticles embedded in an
Al-Cu-Fe matrix. This nanocomposite is prepared by melt-
ing a mixture of highly pure metals under an Ar atmosphere
in an electric arc furnace. Bi particles are embedded into
the melt-by-melt spinning at a loading of 10 wt%. The Bi
nanoparticles formed have an average size of 50 nm and dis-
play spheroidal morphology with little or no faceting of the
particles.
Several n-Bi/ceramic nanocomposites are known. Czajka

et al. [3] prepared n-Bi/silica composites by doping SiO2
melts with Bi2O3. Reduction of Bi-doped silica glass by

hydrogen at temperatures ranging from 160–500 �C gives
a uniform distribution of solid particles having diameters
ranging from 100–250 nm within the glass matrix. The obser-
vation of a strong X-ray diffraction peak centered at 27.1�2�
is consistent with diffraction from the (012) lattice planes of
Bi metal.
While investigating the redox chemistry of bismuth

molybdate (Bi2O3 · 2MoO3) catalysts embedded in TiO2,
Grunwaldt et al. [4] found that Bi3+ ions are easily reduced
to Bi0 at room temperature under a reducing atmosphere.
Bi-Mo-Ti mixed-metal oxides are prepared using sol-gel
processing by adding a Bi precursor, such as BiCl3 or
Bi(NO3)3, along with a Mo precursor compound to a solu-
tion of Ti[OCH(CH3)2]4 in isopropanol. Aqueous HNO3
is used to initiate Ti-alkoxide hydrolysis and condensa-
tion. Reduction of the obtained mixed-metal oxide gel
intermediate gives a Bi/Mo-Ti oxide composite containing Bi
nanoparticles of ca. 10 nm average diameter.
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Using a similar strategy, Moore and Lukehart [5]
prepared n-Bi/SiO2 or TiO2 xerogel nanocomposites by
the sol-gel processing of solely metal alkoxide reagents.
Co-hydrolysis and heterocondensation of the Bi alkox-
ide, Bi(OCH2CH2OCH3)3, with either Si(OCH3)4 or
Ti[OCH(CH3)2]4 results in formation of mixed-metal oxide
gels. Calcination of the gel intermediates to remove excess
organic functionalities followed by reduction in flowing
hydrogen at 250 �C affords n-Bi/SiO2 or n-Bi/TiO2 xero-
gel composites containing Bi nanoparticles of 10 nm or
5.3 nm average diameter, respectively. Powder X-ray diffrac-
tion (XRD) scans typical of n-Bi/SiO2 and n-Bi/TiO2 xerogel
nanocomposites are shown in Figure 1. The principal peaks
expected of crystalline Bi are observed. Peak broadening is
an independent measure of nanoparticle size. Energy dis-
persive spectra (EDS) of these two nanocomposite materi-
als are shown in Figure 2. X-ray emission from Bi and the
matrix metals, Ti or Si, are observed. The relative intensi-
ties of these emission peaks can be correlated to the relative
atomic fraction of each metal present within the sample.
Nascent Bi nanoparticles have been formed and stabi-

lized with various degrees of intentional surface passivation.
Wurl et al. [6] prepared unsupported Bi nanoparticles by
high-temperature evaporation of Bi metal. Aggregation of
Bi atoms within a flow of inert gas leads to the growth of Bi
nanoparticles. Depending on evaporation temperature and
the rate of gaseous flow, Bi particles are formed having par-
ticle diameters in the range of 4.5–9.5 nm.
Fang et al. [7] prepared self-assembled Bi nanoparti-

cles using a high-temperature decomposition process simi-
lar to arrested precipitation methods known to form CdSe
nanoparticles. Reduction of bismuth(III) 2-ethylhexanoate
in dioctyl ether by Li[B(CH2CH3)3H] precipitates nanocrys-
talline Bi. The Bi nanoparticles have near spherical mor-
phology with an average diameter of 15 nm. These
nanoparticles self-assemble into a two-dimensional mono-
layer exhibiting local hexagonal ordering.
Yu et al. [8] produced nearly monodisperse nanopar-

ticles of Bi, as well as Sn and In, using a heteroge-
neous seeded-growth process. Bi nanoparticles form when
Bi([N(Si(CH3)3)]2)3 is thermally decomposed in a solu-
tion containing 1.5 nm Au seed crystals. The polymer,
poly(styrene0�86-co-vinyl-pyrrolidinone0�14), is present to sta-
bilize the Bi nanoparticles during particle formation. The
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Figure 1. XRD scans (Cu K� radiation) of a typical Bi/silica xerogel
nanocomposite (top) and Bi/titania xerogel nanocomposite (bottom)
along with the standard line pattern for Bi metal. The top scan shows
a diffraction peak near 29� in 2� corresponding to a small amount of
unreduced Bi2O3 impurity.
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Figure 2. Energy dispersive/(EDS) spectra of a typical Bi/titania xerogel
nanocomposite (top) and Bi/silica xerogel nanocomposite (bottom); Cu
emission from the sample holder is also evident.

resulting Bi nanoparticles are then precipitated from solu-
tion as a black powder. Bi average particle sizes ranges from
8.6–12.4 nm depending on reaction conditions.
Nearly monodisperse Bi nanoparticles are obtained using

inverse micelle, or microemulsion, synthesis methods. Foos
et al. [9] prepared Bi nanoparticles having average diameters
of 3.2–8.0 nm by adding an inverse-micelle solution con-
taining aqueous BiOClO4 to a second inverse-micelle solu-
tion containing aqueous NaBH4 as a reducing agent. The
as-prepared, surfactant-capped Bi nanoparticles are precip-
itated from solution and washed with methanol to remove
excess surfactant molecules leaving an insoluble black pow-
der of Bi nanoparticles. Similarly, Fang et al. [10] found
that reaction of inverse micelles containing bismuth(III) cit-
rate with inverse micelles containing NaBH4 also affords
Bi nanoparticles. When mixed surfactant systems are used,
Bi particles having an average particle diameter of approxi-
mately 20 nm are formed.
Using a variation of the inverse micelle method, Fang

et al. [7] obtain polymer-encapsulated Bi nanoparticles using
an in-situ polymerization-microemulsion process. Addition
of a microemulsion solution containing slightly acidic aque-
ous Bi(NO3)3 to a second microemulsion containing aque-
ous NaBH4 results in the formation of surfactant-capped
Bi nanoparticles. Dissolution of methyl methacrylate and
hydroxyethyl methacrylate as comonomers in the oil phase
along with ethylene glycol dimethacrylate as a cross-linking
agent and 2,2-dimethixyl-2-phenylacetophenone as a (UV)
polymerization initiator results in the formation of a poly-
meric network surrounding the nano-sized water pockets
present in the microemulsions. Bi nanoparticles of average
diameter 13.2 nm are formed in the initial emulsion. Anneal-
ing the polymer-stabilized nanocomposite in Ar at 160 �C,
200 �C, and 240 �C gives n-Bi/polymer composites containing
Bi particles having average diameters of 15.3 nm, 22.6 nm,
and 23.9 nm, respectively.

2.2. Bismuth Alloy and
Intermetallic Nanoparticles

Bismuth alloy and intermetallic nanoparticles have been
obtained as either unsupported or matrix-stabilized nano-
clusters. Chalcogenide elements serve as the most common
intermetallic component.
Suarez et al. [12] prepared nanocrystalline Bi2S3 colloids

using two different methods. In the first method, acetoni-
trile solutions of BiI3 are reacted with H2S gas to precipitate
colloidal Bi2S3. In the second method, addition of a solution
of Na2S to a solution of Bi2I3 in acetonitrile solvent initiates
formation of a Bi2S3 colloid. A light brown solution quickly
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forms during both procedures, thus indicating the formation
of Bi2S3 colloidal material. Upon standing for approximately
15 min and then degassing the respective reaction suspen-
sions, a brown colloidal suspension of Bi2S3 is obtained. In
both cases, Bi2S3 is formed with an average particle size of
≤5 nm.
Comor et al. [13] have obtained Bi2Se3 quantum dots by

slow precipitation of Bi2Se3 from acetonitrile solvent. A col-
loidal dispersion 6× 10−6 M in Bi2Se3 is formed while heat-
ing a solution of high purity Bi2Se3 in acetonitrile at 60 �C
over a period of four days. Although the Bi2Se3 particle
size was not determined, analysis of absorption spectral data
is consistent with the formation of particles containing 150
Bi2Se3 formula units.
Foos et al. [14] formed nanoparticulate Bi2Te3 using an

inverse micelle strategy. Reaction of an aqueous solution of
BiOClO4 as an inverse micelle dissolved in hexane with a
hexane solution of [(CH3)3Si]2Te yields a black suspension
of Bi2Te3. Removal of surfactant molecules present in the
inverse micelle formulation by successive washing followed
by drying in vacuo affords a dry black powder identified as
Bi2Te3 by both elemental microanalysis and powder X-ray
diffraction. The product contains Bi2Te3 nanoparticles hav-
ing an average diameter below 10 nm.
Moore and Lukehart [15] prepared nanocrystals of

Bi-Te, Bi-Sb, Bi-Sn, or Bi-Sb/Sn alloys widely dispersed
throughout a SiO2 xerogel matrix using elemental alkox-
ide reagents and a sol-gel processing synthesis strat-
egy. Co-hydrolysis and heterocondensation of solutions
of Bi(OCH2CH2OCH3)3 containing various amounts of
Te(OCH2CH3)4, Sb(OCH2CH3)3, or (C4H9)2Sn(OCH3)2 as
a dopant reagent with Si(OCH3)4 results in the formation
of mixed-metal oxide gels. Calcination of the mixed-metal
gel to remove excess organic functionalities followed by
reduction in hydrogen at 250 �C affords Bi alloy nanopar-
ticles having average diameters of 11 nm, 15 nm, 12 nm,
and 14.5 nm for the Bi-Te, Bi-Sb, Bi-Sn, and Bi-Sb-Sn
alloys, respectively. TEM micrographs reveal predominantly
spheroidal particles for the Bi-Sb, Bi-Sn, and Bi-Sb-Sn alloy
particles, while the Bi-Te particles exhibit nearly regular
hexagonal particle morphology (see Fig. 3). Powder XRD

Figure 3. Transmission electron micrograph of a Bi-Te/silica xerogel
nanocomposite showing Bi-Te alloy nanoparticles having nearly hexag-
onal shape (bar = 30 nm).
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Figure 4. XRD scans (Cu K� radiation) of typical Bi-E/silica xerogel
nanocomposites for alloying elements, E = Te, Sb, Sn, Sb/Sn (top to
bottom) along with the standard line pattern for Bi metal.

scans typical of these n-Bi-E alloy/SiO2 xerogel nanocom-
posites are shown in Figure 4. The principal peaks of crys-
talline Bi are observed with only slight displacement in the
expected two-theta values due to the presence of the alloying
metal, E. Peak broadening provides an independent mea-
sure of nanoparticle size. Energy dispersive spectra of these
same four nanocomposite materials are shown in Figure 5.
X-ray emission from Bi, the alloying element E, and the
matrix metal, Si, are all observed. The relative intensities of
these emission peaks can be correlated to the relative atomic
fraction of each metal present within the sample.

3. ONE-DIMENSIONAL BISMUTH
NANOSTRUCTURED MATERIALS

One-dimensional Bi nanostructured materials have been an
area of intense research interest during the past 5 years due
to the enhanced thermoelectric figure of merit expected of
elemental Bi or its alloys as nanowire structures. As noted by
several researchers, the very low electron effective mass and
the semimetallic nature of Bi make it an ideal candidate for
the study of quantum confinement effects in nanostructured
“1D” structures. Although the physics and theory leading
to these predictions is beyond the scope of this review, the
findings relevant to the synthesis of 1D Bi materials will be
summarized here.
Sun et al. [16] developed a theoretical model of the elec-

tronic band structure of Bi showing relationships between the
band structure and the thermoelectric properties expected
of Bi nanowires. Calculations reveal that Bi quantum wires
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Figure 5. Energy dispersive/(EDS) spectra of typical Bi-E/silica xerogel
nanocomposites for alloying elements, E = Te, Sb, Sn, Sb/Sn (top to
bottom); Cu emission from the sample holder is also evident.
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grown along the trigonal axis of the rhombohedral unit cell
of Bi would have a greatly enhanced thermoelectric figure
of merit. Since that time, a significant amount of theoretical
work has led to better predictions of the optimum nanowire
diameter and appropriate doping conditions necessary to
achieve enhancement of the thermoelectric figure of merit of
1D Bi structures.
Semimetallic Bi possesses an equal number of electrons

and holes with electrons localized at the L points of the
Brillouin zone and holes localized at a T point. Lin et al. [17]
report that a semimetal to semiconductor transition should
occur at a critical nanowire diameter between 39–55 nm.
The one-dimensional thermoelectric figure of merit (Z1DT)
is predicted to be substantially increased for nanowires hav-
ing diameters less that 10 nm when the Bi is properly doped.
Suppression or removal of T points in Bi nanowires, such
as by doping with antimony, can further enhance Z1DT.
Discussions of the thermoelectric figure of merit [18, 19],
thermoelectric and electronic transport properties [20–24],
conductance [25], and magnetoresistance [26, 27] of Bi or
Bi alloy nanowire arrays are available.

3.1. Elemental Bismuth Nanowires

The most prevalent method for the production of Bi
nanowires and arrays of nanowires is based on template-
assisted or template-directed nanowire growth processes.
Anodized alumina discs have been used extensively for this
purpose. Alumina anodiscs contain a hexagonal array of
open, parallel nanochannels with pore diameters ranging
from 9–30 nm. Zhang et al. [28, 29] prepared Bi quantum-
wire arrays using a vacuum-melting and pressure-injection
process. Molten Bi is injected at high pressures (40 GPa of
Ar gas) into evacuated porous alumina anodiscs forming an
array of Bi nanowires of diameters ranging from 4.3–56 nm.
Control of the Bi nanowire diameter is achieved by varia-
tion of the pore size of the open channels present within
the alumina anodisc. Using the same template, Heremans
and Thrush [19] prepared Bi nanowire arrays by vacuum
deposition of Bi vapor into the pores of alumina anodiscs.
Bi nanowire arrays having wire diameters ranging from
7–200 nm can be prepared using this technique. This method
has also been extended to the preparation of Sb nanowire
arrays [30].
Electrodeposition of Bi in the channels of either anodized

alumina discs or polycarbonate membrane templates can
produce Bi nanowire arrays. Using alumina anodiscs hav-
ing highly ordered open channels as a template matrix,
Wang et al. [31, 32] electrodeposited Bi in these open
channels as single-crystalline nanowires having diameters of
20 nm, 50 nm, or 70 nm and high aspect ratios when using
Bi�NO3	3 ·7H2O as the source of Bi. Similarly, Yin et al. [33]
prepared highly oriented hexagonal arrays of Bi nanowires
of 50 nm diameter with lengths of up to 50 
m by elec-
trodeposition of Bi in the open channels of alumina anodiscs
using BiCl3 dissolved in DMSO as an electrolyte solution.
Peng et al. [34] isolated unsupported Bi nanowires by

first electrodepositing Bi in the pores of anodized alu-
mina discs using an electrolyte solution containing BiCl3.
Subsequent dissolution of the alumina matrix using 0.1 M
NaOH�aq	 gives matrix-free Bi nanowires having diameters

ranging from 3–100 nm. Using a similar strategy, Piraux
et al. [35] prepared arrays of Bi nanowires by electrodeposi-
tion of Bi from a Bi3+ electrolyte solution in the pores of a
polycarbonate membrane containing parallel open channels
formed by nuclear-track etching. Dissolution of the polycar-
bonate membrane by an organic solvent yields matrix-free
Bi nanowires having diameters ranging from 95–400 nm.
Bi nanowires have also been obtained by capillary fill-

ing of single-walled carbon nanotubes in a template-directed
synthesis. Kiang et al. [36, 37] first reported the prepara-
tion of single-walled carbon nanotubes synthesized from a
graphite rod containing 2% cobalt catalyst and 5% bismuth
as a cocatalyst. Approximately 1% of the large-diameter car-
bon nanotubes produced are filled with Bi metal. Heating
a mixture of large-diameter single-walled carbon nanotubes
with Bi nanoparticles to 400 �C for 30 min leads to capillary
filling of the carbon nanotubes and increases the fraction
of Bi-filled carbon nanotubes to approximately 10%. The
Bi nanowires produced by this procedure have diameters
of approximately 1 nm with lengths on the order of tens
of nanometers. Demetallated single-walled carbon nanotube
soot absorbs acidified 1 M Bi(NO3)3 solution, and reduc-
tion of these solution-filled carbon nanotubes under H2 gas
at 350 �C for 3 h gives carbon nanotubes filled with Bi.
About 30% of the nanotubes contain Bi nanowires having
lengths ranging from a few nanometers to a few hundred
nanometers.
Hsu et al. [38] observed formation of Bi nanowires inside

carbon nanotubes during the electrolysis of molten LiCl
using graphite electrodes. Addition of small amounts (<1%
by mass) of Bi powder to the molten LiCl electrolyte results
in Bi incorporation inside the nanotubes.
Choi et al. [39] used low-energy electron beam lithography

with silver nanocrystal shadowmasks for the preparation of
Bi nanowires. A 40-nm thick Bi single-crystal film grown on
a CdTe (111) substrate is generated by molecular beam epi-
taxy. The Bi/CdTe composite is then coated with 1% PMMA
(polymethylmethacrylate). Silver nanowires of high aspect
ratio are transferred as a Langmuir–Schaeffer film onto the
Bi/CdTe substrate. This decorated substrate is exposed to a
50 
C/cm2 dose of electrons and is subsequently developed
with a 1:3 mixture of methyl isobutyl ketone and isopropanol.
Following development, reactive chlorine etching produces
Bi nanowire structures on the surface of the substrate that
are 50 nm wide and have a height of 40 nm.
Li et al. [40] prepared Bi nanotubes using a low-

temperature, controlled hydrothermal reduction method.
Bismuth(III) nitrate reacts with aqueous hydrazine solu-
tion in distilled water to give a black precipitate. Following
adjustment of the pH to ∼12 and heating the reaction mix-
ture to 120 �C for 12 h in an autoclave, Bi nanotubes are
isolated. The Bi nanotubes are composed of �-Bi sheets and
have uniform diameters of approximately 5 nm and lengths
of 0.5–5.0 
m.

3.2. Bismuth Alloy and
Intermetallic Nanowires

Yu et al. [41] obtained Bi2S3 nanowires using a solvother-
mal decomposition process. Ethanol solutions of BiCl3 and
thiourea (H2NCSNH2) react in an autoclave at 140 �C for
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12 h to precipitate dark brown Bi2S3 nanowires. These
nanowires have average diameters of 130–200 nm and
lengths of 3.5 
m. Using a similar method, Su et al. [42]
prepared Bi2E3 (E = Se, S) nanowires by solvothermal reac-
tion of BiCl3, Se powder, and triphenyl phosphine sulfide in
ethylenediamine. Heating this reaction solution at 120 �C for
20 h results in the formation of Bi intermetallic nanowires
having diameters of 20 nm and lengths of 1.5 
m.
Nanowires of Bi2Te3 have also been obtained by elec-

trodeposition within the pores of anodized alumina discs.
Prieto et al. [43] formed high-density nanowire arrays of
Bi2Te3 by electrodeposition of Bi2Te3 within the channels
of alumina anodiscs using an electrolyte solution prepared
by dissolving Bi0 and Te0 in 1 M HNO3. Etching away the
alumina matrix using a solution of H3PO4 and CrO3 affords
matrix-free Bi2Te3 nanowires having average diameters of
40 nm. Sapp et al. [44] electrodeposited Bi2Te3 nanowires in
the pores of anodized alumina from an electrolyte solution
prepared by dissolving Bi(NO3)3 · 5H2O and Te powder in
1 M HNO3. Bi2Te3 nanowires having an average diameter
of 280 nm are obtained.

4. TWO-DIMENSIONAL
BISMUTH NANOSTRUCTURES

4.1. Nanostructures Formed
by Molecular Beam Epitaxy

Epitaxial growth of Bi and Bi alloy or intermetallic films is
typically carried out using semi-insulating CdTe wafers as
the substrate material. DiVenere et al. [45] first reported
successful epitaxial growth of Bi layers on a CdTe substrate.
The Bi layer thickness could be varied from 5–80 nm. Sub-
sequent work demonstrated that epitaxial Bi films of 100 nm
thickness show thermoelectric properties in good agreement
with those of the bulk crystal [46]. However, when the thick-
ness of Bi films is reduced to 40–80 nm, the thermoelectric
properties are enhanced over those of bulk Bi.
Superlattice structures with alternating Bi and Sb lay-

ers grown by MBE have been reported by Takahashi and
Miyagawa [47]. Epitaxial growth of a Bi/Sb superlattice con-
taining a total of 60 layers has been achieved. Cho et al.
[48] produced epitaxial Bi/Sb superlattices having individual
layer thicknesses ranging from 1–10 nm with a periodicity
ranging from 30–300.
Solid-solution Bi alloy superlattice structures have also

been prepared by MBE. Takahashi et al. [49] produced a
Bi0�88Sb�012 thin film having a thickness of 75 nm. Yi et al.
[50] prepared a bilayer structure comprised of a 7.5 nm layer
of Bi0�89Sb0�11 and a 6.5 nm layer of Bi that was repeated 20
times to form a superlattice.

4.2. Nanostructures Formed
by Chemical Methods
and Chemical Vapor Deposition

Shen et al. [51] prepared nanoporous Bi thin films using a
wet chemical deposition method. Solutions of either bismuth
2-ethylhexanoate or bismuth acetate in 2-methylpropanol
containing 5% glycerol are spin-coated onto Si(100) wafers.

Subsequent reduction at 250–270 �C for 3–6 h under hydro-
gen gives a nanoporous Bi thin film containing porous chan-
nels 5–10 nm in width.
Chemical vapor deposition (CVD) and metal-organic

chemical vapor deposition (MOCVD) have been used to
prepare thin films containing Bi. Venkatasubramanian et al.
[52, 53] used MOCVD methods to obtain Bi2Te3 and
Sb2Te3 thin films and superlattice structures. Trimethyl bis-
muth, [(CH3)3Bi], diisopropyl telluride, [((CH3)2CH)2Te],
and tris dimethylamino antimony, [((CH3)2N)3Sb], are used
as metal-organic precursor molecules. Deposition of Bi2Te3
thin films of 1–10 nm thickness on basal plane sapphire or
GaAs (100) substrates occurs at 350 �C and 350 torr.

5. SUMMARY
A variety of chemical and physical synthesis methodolo-
gies have been used for the chemical preparation of Bi
nanostructures. Inverse micelles, sol-gel processing, and con-
trolled precipitation have been used to prepare Bi and
Bi alloy nanoparticles or nanowires with dimensions as
small as 1–2 nm or as large as 200 nm. Formation of the
nano-Bi phase is typically carried out by the reduction of a
Bi3+ source using solution or gas-phase chemical methods
or electrochemical reduction. CVD, MOCVD, MBE, and
high-pressure injection are useful techniques for preparing
Bi and Bi alloy or intermetallic nanowires, thin films, or
superlattices.

GLOSSARY
Energy dispersive spectroscopy (EDS) The spectrum of
x-radiation emitted by a sample under high-energy bombard-
ment by electrons.
Nanocomposite A solid mixture or two or more substances
in which at least one component exists in a morphology hav-
ing at least one dimension less than 100 nm in scale.
One-dimensional (1D) nanostructures Particle morpho-
logies in which two dimensions are less than 100 nm in
scale, such as rod-like nanoparticles.
Two-dimensional (2D) nanostructures Particle morpho-
logies in which only one dimension is less than 100 nm in
scale, such as nano-scale thin films.
Zero-dimensional (0D) nanostructures Particle morpho-
logies in which all three dimensions are less than 100 nm in
scale, such as nearly spherical nanoparticles.
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1. INTRODUCTION
Tremendous research interest on nanotubular structures was
stimulated after the evidence of carbon nanotubes (CNTs)
was found in 1991 [1–6]. Structural similarity between pure
carbon and boron nitride (BN) solids has motivated the
investigations on the boron nitride nanotubes (BNNTs)
[7–9], and the hybrid of CNTs and BNNTs: boron-carbon
nitride (BxCyNz) nanotubes [10–12]. CNTs are either semi-
conductor or metallic, while BNNTs are predicted to have
wide energy bandgap of 5.5 eV [8]. The BxCyNz nano-
tubes/nanohybrids are expected to have physical properties
between those of CNTs and BNNTs. Thus, BxCyNz nanohy-
brids are prospective semiconducting nanomaterials [10].

In fact, research interest on BxCyNz hybrids was initiated
more than three decades ago. The first claim of hybridized
BxCyNz compound was a solid solution of graphite and
hexagonal phase BN (h-BN) [13]. The possible atomic
arrangement for hexagonal phase hybrid (h-BC2N) was then
reported [14]. This hybrid is expected to be a new semi-
conductor. Another motivation on BxCyNz materials is to
combine properties of diamond and cubic phase BN (c-BN)
[15–20]. Such a cubic phase hybrid (c-BC2N) is expected to
be harder than c-BN and chemically more stable than dia-
mond. Many experiments have been conducted on preparing
these BxCyNz compounds. However, a common difficulty in
the synthesis of BCN hybrids is phase separation [21, 22].
Atoms inside the BxCyNz compounds have the tendency to
segregate as pure carbon and BN materials. That is, car-
bon atoms tend to bond among each other, while B and N
atoms prefer to form pure BN grains. Competition between
phases like pure carbon, BN, boron carbides, and carbon

nitrides is possible during the formation of BxCyNz hybrids
and nanotubes.

Recent results indicate that BxCyNz hybrids can be grown
as fibrous nanostructures [23, 24]. The increase of film thick-
ness or physical dimensions of these nanostructures leads
to phase separation. In fact, the first report on hybridized
BxCyNz compound had grain dimension below 20 nm [13].
These results suggest that h-BC2N and c-BC2N should
be considered as nanostructures or nanocrystals instead
of macroscopic single crystals. The research interest on
BCN hybrids appears to move towards BxCyNz nanohybrids
including the BxCyNz nanotubes/nanofibers, h-BxCyNz, and
cubic (c-BxCyNz) nanocrystals. All these aspects will be
reviewed in this chapter.

2. PRECURSORS OF BxCyNz HYBRIDS
The research on BxCyNz hybrids was initiated for combining
structural and physical properties of pure carbon and BN
materials. Thus the properties of BxCyNz hybrids are related
with the bonding configurations of their precursors. In order
to understand BxCyNz hybrids, it is important to review the
bonding configurations of phases in pure carbon and BN
materials. The bond lengths of various carbon and BN bonds
are summarized in Tables 1 and 2.

2.1. Phases of Pure Carbon Solids

Carbon is the sixth atom in the periodic table and has six
electrons, which occupy 1s2, 2s2, and 2p2 atomic orbitals.
The valence electrons in 2s, 2px, 2py , and 2pz orbitals are
involved in various bonding configurations in carbon solids.
Since the energy differences between these orbitals are small
compared to the binding energy, the electronic wave func-
tions for these four electrons can readily mix with each other
to maximize the binding energy of C atom with its neigh-
boring atoms. The mixing of a single 2s electron with one to
three 2p electrons is called spn hybridization (n = 1� 2� 3).
Thus carbon can be bonded in sp� sp2, and sp3 hybridiza-
tions. That is, each C can be bonded to one to four carbon
atoms in various carbon polymorphs [4� 5].

In diamond, each carbon is sp3-hybridized to form four
covalent sigma (�) bonds in a tetrahedral structure using all
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Table 1. Bond lengths for various carbon and BN bonds [4, 5, 27,
35–39].

Bond lengths/nm

Bonds sp3 sp2 	 bond between two hexagonal planes

C-to-C 0.142 0.154 0.355
B-to-N 0.145 0.157 0.334

the 2s, 2px, 2py , and 2pz orbitals. These sp3 bonds can be
arranged in either cubic or hexagonal (würtzite) polymorphs
[25, 26]. The cubic diamond is stable in ambient conditions
and will be referred hereafter. The bond length for sp3 C C
bonds in diamond is 0.154 nm [27]. Likewise, all carbon
atoms in graphite are sp2-hybridized for three covalent �
bonds (2s, 2px, and 2py
 in a planar trigonal structure and
thus form a hexagonal network with sp2 C C bond length
of 0.142 nm. The 2pz orbital of each of the carbon atoms
will form the 	–bonding between hexagonal networks/sheets
that are stacked in an ABAB � � � sequence, with a sepa-
ration of 0.355 nm between sheets. The sp-bonded carbon
was know as “carbyne” for many years and remained a sub-
ject of research [28–31]. Little is known about the proper-
ties of carbines [4]. Likewise, graphite is soft, semi-metallic,
and has a zero energy bandgap while diamond is superhard
with a bandgap of 5.4 eV. Beside these carbon materials,
fullerenes [32–34] and CNTs [1–6] are both sp2-hybridized
carbon solids realized in the past two decades. These two
materials have different bond angles and molecular packing
as compared to graphite and thus have very distinguishable
physical properties. Articles for further reading on diamond
[35, 36] and graphite [4, 37] are available.

2.2. Phases of Pure BN Solids

BN solids are structurally similar to those in the pure car-
bon system. We have h-BN, c-BN, and BNNTs polymorphs,
which are analogous to the graphite, diamond, and CNTs,
respectively. Despite the structural similarity, these carbon
and BN materials have very different physical properties.
For instance, h-BN has a layered structure that is similar to
graphite with the exception that hexagonal rings of the basal
planes in h-BN are positioned directly above each other
and rotated by 180� between alternative layers [38–40]. The
h-BN sheets are stacked in an eclipsed ABAB� � � sequence
with B eclipsed by N and vice versa. As a result, graphite is
a semimetal with a slight energy overlap (0.04 eV) [41, 42]
of the valence and conduction band, while h-BN is an insu-
lator with a bandgap >3�8 eV [43]. Experimental result indi-
cates that h-BN thin films and single crystals could have a
bandgap of 5.8 eV [44] and 5.6 eV [45], respectively. The

Table 2. Bond lengths of various types of bonds in h-BC2N hybrids
[10, 14, 57].a

Bonds Bond lengths/nm

C-to-C 0.142
B-to-C 0.155
B-to-N 0.145
C-to-N 0.132

aThese are also applicable for BC2N nanotubes.

sp2 B N bond length is 0.145 nm, while the distance
between hexagonal BN planes is 0.334 nm [40].

Like the sp3 bonded carbon solids, there are cubic and
würtzite BN phases that have tetrahedral bond configuration
[40, 46]. Again, the cubic phase (c-BN) is stable in ambi-
ent condition and will be considered hereafter. The sp3 B-N
bond length is 0.157 nm, slightly longer than that of dia-
mond [17], and the density of c-BN is thus 3.48 g/cm3, lower
than that of diamond (3.52 g/cm3). This cubic phase has a
Vickers hardness of about 4500 kg/mm2, second in hardness
only to diamond (9000 kg/mm2) [17, 47, 48]. The fact that
c-BN does not react with ferrous metals [47] (as does dia-
mond [49]) makes c-BN a better material for hard coatings.
Recent reviews on c-BN thin films are available in various
articles [46, 50–52].

The BNNTs are sp2-bonded like CNTs. BNNTs are
expected to have a bandgap of 5.5 eV, lower than that of
h-BN [8]. This bandgap is nearly independent of the tube
diameter, number of walls, and chirality (the way the h-BN
sheet rolls up as a seamless hollow cylinder). This means
the electronic properties of BNNTs are stable and uniform.
This is the advantage of BNNTs compared to CNTs. The
bandgap of CNTs could exist only for single-wall nanotubes,
which depend on the chirality and tube diameter. Further
reading on BNNTs are available elsewhere [5, 6].

3. BxCyNz HYBRIDS
The attempts to synthesize BxCyNz hybrids are motivated
by the possibility to merge the physical properties of their
pure carbon and BN precursors. To date, there are three
themes on preparing BCN hybrids: (1) hybrid of graphite
and h-BN; (2) hybrid of diamond and c-BN; and (3) hybrid
of CNTs and BNNTs. Hereafter, discussion will be separated
into these subsections on their bond configuration, proper-
ties, and synthesis approaches.

3.1. Hexagonal Phase Hybrid: h-BxCyNz

There seems to be little doubt that h-BxCyNz hybrid has
been made by chemical vapor deposition (CVD) processes
[13, 17, 53]. However, there is evidence that co-deposition
of carbon and BN materials leads to a two-phase compound
composed of pure BN and boron doped graphitic domains
[21]. Such a condition is usually called phase separation.
As quoted in [21], deposition of BCN compounds by CVD
using the mixtures of BCl3, NH3, and C2H2 at 1700 �C also
resulted in phase separation [54, 55].

Formation of crystalline h-BxCyNz hybrid seems to occur
at a very narrow experimental window [13]. Polycrystalline
h-BxCyNz films were deposited by CVD from mixtures of
BCl3, CCl4, nitrogen, and hydrogen at 1900 �C. Below this
temperature, crystalline B4C films were formed, and above
1900 �C, the h-BxCyNz films were contaminated by Si from
the quartz tube. The composition of the crystalline hybrid
was (BN)xC1−x, 0 < x < 1, and its lattice constant a changed
from 0.246 nm at x = 0 (graphite) to 0.250 nm at x = 1
(BN). It is noteworthy that the grain dimension along the
a-axis of the hybrid was 20 nm and that along the c-axis was
8 nm. This means that the crystalline h-BxCyNz hybrid was
nanostructure: BxCyNz nanohybrids.
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In fact, there is another evidence that crystalline
h-BxCyNz hybrid has the tendency to form nanostructures
[56]. In that report, BxCyNz compounds were prepared
from the interaction of BCl3, acetylene (carbon black), and
ammonia at 400–700 �C. The compositions of the prod-
ucts ranged from B0�485C0�03N0�485 to B0�35C0�3N0�35 when pre-
pared at 400 �C and 700 �C, respectively. The B0�35C0�3N0�35
compounds were crystallized in the hexagonal phase with
lattice constants a = 0�249 nm and c = 0�335 nm. Accord-
ing to high-resolution transmission electron micrographs,
these h-BxCyNz hybrids had grain diameter of 10 nm.
These hybrids had a room temperature conductivity =
6�1
 × 10−4 S cm−1 and showed a linear relation to the
inverse of the absolute temperature. These results implied
that h-BxCyNz hybrids are semiconducting with a thermal
bandgap of 0.2 eV [56].

Although many experimental results on the h-BxCyNz

hybrids have been reported, the actual atomic configura-
tion is not easy to determine. In general, a truly hybridized
BC2N compound must consist of all the C C, C N, B C,
and B N bonds. Theoretically, three types of atomic con-
figuration of h-BC2N hybrid were calculated [14]. Two of
these configurations were found to have the lowest total
energy and the highest chemical bond energy. These con-
figurations are shown in Figure 1a and b and are predicted
to be metallic and semiconducting, respectively [10]. In the
first configuration (type-I sheet), each C atom has a C, B,
and N nearest neighbor, while each B (N) has two C’s and
one N (B) as the nearest neighbors. This arrangement is
likely to have zero structural stress and a chemical bond
energy of 23.7 eV/molecule. In the second configuration
(type-II sheet), each C atom is bonded to two other C’s
and either one B or one N. Every B (N) atom has two N
(B) and one C nearest neighbors. This atomic arrangement
has some structural stress but has a higher chemical bond
energy (24.7 eV/molecule) than the type-I sheet. Thus the
type-II configuration is expected to have higher stability [10].
The local-density-approximation (LDA) gap of the type-II
configuration is approximately 1.6 eV, and was quoted as
an indirect bandgap [14]. However, the type-II sheet was
stated as a direct bandgap of 1.76 eV in a later literature
[10]. The bond lengths chosen for these calculations are:
dC−C = 0�142 nm, dB−C = 0�155 nm, dB−N = 0�145 nm, and
dC−N = 0�132 nm [10, 14, 57]. All bond angles are 120�, and
120� ± 2� for the arrangements in Figure 1a and b, respec-
tively. Several theoretical investigations of h-BC2N hybrid
were reported on the equivalent structure [58] and the vibra-
tional properties [59, 60].

Many experimental works have been devoted to preparing
BxCyNz thin films [21, 61–76]. There are uncertainties
regarding the homogeneity of some of these compounds
and the actual atomic configurations. Some of these works
claimed that BC2N films are semiconducting with an indirect
bandgap of ∼1.8 eV [77]. These BCN films were prepared
by CVD method using BCl3 and acetonitride (CH3CN)
at 850 �C [61, 74–76]. These BC2N films were previously
reported to emit photoluminescence (PL) with a peak at
2.1 eV (∼590 nm), and a bandgap of ∼1.4 eV as estimated
by scanning tunneling microscopy (STM) [78]. Previous
results indicate that these films were p-type semiconductor
[75, 76].

Figure 1. Atomic configuration of (a) type-I sheet and (b) type-II sheet
of h-BC2N hybrids. Reprinted with permission from [10], Y. Miyamoto
et al., Phys. Rev. B. 50, 4976 (1994). © 1994, American Physical Society.

3.2. Cubic Phase Hybrid: c-BxCyNz

One of the motivations for preparing a cubic phase BxCyNz

hybrid (c-BxCyN1−x−y) is to realize superhard materials that
are harder than c-BN. The hardness of c-BN is just half
of that of diamond. However, c-BN is chemically inert to
ferrous metals and more stable than diamond at high tem-
peratures in the presence of oxygen. It is believed that
c-BC2N hybrid could be harder than c-BN and chemi-
cally stable like c-BN. The possible atomic configuration
of c-BC2N is shown in Figure 2b, as compared to those
of diamond (Fig. 2a) and c-BN (Fig. 2c) [18]. The cubic
phase hybrid is also expected to be a new wide bandgap
semiconductor. Like c-BN and diamond, the c-BxCyNz

hybrids are expected to be a high-pressure phase. Thus,
experiments on preparing such a cubic phase hybrid were
concentrated at high-pressure, high-temperature (HPHT)
procedures [79–86]. Besides, reactive vapor phase deposi-
tion employed for preparing c-BN films [22], and ball milling
[87, 88], were also attempted to prepare the c-BxCyNz

hybrids. Unfortunately, results reported by different authors
differ considerably. Some reported on achieving solid solu-
tion of c-BxCyNz hybrids, but other reports describe phase
separation into other phases. A promising synthesis route
for preparing such a cubic phase has not been identified.

Badzian showed that c-BxCyNz hybrids can be obtained
by using HPHT technique at static pressure of 14 GPa and
temperature of 3000 �C [79]. Polycrystals of h-BxCyN1−x−y

produced by CVD were used as the starting materials [13],
without using any catalyst as required to form diamond
and c-BN. The composition of these starting materials was
(BN)0�26C0�74. The c-(BN)0�26C0�74 hybrids had lattice con-
stant of 0.3582 ± 0.0002 nm, in between that of diamond

Figure 2. Graphical representations of several cubic phase materials
including (a) diamond, (b) c-BC2N, and (c) c-BN structures with the
black, white, and gray spheres as C, B, and N atoms, respectively.
Reprinted with permission from [18], D. M. Teter, MRS Bull. 23, 22
(1998). © 1998, Materials Research Society.
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(0.3570± 0.0001 nm) and c-BN (0.3615 ± 0.0001 nm). Elec-
tron microscopes showed that these hybrids were polycrys-
tals, with a dimension of several micrometers. However,
according to the data of transmission electron microscopy
(TEM), the grain size of c-(BN)0�26C0�74 crystals is on the
order of nanometers. A similar experiment was also carried
out using a laser-heated diamond cell [86]. Again, c-BxCyNz

hybrids were obtained at static pressures >30 GPa and tem-
peratures >1500 K. Starting materials were polycrystals of
h-Bx0�35C0�3N0�35 and h-Bx0�2C0�6N0�2 [56]. The lattice con-
stants for the c-Bx0�35C0�3N0�35 and c-Bx0�2C0�6N0�2 obtained
were 0.3613 ± 0.0003 nm and 0.3596 ± 0.0003 nm, respec-
tively, as estimated using the lattice constants of diamond
(0.3567±0.0001 nm) and c-BN (0.3617±0.0001 nm). A rest-
strahlen band ranging from 1000 to 1120 cm−1 and a Raman
longitudinal optic mode at 1323 (±2) cm−1 were detected
from these samples. The bulk modulus of c-Bx0�33C0�33N0�33
was determined as 355 (±19) GPa, lower than those of dia-
mond (442 GPa) and c-BN (369 GPa). Theoretical effort was
attempted to simulate the bulk modulus of c-BxCyNz [89].
On the other hand, direct transformation of h-BxCyNz to
c-BxCyNz was also demonstrated using a shock-wave com-
pression technique at 30–40 GPa [80–82]. Possible physical
properties of c-BxCyNz are summarized in Table 3.

Direct transformation of h-BxCyNz to c-BxCyNz hybrids
at HPHT conditions appeared to be promising. However,
these crystals are generally poor in crystallinity and their
diffraction patterns are substantially difficult to identify a
genuine BCN hybrid [83]. A catalytic HPHT technique was
attempted at a pressure of 5.5 GPa and temperatures of
1400–1600 �C using Co metals as the catalyst [83]. Such an
attempt failed to produce c-BxCyNz hybrids from h-BxCyNz.
A mixed crystal of diamond and c-BN was obtained with
some graphite and h-BN. Such kind of phase separation was
also observed in a later attempt using the direct transforma-
tion technique without catalyst at 7.7 GPa and 2000–2400 �C
[84, 85]. Again, h-BxCyNz was used as the starting material
and subjected to static pressure of 7.7 GPa for 15–60 min-
utes. The sp2 to sp3 transformation started at temperatures
above 2150 �C and completed at 2400 �C. The products con-
sisted of three components, c-BN, diamond with minor B
and N, and c-BxCyNz. With the increase of temperature,
the B and N impurities inside the diamond were reduced,
and the c-BxCyNz was decomposed into c-BN and pure dia-
mond. These results suggest a phase separation of c-BxCyNz

to c-BN and diamond. The cubic phase crystals (c-BN, dia-
mond, and c-BxCyNz
 obtained at 2300 �C were 20–30 nm
in diameter. Again, c-BxCyNz hybrids obtained so far were
nanocrystals.

Table 3. Physical properties of c-BxCyNz hybrids [79, 86].

Cubic phase materials

Properties Diamond c-BxCyNz hybrids c-BN

Lattice constant (nm) ∼0.3570 0.3570–0.3615 ∼0.3615
IR absorption band (cm−1) N/A 1000–1120 1367–1390
Raman vibrational ∼1333 ∼1323 ∼1304

mode (cm−1)
Bulk modulus (GPa) ∼442 ∼355 ∼369

Attempts to prepare c-BxCyNz hybrids by using other
techniques were reported. Annealing of amorphous BCN
compounds was reported to form c-BxCyNz nanocrystals
[87]. The starting materials were prepared by ball-milling of
graphite and h-BN powders with a mole ratio of 1:1. The
mixture-to-ball-weight ratio was 1:20. After a milling dura-
tion of 120 h, all h-BN and graphite crystals converted into
an amorphous BC2N compound. Subsequent annealing of
this compound in atmosphere at temperatures of 800–900 K
results in the formation of B2O3 and c-BxCyNz crystals. The
hybrids were notated as c − �BN
0�35C0�65 with grain dimen-
sion of 10–50 nm. The lattice constant of this cubic phase
was determined as 0.3587 nm, in between those of diamond
and c-BN. However, these results could not be repeated in
a later experiment [88]. In this case, ball-milling results in
an amorphous BCN phase (a-BCN) in a nanometer scale.
Such an a-BCN phase is a mechanical mixture rather than
a chemical mixture. This a-BCN phase undergoes a phase
separation after annealing at ambient pressure. Phase sepa-
ration also occurred after annealing at 7.7 GPa and 2300 �C.
The resultant phases are c-BN, amorphous carbon, and tur-
bostratic graphite. In another report, annealing of similar
a-BCN plate prepared by ball-milling was reported to pro-
duce a new structure comprising alternate arrangement of
h-BN and hexagonal graphite layers [90]. However, similar
result could not be repeated in a recent experiment [88].

Phase separation of BCN compounds was also detected
in the attempts to prepare BCN compounds by using other
techniques. By using reactive magnetron sputtering, BCN
films were found to consist of c-BN, amorphous carbon,
and amorphous boron grains [22]. In fact, recent calcu-
lation using ab initio linear-muffin-tin orbital (LMTO) in
the atomic-sphere approximation (ASA) have shown that
the cubic phase �-BC2N structure energetically favors seg-
regation into superlattices of alternate diamond and c-BN
layers [91].

3.3. BxCyNz Nanotubes and Nanofibers

CNTs are promising building blocks for future nanoelec-
tronic devices. Single-wall carbon nanotubes (SWNTs) can
be metallic or semiconducting depending on the tube diam-
eter and chirality (the way the graphene sheet rolls up as a
seamless hollow cylinder) [92–94]. Semiconducting SWNTs
have been used as the building blocks of advanced electronic
devices for single electron transport [95, 96], spin trans-
port [97], rectification [98, 99], and switching [100]. Recent
research also points to the need for nanotube-based wide
bandgap semiconductors. Boron nitride nanotubes (BNNTs)
are predicted to have uniform bandgap of 5.5 eV, making
them an intrinsic wide bandgap semiconductor for future
nanoscale electronic devices [8].

Like the motivation of preparing cubic and hexago-
nal BxCyNz hybrids in the past three decades, there are
interests to merge the properties of CNTs and BNNTs:
BxCyNz nanotubes with tunable energy bandgap between
those of SWNTs and BNNTs. According to theoretical cal-
culation, hybridized BC2N nanotubes have a direct bandgap
of ∼1.26 eV [10]. The corresponding atomic configurations
of these BC2N nanotubes were investigated based on those
of h-BC2N hybrid [14] as shown in Figure 1b, that is, type-II
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h-BC2N sheet. This bandgap is smaller than that of type-II
h-BC2N sheet. Thus, BxCyNz nanohybrids are expected to
have a direct bandgap ranging from 1.26 eV (BC2N nano-
tubes) to 5.5 eV (BN nanotubes), tunable by the atomic
composition. Potentially, BxCyNz nanotubes are applicable
for high-power electronic and photonic nanodevices which
are not achievable by using CNTs. Potential applications of
BxCyNz nanotubes include nanoscale laser and light emit-
ting devices (LED) with tunable wavelengths that cover the
whole visible range and extend to the ultraviolet.

The approach of growing BxCyNz nanotubes is similar
to the techniques employed for growing CNTs: substitu-
tion of carbon in CNTs by boron and nitrogen species.
The growth of CNTs requires specific metal nanoparticles.
These nanoparticles are commonly called catalysts and their
dimensions determine the diameter of nanotubes. The well-
accepted mechanism involves the diffusion of growth species
into the catalyst until saturation, and then segregation as
nanotubes from the catalyst [6, 101, 102].

Like the growth of CNTs, BxCyNz nanotubes were grown
by using arc discharge [103–106] and laser ablation [107].
These techniques involve physical evaporation of electrodes
by either dc arc discharge or laser ablation. The actual tem-
peratures involved are higher than 3000 �C within the arc
and laser plasmas. In the first report, arc discharge is per-
formed in nitrogen atmosphere between a pure graphite
cathode and a graphite anode with a central hole filled with
a mixture of boron and graphite powders [103]. The prod-
ucts are a mixture of thin graphite sheets, CNTs, boron
doped CNTs, BxCyNz nanotubes, and other amorphous
products. According to the data of electron energy-loss spec-
troscopy (EELS), the composition is not uniform along the
length or cross section of the tubes. Concentration pro-
files of B and N in some tubes resemble outer carbon-
ated BN coating shells for the inner BN-substituted car-
bon tubes. This result indicates the formation of BN-rich/C-
rich/BN-rich sandwich-like structures, a tendency of phase
separation toward a BN/C/BN structure. Concentration pro-
files of B and N acquired along a BCN sheet indicate
the formation of pure BN and C islands within a same
graphitic shell [103, 105]. Nanoscale domains of pure car-
bon and pure BN networks are formed within a same tubu-
lar shell. This result coincides with the total energy calcu-
lation that a two-dimensional BC2N sheet tends to form
islands of pure BN and C [58]. In a later experiment, a
BC4N electrode is used to replace the B/C composite elec-
trode [105]. Boron doped CNTs are the dominant product
instead of the BxCyNz nanotubes. The tendency of forming
BxCyNz nanotubes with a higher concentration of B and N
is small, as compared to the yield of boron doped CNTs.
Again, the detected BxCyNz nanotubes are constructed of
BN-rich/C-rich/BN-rich sandwich-like structures. Synthesis
of BxCyNz nanotubes is also attempted by arc discharge
in a helium environment between a graphite cathode and
a graphite anode filled with a solid BN rod at the center
[104]. The elemental concentration profiles of these nano-
tubes were not reported.

In another report, a graphite cathode is used to arc with
an HfB2 anode in a nitrogen atmosphere [106]. In this case,
nanoparticles and nanotubes with well-separated layers of

BN and C are detected. The dominant product is metal-
lic hafnium boride nanoparticles (5 to 20 nm), encapsulated
in polyhedral concentric graphitic shells with 10 to 50 lay-
ers. The outer shells of these particles are pure carbon lay-
ers and the inner shells are BN-rich or pure BN layers.
Besides, pure BNNTs are detected. Two types of BxCyNz

nanotubes are detected: one where the inner BN layers are
coated by carbon layers, and another, which is dominant
with a C-rich/BN-rich/C-rich sandwich-like structure. Again
the tendency of phase separation is observed. In fact, phase
separation was reported on so-called BN:C nanoboxes [108].
In this case, square-like nanotubes were grown on NaCl sub-
strates by dc magnetron sputtering. These tubes appeared
like nanoboxes when observed along the tubular axis under
the transmission electron microscope. These tubes are in a
sandwich-like pattern of C/BN/C shell structure. All these
nanofibers are structurally different from the theoretically
predicted BC2N nanotubes [10].

The BN-rich/C-rich/BN-rich sandwich-like structures are
also detected from BxCyNz nanotubes produced by laser
ablation with a Nd:YAG laser in a nitrogen atmosphere
[107]. The target is a pressed pellet made of mixed pow-
der of BN, carbon, nickel, and cobalt with an atomic ratio
of 100:100:0.6:0.6. The products from this attempt consist
of micrometer-sized h-BN crystals in addition to the usual
soot of laser ablation. Multiwall CNTs, nanoparticles, and
amorphous BxCyNz phase are found in the soot with no
evidence of SWNTs. The multiwall CNTs usually have an
inner diameter of 2–3 nm and an outer diameter of 4–10 nm.
The BxCyNz nanotubes, on the contrary, have a larger outer
diameter. These BxCyNz nanotubes have uneven diameters
from one end to another end of a tubular structure. They
consist of segments with different number of tubular shells.
The radial distributions of boron and carbon atoms of these
nanotubes are investigated by EELS line scan technique.
Figure 3 shows the concentration of boron and carbon
scanned across a BxCyNz nanotube with 13 tubular shells.
As shown, the peak positions of boron and carbon concen-
tration profiles do not coincide. This nanotube is interpreted
as constructed of six inner layers of pure carbon tubes and
seven outer layers of BC7N tubes. This is a carbon-rich/pure
carbon/carbon-rich sandwich-like structure. Again, it is dif-
ficult to introduce higher B and N atoms into the CNT
structure.

Figure 3. Elemental concentration profiles of B and C scanned across
a BxCyNz nanotube. The as-shown concentration of B was multiplied
by a factor of 5. Reprinted with permission from [107], Y. Zhang et al.,
Chem. Phys. Lett. 279, 264 (1997). © 1997, Elsevier Science.
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The schematic growth models of such heterogeneous
structures are shown in Figure 4. The first step of the growth
involves the nucleation of multiwall CNTs, which determines
the inner diameters of the nanotubes. The second step is the
partial coating of BxCyNz layers, which may originate from
a defect, or attached particles on the CNT surface. These
heterogeneous nanotubes are structurally different from the
theoretically predicted BC2N nanotubes [10].

Besides the physical evaporation techniques discussed
so far, BxCyNz nanofibers were also prepared by catalytic
pyrolysis of CH3CN and BCl3 over Co powder at 900–
1000 �C [109], as well as BH3 and N(CH3
3 over Co pow-
der at 1000 �C [110]. All these BxCyNz nanofibers have the
bamboo-like structures with the internal graphitic walls of
the fibers linked across the fiber axis. Similar structure is
detected from BxCyNz nanofibers that were grown by hot-
filament CVD on CNT templates [111]. In such a CVD
approach, N2, H2, and CH4 were first introduced for the
growth of the multiwall CNTs on nickel wafers. Then, an
addition of B2H4 gas was filled into the growth chamber for
the formation of BxCyNz nanofibers on top of the multiwall
CNTs. The growth temperatures for the whole process were
maintained at 600–650 �C, significantly lower than other
techniques discussed so far. The bamboo-like structures of
these BxCyNz nanofibers are shown in Figure 5 [112]. In
fact, this figure indicates the structural difference between
multiwall CNTs and BxCyNz nanofibers. Figure 5a is the
typical multiwall CNT. These CNTs are in the tubular struc-
ture with a hollow core along the tube axis. When BxCyNz

nanofibers are grown on top of these CNTs, the bamboo-like
structures of the nanofibers are formed as shown in Figure
5b and c, regardless of the composition. By comparing these
two images, the number of cross-links and compartments are
observed to increase with the increase of B and N compo-
sitions. A magnified structure of such BxCyNz nanofibers is
shown in Figure 6 [113]. As shown, these BxCyNz nanofibers
contain significant structural defects. In fact, similar defects
are typically observed on BxCyNz nanofibers obtained so
far by various pyrolysis processes [109–117]. The actual
mechanism involved is still unknown. Again, these BxCyNz

nanofibers are different from the theoretically predicted
BC2N nanotubes [10]. Some of the BxCyNz nanofibers were
demonstrated to emit photoluminescence [113–116].

There have been attempts to grow BxCyNz nanotubes by
substitution reaction of carbon nanotubes, which were car-
ried out at 1600 �C [118, 119]. This technique was also used
to prepare BN nanotubes (y = 0) [120, 121]. In this tech-
nique, CNTs were reacted with B2O3 powder in the presence
of N2 gas. It was shown that subsequent heating of these

Figure 4. Schematic growth model of BxCyNz nanotubes. The solid
and dotted lines represent carbon and BxCyNz layers, respectively.
Reprinted with permission from [107], Y. Zhang et al., Chem. Phys.
Lett. 279, 264 (1997). © 1997, Elsevier Science.

Figure 5. Images of (a) multiwall CNTs, (b) B0�08C0�76N0�16 nanofibers,
and (c) B0�45C0�29N0�26 nanofibers. Reprinted with permission from [112],
J. D. Guo et al. Appl. Phys. Lett. 80, 124 (2002). © 2002, American
Institute of Physics.

BxCyNz nanotubes in air at 700 �C converts the BxCyNz

nanotubes into BN nanotubes with an efficiency of 60%.
This result is explained by the oxidation of pure carbon shell
of the C/BN/C sandwich-like BxCyNz nanotubes. Oxidation
could remove the outer pure carbon shells and leave the
pure BN shells remaining as BN nanotubes. This means 60%
of these BxCyNz nanotubes are in C/BN/C sandwich-like
structures. The remaining 40% could be in the BN/C/BN
sandwich-like structure where the oxidation of pure carbon
shells was prevented by the protection of pure BN shells.
Again, BxCyNz nanotubes produced by the substitution reac-
tion are phase separated into pure carbon and pure BN
shells, different from that predicted theoretically [10].

Recently, careful elemental profile analysis was carried
out on some of the BxCyNz nanofibers that were prepared by
pyrolysis [122, 123]. Line scan across the tubular axis using
high-resolution EELS indicates that these nanofibers are
constructed of sandwich-like pattern of C/BN/C shell struc-
tures. As discussed earlier, similar structures were detected
on BxCyNz nanofibers that were prepared by arc discharge
[103, 105, 106], laser ablation [107], BN:C nanoboxes [108],
and substitutional reaction of carbon nanotubes [119]. Such
a phase separation in BxCyNz nanofibers seems to be a uni-
versal phenomenon regardless of the synthesis technique.
The elemental concentration profiles of most BxCyNz nano-
tubes/nanofibers are still not clear [110–118, 124–126].

Figure 6. Magnified images of a BxCyNz nanofiber. Reprinted with per-
mission from [113], X. D. Bai et al., Appl. Phys. Lett. 77, 67 (2000).
© 2000, American Institute of Physics.
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4. PROSPECT OF BxCyNz HYBRIDS
As a summary, the present research status of BxCyNz

hybrids has been reviewed. There is strong evidence that
both the h-BxCyNz and c-BxCyNz that have been synthesized
so far are nanostructures. Together with recent interest on
BxCyNz nanotubes, the research interest on BxCyNz hybrids
is converting into the investigation of BxCyNz nanohybrids.
This trend will be continued because of the motivation of
nanoscale materials for novel devices in future nanotechnol-
ogy and nanoscience.

However, a clear deviation between theoretical and exper-
imental works is observed. Phase separation appeared to
be the main obstacle to realize the theoretically predicted
BxCyNz materials. It seems to be a thermodynamic ten-
dency that pure carbon and pure BN will separate into
nanoscale domains. Ability to control the bonding between
B, C, and N atoms is still challenging—a true nanoscience
that needs to be emphasized in the future. Recent attempt
with extremely low deposition rate in a superlattice man-
ner (BN/C/BN/C atomic layers) has indicated the possibility
to hybridize BxCyNz materials on nickel substrates at high
synthesis temperature [23, 24]. Such a manner could allow
mutual bonding between B, C, and N atoms at suppressed
tendency of phase separation. Novel fibrous nanostructures
were revealed as shown in Figure 7a. It was shown that
such hybridized nanostructures are stable only in nanoscale
dimension. Phase separation occurred at thicker deposition
and/or at higher carbon content. At thicker deposition, the
morphology of the nanostructures changed toward continu-
ous films as shown in Figure 7b. These results indicate that
formation of macroscopic-scale BxCyNz materials is chal-
lenging. Alternatively, one should consider BxCyNz hybrids
as nanostructures. Further, it is not easy to maintain the
hybridized bonding at elemental composition approaching
the theoretically predicted BC2N configurations. Accord-
ing to a correlated characterization technique involving IR
absorption, Raman spectroscopy, and X-ray photoelectron
spectroscopy (XPS) [23, 24], the fibrous nanostructures are
constructed of various bondings (BN, CN, BC, and CC
bonds) required for the hybridized BCN ternary phase. In
Figure 8a, the IR absorptions of h-BN are detected from
phase-separated BCN films deposited on Si substrates. In
Figure 8b, the IR absorption bands of BN, CN, and BC
bonds from the hybridized BxCyNz nanostructures are indi-
cated. The IR absorption spectra seem to be a conve-
nient technique to identify hybridized BxCyNz materials.

Figure 7. Surface morphologies of (a) BxCyNz fibrous nanostructures
deposited for 6 h, and (b) BxCyNz films deposited for 10 h under the
same deposition condition. Reprinted with permission from [24], Y. K.
Yap et al., Appl. Phys. Lett. 80, 2559 (2002). © 2002, American Institute
of Physics.

Figure 8. IR spectra for BxCyNz films deposited on (a) Si substrates,
and (b) Ni substrates. Reprinted with permission from [23], Y. K. Yap
et al., Diamond Relat. Mater. 10, 1137 (2001). © 2001, Elsevier Science.

IR spectra were used to identify hybridized and/or crys-
talline BxCyNz materials [127–131]. Recently, crystalline or
hybridized BxCyNz films were also synthesized by using
nickel substrates [132], pulsed laser deposition [133], laser-
assisted CVD [134], and other reactive deposition tech-
niques [135, 136].

On the other hand, BxCyNz nanotubes were recently
reported to display semiconducting behavior with an esti-
mated bandgap of ∼1 eV [137]. This result seems to have
overcome the phase-separation issue of the tubular nanohy-
brids discussed so far. The nanotubes were prepared by a
technique similar to the substitutional reaction [118–121]
with the addition of metal oxide promoters [138, 139].
A graphite crucible with mounted layers of B2O3, Au2O3,
and CVD-grown CNTs was heated in a furnace under a con-
stant N2 flow of 3.2 l/min. The heating proceeded gradually
to 1950 K, held at 1950 K for 30 minutes, before cooling
down to room temperature over 2 hours. The growth mecha-
nism is not yet well understood, although BxCyNz nanotubes
are frequently observed on the CNT templates. Energy-
filtered transmission electron microscopy (TEM) was used
to determine the elemental profile of B, C, and N. Figure 9
shows the zero-loss and energy-filtered TEM images of (a)
a four-walled and (b) a double-walled BxCyNz nanotube.
The mapping of B, C, and N atoms seems to match with
the tubular structure of the four-walled nanotube. This is
also indicated by the (c) intensity profiles of B and C atoms
across the tube. As shown, the peak positions of B and
C intensity profiles are spatially coincident. These results
imply that the nanotube consists of homogeneous B, C, and
N atoms. Mapping of nitrogen on the double-walled tube
failed due to the low signal intensity and tube damage due
to the electron beam irradiation. The B and C mapping con-
trast intensity profiles along the double-walled tube (from
top to bottom) are shown in (d). The authors suggest that
high-resolution EELS alone, routinely used in most previ-
ous work [103, 105–107, 122, 123], could not conclude that
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Figure 9. Zero-loss and energy-filtered TEM images of (a) a four-
walled, and (b) a double-walled BxCyNz nanotube. Mappings of B, C,
and N are recorded for the four-walled tube. Tube damage due to elec-
tron irradiation causes the N-mapping of the double-walled tube to
be unattainable. The B- and C- elemental profiles scanned (c) across
the four-walled, and (d) along the double-walled nanotubes are shown.
Reprinted with permission from [137], D. Golberg et al., Chem. Phys.
Lett. 359, 220 (2002). © 2002, Elsevier Science.

BxCyNz nanotubes are composed of phase-separated BN
and C shells and/or domains.

Clearly, another challenge that needs more emphasis in
the near future is techniques that enable reliable character-
ization of atomic bonds, and atomic configuration between
the B, C, and N atoms. This is critical for the analysis of
nanoscale materials. The issue of imaging and character-
izing nanostructures has gained increasing attention [140,
141]. As discussed so far, high-resolution EELS and energy-
filtered TEM have been used for atomic-scale character-
ization. Many other techniques have been examined for
characterizing BxCyNz materials, including secondary ion
mass spectroscopy (SIMS) [142], X-ray absorption near edge
spectroscopy (XANES) [143–145], and X-ray emission spec-
tra [146]. However, it is difficult to identify the actual atomic
configuration of BxCyNz materials by a single characteriza-
tion technique. Recently, interesting approaches have been
demonstrated by using a combination of various techniques
including IR absorption, X-ray photoelectron spectroscopy
(XPS), Raman spectroscopy [23, 24, 147] or IR absorption,
and XANES [145]. These approaches require careful com-
parison and correlation of different information acquired
from various techniques. Most of these techniques involve
macroscopic area analysis, which could not provide detailed
structural information of BxCyNz nanohybrids. The addi-
tion of high-resolution EELS and/or energy-filtered TEM is
required.

Various properties of BxCyNz materials have been exam-
ined despite the uncertainty of phase separation, and the
lack of information on the actual atomic configuration of
many BxCyNz materials. Field electron emission has been
tested on some BxCyNz thin films [148–152] and BxCyNz

nanofibers [113, 125, 153]. Mechanical properties like stress
[154–157] and hardness [158–166] have attracted signifi-
cant attention. Some of these films were found to have
higher hardness and lower friction coefficient than the
diamond-like carbon (DLC) films [163]. Besides, other phys-
ical properties of BxCyNz thin films like thermal diffusivity
[167–169], magnetoresistance [170], refractive index [171],
and low dielectric constant (as the insulator for ultra-large-
scale integrated semiconductor devices) [172–175] have been
reported. Efforts on exploring properties of BxCyNz mate-
rials are important. However, structural properties of the
tested materials are not well established in some cases. The
relation between the structural and physical properties of
BxCyNz materials needs more emphasis in the future. In any
case, physical properties are the driving force that promotes
the research on BxCyNz materials. The efforts on grow-
ing BxCyNz materials have remained very active in the past
few years. Various synthesis techniques have been attempted
including CVD [176–184], physical vapor deposition [185–
193], pyrolysis [194], and physical evaporation techniques
like arc discharge [195]. This trend is expected to continue
with the additional interest in BxCyNz nanohybrids like the
nanotubes and nanofibers.

In fact, superhard c-BC2N was recently synthesized at
pressures up to 30 GPa and temperatures up to 3500 K by
static and dynamic compression of graphite-like BN-C solid
solution [196]. These materials are harder than c-BN sin-
gle crystals and have grain sizes ranging from 10 to 30 nm
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[196–198]. The detected lattice constant (a = 0�3642) is
larger than those of both diamond and c-BN [198].

Theoretical calculation is very important to assist the
experimental investigation on BxCyNz materials. Future cal-
culations are required to predict novel structures, physical
properties, and the growth dynamic of BxCyNz materials.
For instance, calculations on the sandwich-like BN/C/BN
or C/BN/C heterostructures should also be initiated for
both the nanotubular and thin-film materials. Novel physical
properties could be realized from such a configuration [199].
Theoretical prediction can always inspire new research on
BxCyNz materials. However, the issue of deviation between
theoretical prediction and experimental evidence should be
emphasized in the near future. In fact, the ultimate goal for
the research of BxCyNz materials is to prove that mankind
can predict, design, and synthesize materials with desirable
structural and physical properties.

GLOSSARY
BxCyNz Boron-carbon nitride ternary phase constructed of
boron, carbon, and nitrogen. It is also represented by abbre-
viations like BCN, B-C-N, or B/C/N in literature.
BxCyNz nanotubes Boron-carbon nitride ternary phase
in a tubular structure. Theoretically referred to as the
h-BxCyNz network(s) that roll up to make seamless hollow
cylinder(s) about a common axis.
c-BxCyNz Boron-carbon nitride ternary phase in a face-
centered cubic crystal structure.
Fibrous nanostructures Nanomaterials in a fiberlike
appearance.
h-BxCyNz Boron-carbon nitride ternary phase in a hexag-
onal crystal structure.
Nanofibers Nanomaterials in an elongated appearance.
Nanohybrids Nanomaterials that hybridize or combine
from two or more types of substances.
Nanomaterials Materials with physical dimension below
100 nm.
Phase separation Inhomogeneous mixing of a compound
with grains/sections of different phases/types of materials.
Wide bandgap semiconductors Semiconductor materials
with bandgap larger than 2 eV. Bandgap is the difference
in energy between the lowest point in the conduction band
and the highest point of the valence band.
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1. INTRODUCTION
A boron nitride (BN) nanotube (NT) [1] is a carbon (C)
nanotube [2] analog: alternating B and N atoms may par-
tially or entirely substitute for C atoms in a graphitic sheet
without significant changes in atom spacing. BNNTs were
first foretold theoretically [3, 4] and then were successfully
synthesized in 1995 [1]. Primarily, the interest to the BNNTs
is due to the undisputed fact that in contrast to the metallic
or semiconducting CNT [5] the BNNT is insulating with a
∼5.5 eV bandgap independent of its chirality and morphol-
ogy (i.e., diameter and number of layers) [4]. In addition,
layered BN is known to be much more thermally and chem-
ically stable than graphitic C [6]. Therefore, there have been
intuitive expectations that the BNNTs should inherit these
advantageous properties. Therefore the main interest in
BNNTs is related to specific applications in nanotubular pro-
tective shields for various nanomaterials embedded within
(i.e., nanowires, nanorods, and/or clusters). Surprisingly, the
amount of successful research work performed to date on
BNNTs has been negligibly low compared to that on CNTs
[7–22].
It is worth noting that the lack of research performed on

BNNTs is solely due to the significant difficulties involved in

their preparation as compared to the relative ease in making
conventional CNTs.
The present contribution, along with a comprehensive

state-of-the-art review in the field, is additionally enhanced
by the original authors’ data on high-temperature chemical
syntheses and structural analysis of BNNTs over last several
years using thorough high-resolution transmission electron
microscopy (HRTEM) paired with electron diffraction anal-
ysis and energy-filtered TEM, and pioneering thermal and
electrical property measurements.

2. BORON NITRIDE (BN) NANOTUBE
SYNTHESIS

Initially, we note that reliable and well-established tech-
niques of NT growth developed for C systems, for example,
arc discharge [2], laser ablation [23], and chemical vapor
deposition (CVD) [24], do not effectively work for the BN
system. Resultantly, a number of new techniques including
continuous laser heating at superhigh [25–27] or ambient
pressure [28, 29], oven heating of milled B powders [30] or
B-containing reagent mixtures [31, 32], a plasma-jet method
[33], direct recombination of spraying B and N atoms on a
clean tungsten substrate in a ultrahigh vacuum [34], metal-
boride-catalyzed CVD [35], La-catalyzed arc discharge [36],
and high-temperature chemical syntheses [37–49] have been
developed, although with limited success as described in the
following sections.

2.1. Arc Discharge

First BNNTs were discovered in an arc-discharged material
by Chopra et al. [1]. Many BN nanotubes were found to con-
tain metallic nanoparticles attached to the tips. The parti-
cles presumably originated from a tungsten hollow electrode
used for encapsulating a starting BN powder. Later on, arc-
discharge syntheses of BNNTs were performed by Loiseau
et al. [16] and Terrones et al. [50]. In [16] the electrodes
made of graphite and HfB2 were used as a cathode and an
anode, respectively. An arc was created in a N2 atmosphere.
The setup presumes that a C source is separated from that
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of B and N; this was thought to be the reason for BN-rich
nanotube compositions. NTs with definite phase separation
of BN and C layers were observed in a deposit on the anode.
The purity of a BN nanomaterial was not high enough with
respect to C contamination. In [50] a tantalum tube press-
filled with a BN powder and a water-cooled Cu disk were
used as electrodes. As the anode rod was consumed a prod-
uct containing BN nanoparticles and NTs was collected. In
both methods (i.e., [16, 50]) the yield of NTs, as compared
to that of bulk BN particles, was not claimed to be high.
Saito and Maida [51] used ZrB2 rods as electrodes

and high purity nitrogen gas (99.999%) during their arc-
discharge runs. BNNTs were found in the products crystal-
lized on the anode, albeit at limited yields.

2.2. Laser Ablation

Pioneering experiments on laser ablation of a hexagonal or
cubic BN target were carried out by Golberg et al. [25].
A continuous CO2 laser was focused on a target placed into
a diamond anvil cell filled with liquid nitrogen. After reduc-
ing a spacing between diamond anvils, superhigh nitrogen
pressure was generated inside the chamber. A temperature
of approximately 5000 K was estimated on the BN target
surface, where dozens of short pure BNNTs were found to
protrude from an amorphous-like melted BN residue. The
drawback of the synthesis was a relatively small number of
BNNTs as compared to standard amorphous-like, cubic, or
hexagonal BN.
Later on, catalyst-assisted excimer laser ablation experi-

ments at high temperature were carried out during which
some BNNTs were also observed [28]. Lee et al. [52]
reported on catalyst-free continuous CO2 laser ablation of
BN targets leading to BNNT formation. Most of nanotubes
were reported to have only a single layer and form long
bundles. Boron nanoparticles, frequently observed as a by-
product, were frequently encapsulated into the tip-ends of
NTs. They were thought to play a key role for the growth
mechanism. By contrast, Laude et al. [29], though apply-
ing a similar setup and also continuous CO2 laser vapor-
ization, did not find single-layered BNNTs; rather the NTs,
assembled in bundles, frequently had a few layers. The
results bring a significant controversy to the reproducibility
of single-layered BN nanotube synthesis.

2.3. Chemical Vapor Deposition

Lourie et al. [35] reported on first CVD synthesis of BNNTs
on nickel boride catalyst particles at 1273–1373 K using the
borazine as a precursor. A characteristic feature of the pro-
cess was the fact that the precursor was generated in-situ
from a molten salt which formed mixtures of (NH4�2SO4,
NaBH4, and Co3O4 at 573–673 K. The BNNTs exhibited
lengths of up to 5 micrometers and often possessed bulbous,
flaglike and/or clublike tips.
In another CVD run, Ma et al. [53] used a B4N3O2H pre-

cursor during synthesis of BNNTs. It was suggested that the
tips encapsulating boron oxynitride nanoclusters doped with
silicon, aluminum, and calcium served as the effective pro-
moters for BN tube CVD growth. Recently, somewhat con-
trolled preparation of BNNTs and related nanostructures—
BN nanobamboos and nanorods—has been achieved by the

same authors [54]. To date, the method has allowed to
researchers prepare only milligram quantities of a product
containing BNNTs.

2.4. Other Chemical Syntheses

Terauchi et al. [55] used simple oven heating at ∼1473 K
of B and Li powders in a BN crucible in a N2 atmo-
sphere and observed a few short pure BNNTs of less than
30 nm in diameter in the resultant powders. Chen et al.
[30] produced BNNTs by thermal annealing at 1273 K of
elemental B powders which were previously ball-milled in
ammonia gas for 150 h at room temperature. It was sug-
gested that high-energy ball-milling induced nitriding reac-
tion between the boron powder and the ammonia gas; thus
a metastable material is formed consisting of disordered
BN and nanocrystalline boron. BNNTs then grew out from
this metastable and chemically activated structure during
heat treatment in the presence of nitrogen gas. However,
the yield and structural perfection of BNNTs were not high
enough, as revealed by transmission electron microscopy
observation.
An efficient route to synthesize tens of milligram quan-

tities of BN and B–C–N NTs was invented by Han et al.
[37]. During the synthesis pure CVD CNTs served as tem-
plates. They were chemically modifying by highly reactive
boron oxide vapor and flowing nitrogen gas at 1300–1900 K.
The diameters of the resultant tubes perfectly matched those
of the starting templates; this lead the authors to suggest
that C to BN substitution took place. The major drawback
of the synthesis was a significant fraction of ternary B–C–
N NTs with significant amounts of the remaining C at the
expense of pure BN nanotubes. A dramatic increase in pure
BNNT fraction was later achieved by Golberg et al. [40]
using the same method through careful selection of synthe-
sis promoters. Metal oxides (i.e., MoO3, CuO, and/or PbO)
were found to be most useful. The oxide vapors caused the
CNT template to begin to open at the initial reaction stages
at moderate temperatures (600–900 K) via intense oxidation.
This promotes an effective substitution BN to C on both
sides of the C templates and crystallization of BN domains
from inside-out and outside-in of the tubes. In addition, the
substitution reaction route was utilized by the same authors
[38, 39] to produce B-doped, B–C–N, and BNNTs from
the bundles of pure C single-walled nanotubes, albeit with
limited success. Marginal B-doping of the C-based nanos-
tructures was found to occur easily; by contrast, large-scale
preparation of pure BN single-layered NTs was not success-
ful; the latter were only rarely found.

2.5. Atom Deposition Technique

Bengu and Marks [34] first described in-situ synthesis of BN
nanostructures using electron–cyclotron resonance nitrogen
and electron beam boron source onto polycrystalline tung-
sten substrates. The nanostructures of 0.5–3.0 nm in diam-
eter were prepared in an ultrahigh vacuum of 2 × 10−9 Pa.
Characterization of the resultant structures was performed
without their exposure to air; thus all possible artificial struc-
tures due to chemisorption were entirely excluded. The crys-
tallinity of the BN nanostructures was not perfect; rather
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they frequently revealed undulating, wavy BN layers. How-
ever, the method was claimed to be useful for production of
different BN-based coatings with well-controlled structure.

2.6. Plasma-Jet Method

Shimizu et al. [33] reported on a flash evaporation method
using a direct current plasma. Porous BC4N sintered bodies
were used as a raw material. The plasma was operated under
conditions of 25 V and 300 A by using Ar and N2–H2 for
plasma gas and sheath gas, respectively. The porous BC4N
was evaporated by irradiation of the plasma flame. Nano-
tubes were formed in a high temperature zone (∼3000 K).
Significant amounts of the remaining C were determined in
the structures, decreasing its purity, whereas the product was
clearly divided into three morphology types such as CNTs,
BNNTs, and CNTs surrounded with BNNTs.
Based on Sections 2.1–2.6 it is obvious that the presently

achievable yield of BNNTs still remains negligibly low com-
pared to that of CNTs. Moreover, even if the BNNTs are
successfully produced and ready to be analyzed, their struc-
tural identification and/or analysis are prone to many almost
insurmountable difficulties arising from the electrically insu-
lating nature of BN and consequent charging phenomena
during electron microscopy, which, in turn, lead to image
blurring. As a result, the number of research groups success-
fully overcoming all of the above-mentioned complications
is very small, as described in the following sections.

3. STRUCTURE OF BN NANOTUBES

3.1. Morphology as Revealed
by Transmission Electron Microscopy

Similarly to CNTs [2, 7], BNNTs crystallize in multiwalled
(MWNT) and single-walled (SWNT) morphologies, albeit
notable yields of SWNTs were observed only in a single
recent work by Lee et al. [52] as was mentioned previ-
ously. All other research groups very accidentally found BN
SWNTs [16, 34, 38, 39], a double-layered NT morphology
being preferred [17, 29, 44]. In fact, in an early paper on
BNNT synthesis by Chopra et al. [1] only BN MWNTs were
observed. Later Loiseau et al. [16] presented a few HRTEM
pictures of BNNTs with a varying number of layers (includ-
ing SWNT). However, it was noted that BN SWNTs always
had undulating, wavy, and poorly structured wall fringes.
Theoreticians assigned this to the fact that in a BN hexago-
nal sheet the B and N atomic planes are slightly shifted in
a direction perpendicular to the tube axis [56]. In addition,
it is thought that the high ionicity of BNNTs (i.e., strong
B–N bonds) may stabilize MWNT morphologies due to the
strong so-called “lip–lip” interactions between adjacent lay-
ers [56]. In a homogeneous C graphene sheet, where chem-
ical bonds of only one type are present (i.e. C–C), the inter-
actions between layers are weaker and not important for NT
growth. Thus, in contrast to C, where high yields of SWNTs
are routinely obtained nowadays [57], the single-layer mor-
phology is supposed not to be natural for the BN system by
many researchers.
Figure 1a and b depicts representative HRTEM micro-

graphs of a BN MWNT and SWNT [19, 38]. The BN tubular

Figure 1. (a) Representative HRTEM image of a BN MWNT. The
typical intershell distance is 0.33–0.34 nm. (b) HRTEM image of an
isolated BN SWNT exhibiting a nested four-shelled BN fullerene encap-
sulated within. The fullerene lattice image does not resemble a cir-
cle typical for a standard C60-based molecule. By contrast, the image
would be consistent with a nanocage of the octahedral symmetry. Note
also a wavy, undulating contrast for the BN SWNT wall fringes in
(b). Figure 1a reprinted with permission from [19], D. Golberg et al.,
J. Appl. Phys. 86, 2364 (1999). © 1999, American Institute of Physics.
Figure 1b reprinted with permission from [38], D. Golberg et al., Chem.
Phys. Lett. 308, 337 (1999). © 1999, Elsevier Science.

shells are imaged as dark contrast fringes separated by an
average intershell distance of ∼0.33–0.34 nm (in the case
of MWNTs), characteristic of the d0002 spacing in hexago-
nal BN [6]. Figure 1b particularly highlights that a nested
BN fullerene is embedded in the channel of a SWNT. The
unique feature of the fullerene is a nonspherical HRTEM
image, contradicting the characteristic spherical shape of the
well-known C60 molecule. Obviously, this is due to a striking
difference in topological defects (leading to graphitic-like
sheet curling) in the C and BN systems, as described below.
It is established that the energetically favorable defect in C

is a five-membered ring defect (i.e., a pentagon), leading to
a 60� inclination of a graphene sheet made of hexagons. By
contrast, in BN, the presence of a five-membered ring defect
requires the existence of B–B and/or N–N bonds, which are
less energetically stable than the B–N bond [56]. Thus, in the
BN system an even-membered ring defect (i.e., square and/or
octagon) normally forms, leading to a nearly 90� inclination
in a graphitic-like sheet [16, 58]. As a result a fully closed
structure in BN (i.e., the fullerene-like molecule) accumu-
lates only 6 squares instead of 12 pentagons (Euler rule), as
in C. It, therefore, exhibits octahedral symmetry rather than
icosahedral symmetry typical for all C sealed nanocages. In
terms of crystallography, it turns out that a BN curled and
closed nanocage should have very differing HRTEM pro-
jections in various crystallographic orientations: square-like
[zone axis �100�], rectangle-like [zone axis �211�]; hexagon-
like [zone axis �111�], as in Figure 1b, and rhomb-like images
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[zone axis �100�] are visible depending on the orientation
of a nanocage with respect to an incident electron beam
[58]. Therefore, a BNNT cap, which requires a semiclosed
fullerene, might frequently exhibit flat motifs like the one
shown in Figure 2a. The existence of the flat cap, absent in
CNTs, was initially prescribed as a distinguishing feature of
a BNNT [16], although later some conical caps were also
observed [51, 59]. In addition, BN tube caps may be open
(Fig. 2b). This type of capping was frequently observed in the
case of high-temperature NT chemical syntheses [20, 40–45],
when the nonhexagonal defects are effectively annealed out
due to the high atom mobility and/or aging effect resulting
from the presence of metallic catalysts [44].
In practice, the particular type of BNNT topological

defect is determined by the interplay between structural
and energetic factors. Clearly, a 90� inclination (an even-
membered ring defect) requires larger internal stress intro-
duced into a graphite-like sheet than that of a 60� inclination
(an odd-membered defect). For instance, Bourgeois et al.
[60] demonstrated that basically both types of defects exist
in a BN nanocone apex, depending on the particular growth
kinetics and stress distribution. This is also applicable to
BNNTs: Saito and Maida [51] have considered square, pen-
tagon, and heptagon rings in BNNTs, as revealed by exper-
imentally observed tube cap TEM images.
Frequently, the BNNTs tend to assemble in bundles/ropes

made of dozens of individual tubes, as shown in Figure 2b
[17, 20, 29, 38–45]. These ropes were seen for both MWNTs
[41] and SWNTs [38, 39]. It was proposed that the individ-
ual tubes within the ropes interact through weak Van der
Walls interactions and are packed in a honeycomb-like array
(in cross-section view). Splitting of the diffraction spots on
the equatorial line in the electron diffraction patterns makes
possible calculation of the intertube spacing, d = 0�34 nm,
between individual tubes in a rope [41, 43], the character-
istic value of the d0002 distance in many graphitic materials,
including CNTs [57].

Figure 2. (a) HRTEM image of a typical BNNT flat tip-end termina-
tion with a possible arrangement of three four-member ring defects in
the cap [50], shown on the inset with arrows, explaining the experimen-
tally observed flat tip. (b) HRTEM image of solely open BN MWNTs.
Figure 2a reprinted with permission from [19], D. Golberg et al., J. Appl.
Phys. 86, 2364 (1999). © 1999, American Institute of Physics. Figure 2b
reprinted with permission from [44], D. Golberg and Y. Bando, Appl.
Phys. Lett. 79, 415 (2001). © 2001, American Institute of Physics.

3.2. Atomic Order as Revealed
by Electron Diffraction

The theory of nanotube electron diffraction was developed
by Iijima [2] and later extended by Zhang et al. [11]. This
theory is fully applicable to BNNTs. For instance, Figure 3a
depicts a typical nanobeam diffraction pattern (NBD, elec-
tron probe size was 1.6 nm) taken from an individual BNNT
[19]. The NBD displays a row of (000l) reflections origi-
nating from the NT walls oriented edge-on to an incident
electron beam and a hexagon-like pattern originating from
the front and back NT fragments oriented perpendicular to
the beam. The pattern is a characteristic of the so-called
“zigzag” nanotube (the [10–10] direction of the graphitic
sheet is parallel to the tube axis) [5].
Figure 3b displays the NBD taken with a larger elec-

tron probe size (∼50 nm) from a whole rope composed of
dozens of BN MWNTs [41]. An exciting feature of the pat-
tern is fairly uniform shell chirality. Diffraction spots are
clustering around those typical for the “zigzag” arrangement
(compared with Fig. 3a). The marginal deviations from the
ideal “zigzag” orientation are just within � = 10� (semian-
gle, �, between marked diffraction spots in the vicinity of
the [01–10] reflection in Fig. 3b).
The preferential “zigzag” orientation was further veri-

fied through taking NBDs from a plenty of individual BN
MWNTs, as shown on the histogram in Figure 4 [41].
Although “armchair” (tube axis is parallel to the [11–20] ori-
entation of the graphitic-like sheet) and helical tubes with
varying chiral angle were also observed, the majority of
tubes, namely, ∼82%, displayed “zigzag” or near “zigzag”
atomic arrangements, as revealed by a statistical analysis of
NBDs from 45 individual tubes (Fig. 4).
Importantly, the preferential BNNT “zigzag” atomic con-

figuration has been observed in various BN tubular products
by many researchers. For instance, Golberg et al. [25–27]
showed that such assembly is natural for BNNTs produced

Figure 3. Representative diffraction patterns (DPs) taken from an indi-
vidual five-layered BNNT (a) and from a BN MWNT rope containing
dozens of nanotubes (b). Both DPs exhibit diffraction spots that are
clustered around characteristic of the so-called “zigzag” atomic arrange-
ment of a graphitic-like sheet. The deviations from the ideal “zigzag”
orientation (the [10–10] direction is strictly parallel to the tube/rope
axis) are represented by the semiangle � = 10� in (b) between a couple
of the marked diffraction spots in the vicinity of the [10–10] reflec-
tion. Figure 3a reprinted with permission from [19], D. Golberg et al.,
J. Appl. Phys. 86, 2364 (1999). © 1999, American Institute of Physics.
Figure 3b reprinted with permission from [41], D. Golberg et al., Solid
State Comm. 116, 1 (2000). © 2000, Elsevier Science.
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Figure 4. A histogram showing BNNT shell helicity distribution in
MWNTs based on the statistical analysis of 45 individual BNNT DPs
(taken with an electron probe of 1.6 nm in diameter). The corresponding
three-dimensional structural models of the representative “armchair”
{10,10}, “zigzag” {20,0}, and helical {14.5} tubes are shown for clarity
above the histogram. Reprinted with permission from [41], D. Golberg
et al., Solid State Comm. 116, 1 (2000). © 2000, Elsevier Science.

by BN target laser heating under superhigh N2 pressure
and for those obtained via simple high-temperature chemical
syntheses [19, 40–45]. A preferential “zigzag” arrangement
of BNNTs was later observed by Bourgeois et al. [59] in BN
tubular fibers synthesized through heating of BN powders.
It is noted that these experimental results are opposed to
the theoretical predictions based on the molecular dynam-
ics calculations performed by Blase et al. [56]; those favor
the growth of “armchair” BN tubes rather than “zigzag”
ones. However, the significant difference between experi-
mental synthesis temperatures, 5000 K [25–27] and 1773–
1973 K [19, 40–45], and those used for calculations, 3000 K
[56], may be of prime importance for this disagreement. By
contrast, later Menon and Srivastava [61] calculated that
for the most frequently observed flat BN tube caps [16, 19]
the “zigzag” morphology is energetically preferable. This lat-
ter phenomenon is in line with the experimental HRTEM
data by different research groups. It is worth noting that
the “zigzag” atomic arrangement in B-doped CNTs was also
found to be dominating [62]. Most recently, “zigzag” BNNTs
were repeatedly observed by Terauchi et al. [55], Ma et al.
[53, 63], Demczyk et al. [64], and Lee et al. [52] in BNNTs
prepared via different synthetic routes.
It is noteworthy that conventional CNTs do not show any

preferential helicity and display a wide variety of chiralities
[2, 5, 65], which are statistically equally probable. Thus, pref-
erential crystallization of the “zigzag” BN tubular shells is
related to the definite kinetic characteristics of the BNNT
growth yet to be clarified by energy calculations.
Existence of preferential helical angles in BNNT shells

leads to a number of the unique features in BNNTs com-
pared to CNTs, as far as the MWNT layer stacking is con-
cerned. HRTEM images of two BN MWNTs are shown in
Figure 5a and b [42]. Lattice fringes with an average distance
of ∼0.22 nm which correspond to the (10–10) lattice spacing

in BN are clearly resolved for wall fragments. The difference
in HRTEM dotlike contrast in the tube walls is apparent
between Figure 5a and b. Vertical atomic columns (hexag-
onal hBN-stacking) are visible for the wall fringes in Fig-
ure 5a, whereas those in Figure 5b have an angle of 12.5�

with respect to the tube axis (rhombohedral rBN-stacking)
[6], as highlighted in the enlarged atomically resolved wall
segments (insets). Both tubes in Figure 5a and b have a
similar BN hexagon arrangement along the tube axis; that
is, the tube axes are parallel to the [10–10] graphene-like
sheet orientation (“zigzag” type). The computer simulations
of hexagonally and rhombohedrally packed tubular segments
for the “zigzag” oriented BNNTs, revealing a perfect fit with
the optical contrast on the HRTEM micrographs, are finally
shown on the right-hand sides of the HRTEM images.
Existence of definite stacking in BNNT shells reflects

the particular importance of the intershell interactions in
BNNTs compared to the C system where turbostratic stack-
ing between shells typically dominates. Thus it is suggested
that the driving force behind the particular shell stacking in
BNNTs is due to the alternating B and N sites in the neigh-
boring shells in the direction normal to the tube axis in line
with bulk BN ordering.
For many of BNNT HRTEM images experimentally

observed so far, no visible changes between the fringe
contrast intensity in NT wall and core regions, which are
common characteristics of cylindrical tubes, were detected
[42]. In the view of the authors this may imply that the
cross-section of the BNNT is flattened (i.e., elliptical), with
the longer ellipse axis in the image plane. In fact, in such

Figure 5. (a), (b) HRTEM images of “zigzag” BN MWNTs. Definite
but different stacking order is apparent in marked areas in (a) and
(b) as highlighted in the insets. Hexagonal type stacking in (a) and
rhombohedral-type stacking in (b) are confirmed by corresponding
computer-simulated HRTEM images (right-hand side images) for BN
MWNTs having the axes parallel to the [10–10] orientation (“zigzag”
NTs). Reprinted with permission from [42], D. Golberg et al., Appl.
Phys. Lett. 77, 1979 (2000). © 2000, American Institute of Physics.
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a case one should expect nearly similar atomic densities
for the wall and core domains for the HRTEM micro-
graphs. The flattened CNTs have been indeed reported [66].
Mazzoni and Chacham [67] have recently calculated that
flattening causes a reduction of the bandgap in a CNT from
0.92 to 0 eV. Similar results were obtained in the case of
a flattened “zigzag” BNNT by Kim et al. [68]. In the lat-
ter case, the bandgap reduces from ∼5 eV (cylindrical pure
BNNT) to ∼2 eV (collapsed or flattened BNNT). Inter-
estingly, this phenomenon was not seen for an “armchair”
BNNT. Thus, the BNNT flattening phenomena may open
the exciting possibility of smooth tuning BNNT semicon-
ducting properties.

4. CHEMICAL COMPOSITION
AND BONDING IN PURE
AND C-DOPED BN NANOTUBES

4.1. Electron Energy Loss Spectroscopy

The typical electron energy loss (EEL) spectrum taken on
an individual isolated BNNT is depicted in Figure 6 [20].
It displays clear core-loss K-edges of B and N at 188 and
401 eV, respectively. They correspondingly show that the
1s → 
* (left-hand side peak of the edge) and 1s → �*
(right-hand side band of the edge) transition features are
similar to those of layered BN (hexagonal or rhombohe-
dral) [6], implying the existence of a generally sp2-hybridized
structure. On the other hand, Terauchi et al. [69] reported
that the valence electron excitation spectra (so-called plas-
mon loss) of BNNTs has a considerable difference from that
of layered BN due to the fact that the bandgap energy of
BNNTs decreases with respect to layered BN by an amount
of 0.6–0.7 eV due to the curving of a sheet into a nanotube.

4.2. Energy-Filtered Transmission
Electron Microscopy

Spatially resolved EELS and energy-filtered electron
microscopy becomes the most useful experimental technique
as far as atom distribution in C-doped BN and/or ternary
B-C-NNTs is concerned [70–76].
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Figure 6. Representative EEL spectrum taken from an individual iso-
lated 10-shelled BNNT. The B and N K edges at 188 and 401 eV are
visible. The fine structure of the edges corresponds to sp2-hybridized
nanostructure. The calculated atomic B/N ratio is ∼1.0.

For instance, Figure 7 depicts the HRTEM micrograph
of a straight, well-ordered four-shelled C-doped BNNT [47].
The wall fringes exhibit bright contrast in the B and N ele-
mental maps and barely visible contrast for the C map. By
contrast, inside the tube, an encapsulated C-rich amorphous-
like residue is visible. The residue contains fullerene-like
molecules, as shown in the inset. Such molecules, whose
diameter roughly corresponds to the theoretical diameter
of a C60 molecule, ∼0.7 nm, were often seen embedded in
the B–C–N and BNNTs [47]. So-called peapod structures
made of NTs and encapsulated fullerenes have often been
observed in pure CNTs [77]. The data presented in Figure 7
serve as solid experimental evidence that encapsulation of
fullerene-like molecules may also take place in BN-rich
NTs. It is suggested that the present BN-rich NT/fullerene
assembly may create a nanostructural molecular device with
intriguing and unique electronic properties, especially if one
keeps in mind the insulating nature of BNNTs and an excit-
ing possibility of shuffling/moving of C60 molecules inside
the NT channel.
TEM intensity profile analysis on the B, C, and N maps

in the C-doped BN nanotubes [78] led the authors to the
assumption that all three species may actually reside in the
B–C–N tube walls. This is in striking contrast to the common
beliefs on the dominant trend for BN and C shell separa-
tion via organization into so-called sandwich-like structures
across the NTs [71–75, 79, 80] and/or domains along the NTs
of B–C–N. However, the mentioned experimental results
remarkably verify several theoretical predictions of homoge-
neous B–C–N layer stability [70, 74, 81, 82].
The fairly close values of the B and N atomic ratios mea-

sured in many EEL spectra [78] taken on B–C–N NTs led
the researchers to the assumption that nearly stoichiometric

Carbon mapZero-loss

Boron map Nitrogen map

2 nm

Figure 7. Zero-loss (HRTEM) and corresponding energy-filtered
images of BN-rich MWNT with an encapsulated C-rich amorphous-like
residue. The residue contains irregularly shaped and randomly stacked
C60-fullerene-like molecules as highlighted in the inset to the zero-loss
image. Reprinted with permission from [47], Y. Bando et al., Chem.
Phys. Lett. 346, 29 (2001). © 2001, Elsevier Science.
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BN islands may occasionally form within a given C sheet, but
the size of these islands should be well below the resolving
power of the Omega filter TEM instrument used (∼0.5 nm)
[83]. On the other hand, it is noted that in most EELS runs
on B–C–N NTs the N contents prevailed over those of B or
vice versa. This implies that the random spatial distribution
of B and N atoms in the C sheets via assemblage of complex
B–C–N, B–C, and/or C–N containing six-membered rings
should also be presumed to exist.
It is considered now that the peculiarities and kinetics

(rather than thermodynamics) of a given BN/B–C–N NT
synthesis are most important as far as the final elemental
distribution is concerned.
For instance, Figure 8a depicts a HRTEM image (zero-

energy loss) and B-, C-, and N-elemental maps of a rope
synthesized via high-temperature chemical synthesis from
aligned CNx NTs [46, 48]. The B and N contents are seen as
dominant ones. A key feature of the Figure 8 is the obvious
BN/C domain segregation not visible for the shells of the
individual B–C–N NT in Figure 7. The segregation is partic-
ularly documented in Figure 8b where intensity profiles of
the B, C, and N species across the rope (the cross-section
of interest is depicted in the zero-loss image in Fig. 8a) are
thoroughly shown. The digits (shown in nm) on the horizon-
tal axis correspond to the distance along the marked line
(Fig. 8) starting from its left-hand side. One may immedi-
ately note that while the B and N profiles appear to cor-
relate, that of C may either correlate or anticorrelate with
the former two. Most importantly, the BN layers are fre-
quently shielded with the C-rich layers (right-hand part of
Fig. 8b, ∼60–80 nm range), verifying the appearance of the
“sandwich”-like structures. In addition, the B–C–N layers
with variable elemental ratios might also present, as the left-
hand part of Figure 8b displays (∼40–60 nm range).
Thus, in the latter case, the rope is composed of con-

ducting/semiconducting C-rich and/or B–C–N NTs shielded
with insulating BN-rich tubular shells [46, 48] in contrast to
the individual B–C–N NTs with homogeneous B, C, and N
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Figure 8. (a) HRTEM (zero-loss) and elemental maps taken on a BN-
rich B–C–N NT rope synthesized at 2046 K from aligned CNx nanotube
mats, B2O3 and N2. The cross-section of interest is marked with the
black bars on the zero-loss image. (b) The elemental map intensity
profiles across the BN-rich B–C–N rope [along the line shown in the
HRTEM image in (a); from left to right], displaying complex assembly
of BN-rich, C-rich, and B–C–N layers. See text for details. Reprinted
with permission from [48], D. Golberg et al., Chem Phys. Lett. 360, 1
(2002). © 2002, Elsevier Science.

distributions across and along the layers, as discussed earlier
(Fig. 7).

5. IRRADIATION STABILITY
OF BN NANOTUBES

The stability of a given nanotubular structure against vari-
ous environments is of prime importance as far as its real
practical applications are concerned.
The BNNT shells were found to be rather sensitive

to the electron beam irradiation. At low dose irradiation
the annealing-out of NT growth defects effectively occurs
[26]. Figure 9a–d depicts consecutive HRTEM images of a
BN MWNT irradiated under normal TEM imaging condi-
tions (10–20 A/cm2). The time interval between consecu-
tive micrographs is ∼2 min. The initial NT lattice image
in Figure 9a exhibits numerous undulating, dangling BN

5 nm

(a)

(c) (d)

(b)

Figure 9. (a)–(d) Consecutive HRTEM images of a BN MWNT found
in a material laser heated at superhigh nitrogen pressure (11 GPa),
taken at intervals of ∼2 min under normal TEM imaging conditions
(flux density ∼10–20 A/cm2�. Dangling, undulating BN sheets—a com-
monly observed growth defect—are indicated by arrows. The MWNT
section viewed edge-on contains irregularities in shell spacing, which are
marked with a circle and enlarged separately in the insets. Annealing-
out of the growth defects occurs under irradiation. Reprinted with per-
mission from [26], D. Golberg et al., Chem. Phys. Lett. 279, 191 (1997).
© 1997, Elsevier Science.
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sheets viewed edge-on in the areas indicated by the arrows,
in particular for the innermost NT sheet. The spacing
between BN layers in the NT wall is extremely irregular,
showing a very poor degree of crystallinity in the direc-
tion perpendicular to the NT axis. The observed irregulari-
ties caused by an extra atomic plane (i.e., dislocation edge),
Figure 9a–c, or transverse shift of upper and lower internal
sheet parts, Figure 9d, are marked with a circle and subse-
quently enlarged in the insets.
With increasing time of irradiation striking changes in

the NT morphology take place. BN sheets become straight
and align in the direction of the initial growth, while almost
complete ordering of the NT shells occurs. The only defect
remaining in the NT structure is an irregularity between
the third and fourth lattice fringes on the left-hand side of
the image. The observed movement of the dislocation edge
apparently suggests virtual temporary sp3-character bonding
between shells and a changeable stress gradient in the walls
under electron beam irradiation.
An electron beam heats the specimen by energy absorp-

tion [84]. A temperature of several hundreds Kelvin can be
reached on the thin specimen area. In order to distinguish
growth defects from those resulting from electron beam
irradiation, the BNNTs were irradiated for longer times,
as shown in Figure 10 [85]. The results were similar to
those for CNTs: longer irradiation of the entire illuminated
NT region (Fig. 10) at an irradiation dose of ∼30 A/cm2

over 90 min leads first to a decrease in the (0002) fringe
contrast sharpness and, then, to the complete destruction
of the nanotubular morphology, leaving the material with
the consecutive appearance of a near-amorphous BN rod
and near-amorphous BN rectangle-“onion”-like nanopar-
ticle, a shape which is characteristic in the BN system
(see Section 3).

50 min

0 min

90 min

10 min

5 nm

Figure 10. Consecutive HRTEM images demonstrating structural
changes of a BN MWMT into a nested, highly defective octahedral-like
BN “onion” under electron irradiation with a ∼30 A/cm2 flux density.
The irradiation time is shown on the figures. Reprinted with permission
from [85], D. Golberg et al., Mater. Res. Soc. Symp. Proc. 593, 27 (2000).
© 2000, Materials Research Society.

6. METAL-FILLED BN NANOTUBES
In spite of the existing intriguing possibility of making insu-
lating “nanocables” composed of a conducting metal core
and an insulating BN shield, a BNNT can hardly be filled
with any metal due to its relatively poor wetting properties
[6], as opposed to the relative ease in encapsulation of dif-
ferent metals and alloys into conventional CNTs.
The filling of CNTs with metal, metal oxides, or metal

chlorides by capillarity or wet chemistry methods has been
known for a decade [86]. However, all well-established tech-
niques for CNT filling do not effectively work for BNNTs.
As a result, to date the research on capillarity-induced fill-
ing of BNNTs with metals has not been actively carried
out. During conventional laser vaporization or arc discharge
accidentally formed metal-based nanoparticles originating
from electrode and/or crucible materials have so far been
observed at the BNNT tip-ends [1, 16, 50]. Undulating BN
tubular fibers with a continuous ceramic core made of SiC
were produced using a thermochemical C template method
[87]. There have been also recent results on electrochemi-
cal deposition of Cu into submicrometer thick BN tubular
fibers [88].
The present authors invented the simple, low-cost, and

original way of continuous filling BNNTs with 3d-transition
metal via capillarity using a two-step high-temperature syn-
thesis involving (i) preliminary filling of C-based NTs with
the metallic nanoparticles during the standard CVD process,
followed by (ii) a high-temperature C→BN conversion
within NT layers through consecutive chemical reactions
[18]. Figure 11a and b depicts TEM micrographs of the
resultant BNNTs continuously filled with the Invar Fe–Ni
alloy (Fig. 11a) and pure Co (Fig. 11b) nanorods using this
innovative technique.
The yield of filled NTs in the resultant products reached

∼5 vol%. The diameter of metal-filled NTs ranged between
30 and 300 nm, whereas the filled length reached sev-
eral micrometers [18]. A “nanocable” shown in Figure 11a
exhibits an outer diameter of ∼40 nm and contains a
nanorod of alloy with a diameter of ∼20 nm. That shown
in Figure 11b displays an external diameter of ∼45 nm and
displays a Co nanorod with diameter ∼30 nm. The chem-
ical compositions of BN tubular layers and metallic fillings
and their orientation relationship were thoroughly verified
by EELS, EDX, and electron diffraction [18]. Depending on

BN tube

BN tube

Fe-Ni

Co

20nm20nm

(a) (b)

Figure 11. (a), (b) TEM images of BN MWNTs with embedded
3d-transition metal nanorods through high-temperature chemical syn-
theses: (a) a Fe–Ni filling and (b) a pure Co filling. Reprinted with
permission from [18], Y. Bando et al., Chem. Phys. Lett. 347, 349 (2001).
© 2001, Elsevier Science.
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synthetic route used, composite structures may also be pre-
pared: in the latter case the external BN layers may cover
the innermost C layers, which together wrap the innermost
conducting metallic nanowire, as was reported by Zhang
et al. [79] and Ma et al. [80].
The unique features of the filled BNNT are the insulating

properties of the BN tubular shields and conductive proper-
ties of the metallic cores (Fe–Ni, Co), which together made
the first naturally insulated “nanocable.” The unmatched
electrical, magnetic, and mechanical properties of the novel
nanostructures should find appropriate applications in nano-
electronics, nanoscale thermostats, and/or magnetic storage
devices.
In the case of using metallic oxides as a filling medium,

discrete metal clusters were also successfully encapsulated
into BNNT channels. Golberg et al. [45] for the first time
embedded pure discrete Mo clusters into BNNTs (Fig. 12).
The clusters were just ∼1–2 nm in size and spread over the
whole nanotube length of ∼0�5 m. The inset in Figure 12
displays a cluster exhibiting lattice fringes with a separa-
tion of ∼0.223 nm, which perfectly matches the (110) lattice
spacing of a pure crystalline Mo, 0.222(5) nm. Since the
clusters do not wet the internal BN shells they freely levi-
tate within the tubular channel which thus may serve as a
natural “pipeline” for tiny metallic cluster delivery and/or
thermochemical protection.

7. PHYSICAL PROPERTIES

7.1. Thermal Stability

Figure 13a–c shows a comparison between thermal stabil-
ity in air of the CNTs (grown either by a CVD process or
arc discharge) and ropes consisting of BN MWNTs [20].
Differential thermal analysis (DTA) and thermogravimetry
(TG) curves are shown. While oxidation of the CVD CNTs
and the arc-discharge CNTs start respectively at ∼844 and
∼1013 K (as revealed by the corresponding DTA peaks and
dramatic weight losses for the TG curves in Fig. 13), the
reaction temperature of the BNNT ropes with air shifts to a

BN tube
Mo

0.2
2nm

5nm

Figure 12. TEM image of a BN MWNT assembled within a rope and
filled with Mo clusters of just 1–2 nm in size over the whole NT
length. HRTEM image of a representative cluster is shown in the inset.
The cluster displays lattice fringes separated by ∼0.22 nm which fairly
well match the (100) lattice spacing [0.220(8) nm] of a body-centered
cubic Mo cluster. Reprinted with permission from [45], D. Golberg
et al., J. Nanosci. Nanotech. 1, 49 (2001). © 2001, American Scientific
Publishers.
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Figure 13. Comparative DTA and TG curves of BN and C MWNTs.
Characteristic temperatures discussed in the text are particularly high-
lighted. Reprinted with permission from [20], D. Golberg et al., Scripta
Mater. 44, 1561 (2001). © 2001, Elsevier Science.

much higher temperature range. Thorough modelling of the
oxidation process shows that during BN tube oxidation, first,
B2O3 starts to form above ∼1107 K and, then, it vaporizes
above 1423 K. To sum up, the BNNTs display much bet-
ter thermal and chemical stability than their C counterparts.
Thus, BN is preferred as far as NT-based device applica-
tion is expected at high temperature and in chemically active
and/or hazard environments. Thermal stability and chemical
toughness of BNNTs are also of high importance in per-
forming NT-based field emitters in flat panel displays and in
field emission (FE) tips for scanning tunnelling (STM) and
atom force (AFM) electron microscopes.

7.2. Transport I–V Characteristics

Recent striking theoretical predictions with respect to the
unique mechanical and electrical properties of BNNTs pave
the way to the real property measurements [89–103]. For
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instance, Bettinger et al. [101] calculated that a BNNT
should have greater yield resistance compared to a CNT,
suggesting the promising use of the BNNT in environmen-
tally stable reinforcing nanofibers for various composites.
Kral et al. [92] calculated that an electrical current should
appear when a BNNT is exposed to the polarized light (i.e.,
ultrafast optoelectronic and optomechanical devices may be
expected). Moreover, thermal conductivity of a given nano-
tubular structure was calculated to approach the record
value among of all materials existing on the Earth [93];
thus efficient use may be found for cooling computer chips
performing at ultrahigh frequency (>1 THz) in modern
computers. The insulating character of pure BNNTs also
made possible electrical insulation of encapsulated metallic
nanowires in complex electrical circuits.
The first experiment on practical evaluation of FE for an

individual pure BNNT has been reported by Cumings and
Zettl [22] during which an electrically insulating (expected
a priori) BNNT surprisingly demonstrated notable FE cur-
rents at relatively low voltages. In order to further evaluate
the transport and FE prospects of BN-based NT devices,
Golberg et al. [78] performed marginal doping of BNNTs
with C (in order to smoothly tune a bandgap) and ana-
lyzed the resultant I–V and FE characteristics of an indi-
vidual C-doped BNNT rope in a Fresnel projection electron
microscope [so-called low energy electron source micro-
scope (LEEPS)] [78, 107].
The LEEPS images of a representative BN-rich CNT

bundle [before (a) and after (b) I–V measurements]
together with the detected I–V characteristics are shown in
Figure 14a–c [78]. The shape of the I–V curves in Figure 14c
is characteristic of a semiconductor with ∼1 eV bandgap.
Three consecutive I–V curves from [78] (sweeps 1, 2, and
3) that display fairly good reproducibility are shown in
Figure 14c.
To date, there have been a few theoretical predictions

that layered B–C–N materials may display semiconducting
properties intermediate between metallic CNTs and dielec-
tric BNNTs. For instance, Liu et al. [105] calculated a 2.0 eV
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Figure 14. Fresnel projection microscope images. (a) Before transport
measurements, (b) after transport measurements, and (c) consecutive
I–V curves of an individual C-doped BNNT rope: first sweep; second
sweep; and third sweep. All curves are characteristic of a semiconduc-
tor with an estimated bandgap of ∼1 eV. Reprinted with permission
from [78], D. Golberg et al., Chem. Phys. Lett. 359, 220 (2002). © 2002,
Elsevier Science.

bandgap for a BC2N stoichiometric sheet, while Zhu et al.
[106] obtained a 0.2 eV gap for a BCN layered network.
There has been an experimental estimate of the bandgap in
a mat of ternary B0�34C0�42N0�24 undulating highly defective
CVD tubular fibers using photoluminescence, stated to be
around 1.0 eV [28]. The value of the bandgap experimen-
tally determined for an individual straight perfectly ordered
BN-rich B–C–N NT rope was close to ∼1 eV [78]. The small
value of the bandgap is due to the global reduction of the
ionicity of the C-doped BNNT network compared to pure
BNNTs (bandgap of ∼5.5 eV [4]) in the earlier experiments
of Cumings and Zettl [22].

7.3. Field Emission Parameters

FE properties of aligned NT mats composed of B, C, and
N atoms were found to be mostly governed by the chem-
ical composition [104]. For instance, Figure 15a displays a
LEEPS image of a representative individual C-doped BNNT
rope, utilized for FE measurements [107]. The image of the
same rope after the FE event is also given in Figure 15b.
Figure 15c shows consecutively recorded I–V FE curves.
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Figure 15. LEEPS images of a C-doped BN MWNT rope before (a)
and after (b) FE measurements; and (c) consecutive I–V curves taken
at three distances between the tungsten tip of the LEEPS micro-
scope and the rope: curve 1—indefinitely large distance; curve 2—when
notable FE current was first recorded; curves 3–5—consecutive runs
taken at a shorter distance. FE current gradually increases while the
rope is presumably “sharpened” (3–5). Inset in (c) shows a representa-
tive Fowler–Nordheim plot for curve 5. Reprinted with permission from
[107], P. Dorozhkin et al., Appl. Phys. Lett. 81, 1083 (2002). © 2002,
American Institute of Physics.
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Curve 1 was taken at a large distance, d, between the micro-
scope tip and the rope and shows only a small leakage
current. The tip was then moved closer to the rope until a
notable FE current was first detected (curve 2). Then, the
tip–rope distance was finally decreased and three consecu-
tive I–V curves (3–5) were recorded at fixed d.
Remarkably, the last recorded curve 5 demonstrated sta-

ble FE current up to at least 2.5 A, which is fairly close
to the maximum stable FE current (∼2 A) reported for an
individual CNT [108]. When plotted in Fowler–Nordheim
[109] coordinates (inset to Fig. 15c) curve 5 fits a line at low
voltages proving that a conventional FE process is taking
place.
To summarize, a C-doped BNNT rope is a good field

emitter with emission characteristics comparable to those of
CNTs. While its ability to produce high FE currents is sim-
ilar to that of CNTs, the BN-based NT rope exhibits better
environmental stability for FE, opening the new horizon in
a wide application of C-doped BNNTs in flat panel displays
and/or FE tips for the STM and AFM microscopes of the
new generation.

8. APPLICATIONS

8.1. Gas Adsorption

It is noted that investigations aiming to probe gas adsorption
properties of BNNTs for potential applications are becom-
ing more and more important. For instance, hydrogen—the
cleanest source of energy—holds promise for solving current
environment pollution problems with zero-emission vehicles.
The research on hydrogen uptake in BN nanotubes was ini-
tially promoted by that in counterpart CNTs. Single-walled
CNTs were intensively studied and revealed strong inter-
actions between hydrogen molecules and tube walls [110].
However, quite different uptake values were reported by
various groups [110–112]. This may be caused by the differ-
ence in electronic interactions between hydrogen and CNTs
exhibiting various atomic structure; in fact, CNT electri-
cal properties are highly sensitive to its morphology and
atomic order which are yet not under control [5]. By con-
trast, BN nanotubes are quite electrically uniform offering
stable insulating properties independent of the atomic struc-
ture, diameter, and number of layers. Recently Ma et al.
[113] has demonstrated that BN nanostructures may absorb
hydrogen at the level equal or even exceeding that for C
nanotubes. Multiwalled BNNTs could adsorb 1.8–2.6 wt%
of nitrogen under ∼10 MPa at room temperature. Innova-
tive nanostructures in BN may also be of great importance
in the field [114–120]. For instance, Tang et al. [120] has
demonstrated that significant hydrogen uptake increase (up
to 4.8 wt%) may occur in collapsed BNNTs having highly
developed surface area due to breaking of straight tubular
shells into hairlike fragments attached to the tubular-like
core. High thermal and chemical stability of BNNTs which
is superior to that of CNTs [20, 121] may be also an advanta-
geous factor for applications in hydrogen storage NT capac-
itors, since the latter presumes long-time thermal cycling in
nonvacuum conditions.

8.2. Electrical Nanoinsulators

The insulating nature of BNNTs opens up a new horizon
in producing electrically insulated embedded nanowires in
downsized electrical devices and complex nanocircuits. The
problem of poor wetting properties of BN material could
be effectively overcome through conducting two-stage fill-
ing processes [18, 45], simultaneous growth of a nanowire
and BN shells, or substitution of BN coating for the filling
procedure [115–122]. Another possible route is production
of BNNT insulated C or B–C–N NTs through sandwich-like
tubular structure formation [48, 79, 80]. Recently perfect
insulating performance of mechanically tough BN tubular
shields and excellent conductive properties of the internal
tubular B–C–N layers were verified for such eagerly awaited
nanostructures during in-situ transport and field emission
experiments in a LEEPS microscope [123].

8.3. Field-Emitting Devices

Due to the insulating nature of BN material field emission
from pure BNNTs may doubtfully be of interest due to nat-
urally high turn-on fields, low current densities, possible arc-
ing, and resistance heating [6, 124]. In fact, high turn-on
fields of 15.2 to 8.3 V/m [125] were measured on microcrys-
talline BN thin films. For comparison, the best field emitters
made of aligned CNTs typically have turn-on fields in the
range of 1–3 V/m. Doping of BNNTs with C seems prefer-
able for lowering turn-on fields and increasing current den-
sities of BNNTs [106]. In fact, turn-on fields of 2–3 V/m
and current densities of ∼3 mA/cm2 have recently been
achieved on C-doped BNNT films at 5.5 V/m macroscopic
fields [126]. For comparison the best field emitters made of
CNTs may reach 10 mA/cm2 below 4.5 V/m—thus the bet-
ter parameters. Particular selection of C or BN–C NT field
emitters for a given application thus should be governed by
the interplay between the importance of the environmental
stability (better for BN–C NTs) and absolute field emission
characteristics (better for CNTs).

9. CONCLUDING REMARKS
We conclude that in spite of the significant difficulties in
BNNT preparation, structural analysis, and property mea-
surements, the notable breakthroughs in their synthesis and
atomic structure determination have been achieved within
a few experimental and theoretical research groups, among
those Y. Bando’s group at NIMS (Japan), A. Zettl’s group at
the University of California, Berkeley (USA), A. Loiseau’s
group at CNRS (France), C. N. R. Rao’s group at the Ban-
galore CSIR Centre (India), Y. Saito’s group at the Mie
University (Japan), M. Terauchi’s group at Tohoku Univer-
sity (Japan), A. Rubio’s group at the University of Pais Vasco
(Spain), D. Tomanek’s group at Michigan State University
(USA), M. Terrones’s group at IPICYT (Mexico), R. Ruoff’s
group at Northwestern University (USA), and Y. Chen’s
group at Australian National University may be mentioned.
The main challenge is now to significantly increase the

yield of BNNTs to promote their advantageous applications
as compared to conventional CNTs and to exploit novel
BNNT structures [127–129].
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GLOSSARY
Armchair nanotubes Nanotubes having their axes in par-
allel with the [11–20] orientation of a graphitic sheet.
Energy filtered elemental maps Images of nanostructures
using electron loss energies characteristic of a band transi-
tion of a particular element.
Field emission Extracting electrons from a substance
placed at a particular distance from a positively biased
electrode.
Multiwalled nanotube A nanotube having more than two
layers.
Nanotube A cylinder made of a wrapped graphitic sheet
exhibiting diameters down to 4 Angstroms.
Single-walled nanotube A nanotube having a single atomic
shell.
Zigzag nanotubes Nanotubes having their axes in parallel
with the [10–10] orientation of a graphitic sheet.
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1. INTRODUCTION
Since the discovery of Buckminsterfullerene C60 by Kroto
et al. [1] in 1985 and the discovery of large quantity synthesis
by Krätschmer et al. [2] in 1990, this molecular allotrope of
carbon has attracted intense interest because of its unique
physical and chemical properties. Varied novel materials
based on C60 have been synthesized successfully showing
fantastic properties.

C60 is a beautiful spherical hollow molecule with a diam-
eter of ∼1 nm possessing the highest degree of symmetry
of all known molecules. Remarkable potential applications
in future nanoscale molecular electronic devices were pro-
posed [3] for C60 molecules based on their fantastic prop-
erties and structural and chemical stabilities. Moreover, the
molecule shows a strong ability to form derivative structures,
such as substituted heterofullerenes, encapsulated endohe-
drals fullerenes, metal-adsorbed exohedral fullerenes, and
so on. These novel structures broaden the field of nano-
structured carbon materials and stimulated the research on
fullerene-based nanotechnology.

Crystalline C60, as a new third form of crystalline carbon,
along with diamond and graphite, has also exhibited many
interesting properties. Solid C60 is a typical molecular crys-
tal, it can be intercalated by metal atoms and molecules,
polymerized, or composited to form complex solid-state
structures. Many novel properties have been discovered such

as high temperature superconductivity in alkali metal inter-
calated C60 compounds, ultrahigh hardness even exceeding
diamand in three-dimensional (3D) polymerized C60, and
high temperature organic ferromagnetism in 2D rhombohe-
dral polymerized C60.

In this chapter, we summarize the structure and prop-
erties of the single C60 molecule and C60 based materials,
including metal-intercalated, polymerized, doped, compos-
ite, and other derivative compounds. Moreover, recent
progress in the search for some novel low-dimensional C60
derivative structures, such as heterofullerenes, endohedral
fullerenes, exohedral fullerene complexes, C60 in carbon
nanotubes, and (C60�n clusters, is also summarized.

2. C60 MOLECULE

2.1. Synthesis

Fullerenes can be extracted from the soot made by either
combustion [4–7] or pyrolysis of aromatic hydrocarbons
[8–13] or by an arc-discharge process [1]; the latter is now
the most commonly adopted and convenient method. It is
usually achieved by heating resistively and evaporating car-
bon (usually graphite) electrodes with a small gap con-
trolled as a constant in a helium or an argon atmosphere by
passing a high electric arc-discharge current between them
(see Fig. 1). For the carbon arc-discharge method, the best
inert gas atmosphere is high-purity helium with preferred
quenching-gas pressure in the range 100–200 Torr. Rods of
smaller diameter of about 5 mm are most suitable for cur-
rents of 100 ampere; larger reactor volumes and high purity
rods give higher yields and lower impurity content soot.
Since the fullerene containing soot is better able to diffuse
away from the hot discharging zone and the intense ultra-
violet (UV) light of the arc, it is better that the inert gas
is flowed through the arc zone. Either ac or dc discharge
may be available and the latter results in consumption of the
anode only which gives facilities for the use of anode rod
autoloaders and continuous operation. The common yield
of fullerenes in soot through this method is about 10%,
of which the yields of C60 and higher fullerenes (mainly C70)
are about 75 and 25%, respectively.
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410 C60-Based Materials

Figure 1. Schematic view of the generation process of fullerenes.

During the fullerene formation process, insoluble nano-
scale carbon soot is formed together with soluble fullerenes
and other soluble impurity molecules. Extraction can now
most conveniently be performed with chloroform or toluene.
The latter is more rapid but risks reaction brought about
by the toluene (or xylene, mesitylene, etc.) solvent due to
their susceptibility to electrophilic substantial reaction and
degradation. The efficiency of this solvent method for the
extraction is tied to the solubility of the fullerene molecules
in solvents.

Liquid column chromatography is the main technique
used for fullerene purification. Here purification means the
separation of the fullerenes to distinguish C60, C70, etc. Ear-
lier experiments used alumina [14] or mixtures of alumina/
charcoal with toluene/hexane elution [15, 16]. The simpler
and less expensive method employs Norit Elorit carbon
granules as the stationary phase with toluene elution for C60
and following 1,2-dichlorobenzene for C70, in this way C60
can be obtained at a fairly high rate of 10 gram per hour
[17]. It is also necessary to wash the samples after purifi-
cation with acetone to remove traces of hydrocarbons and
other impurities.

A recent experiment showed that C60 can be synthesized
in 12 steps from commercially available starting materials
by rational chemical methods [18]. A molecular polycyclic
aromatic precursor bearing chlorine substituents at key posi-
tions forms C60 when subjected to flash vacuum pyrolysis at
1100 �C and no other fullerenes are formed as by-products.

2.2. Structure

For C60 there are 1812 possible structures [19], but the most
stable isomer and the only one in which all the pentagons
are nonadjacent is depicted as a truncated icosahedron cage
structure with 90 edges, 60 vertices, and 32 surfaces, 12 of
which are pentagonal and 20 are hexagonal (see Fig. 2 [20]).
This building principle obeys Euler’s theorem predicting that
exactly 12 pentagons and an arbitrary number n of hexagons
are required for the closure of a carbon closed cage. Other-
wise C60 is the most stable fullerene because it is the smallest
possible to obey the isolated pentagon rule (IPR) [21, 22]
which predicts fullerene structures with all the pentagons
isolated by hexagons to be stabilized against structures with
adjacent pentagons. The mean diameter of a C60 molecule is

Figure 2. (a) Schematic 3D structural diagram for a C60 molecule.
(b) Scanning tunneling microscopy images of a C60 molecular array
which shows clearly the cage structure and double and single bonds.
Inset is a theoretical simulation image. Adapted with permission
from [20], J. G. Hou et al. Nature 409, 304 (2001). © 2001, Macmillan
Magazines Ltd.

about 7.10 Å [23], or considering the thickness of the elec-
tron cloud shell the outer and inner diameters are approxi-
mately 10 and 4 Å, respectively.

The point group of C60 is icosahedral Ih which com-
prises 120 symmetry operations consist of identity operation,
12 fivefold axes through the centers of the 12 pentagons,
20 threefold axes through the centers of the 20 pentagons,
and 30 twofold axes through the centers of the 30 edges
joining 2 hexagons combined with their inversion operations.
Thus the C60 molecule has the highest degree of symmetry
of any known molecule.

The 2D representation of the 3D structure of C60 is shown
in Figure 3 [24]. It is created by shrinking the polygons of
the nearest face and expanding those of the far face to fit all
60 carbon atoms within one plane. Obviously the Schlegel
diagrams for C60 may have either a pentagon or hexagon at
the center, and a pentagon in Figure 3.

Figure 3. 2D Schlegel diagram for a C60 molecule. Adapted with per-
mission from [24], A. Hirsch, in “Fullerenes and Related Structures,
Topics in Current Chemistry” (A. Hirsch, Ed.), Vol. 199, p. 13. Springer-
Verlag, Berlin/Heidelberg, (1999). © 1999, Springer-Verlag.
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2.3. Electronic Structure

A neutral C60 molecule has 240 valence electrons; 180 are
involved in �-bonding energy levels lying well below the
Fermi level. They brace and stabilize the cage structure. The
remaining 60 electrons are involved in �-bonds, contributing
to the conduction.

Since C60 forms a near-sphere cage structure, the devia-
tion from planarity leads to an admixture of s orbitals char-
acter into the pz orbitals, where z is perpendicular to the
(local) surface of the buckyball sphere. An average � bond
hybridization of sp2
278 with a fractional s (about 9%) charac-
ter into the pz orbitals was estimated [25–29], compared to
graphite with pure bond hybridization of sp2. Geometrically
the pz orbitals extend further outside the cage than inside
the cage.

The bonds at the junctions of two hexagons ([6,6] bonds)
(∼1.40 Å) are somewhat shorter than the bonds at the junc-
tions of a hexagon and a pentagon ([5,6] bonds) (∼1.45 Å);
thus the [6,6] bonds are usually considered to be double
bonds and the [5,6] single. The shortening of bonds is caused
by the partial localization of the �-orbitals into localized
bonds and thus is directly related to the symmetry of C60.
This ununiformity of bond lengths has been demonstrated
by a series of theoretical [30, 31] and experimental investi-
gations [32–34]. As a consequence, the double bonds in C60
only lie at the junctions of the hexagons ([6,6] double bonds)
and do not lie in the pentagonal rings.

Due to the near-spherical shape of the C60 molecules, the
fullerene electronic eigenstates can be considerd by spher-
ical harmonics and classified by their angular momentum
quantum numbers l (see Fig. 4). Due to the Pauli exclusive
principle, 50 �-electrons fully occupy the angular momen-
tum states up through l = 4, leaving 10 �-electrons in the
l = 5 state which can accommodate 22 electrons in full
spherical symmetry, assuming that all the l = 5 states are
filled before any l = 6 level becomes occupied. For C10+

60
with l = 4 filled, no significant bond length alternation is

Figure 4. (a) Schematic diagram of the electronic structure for the 60
�-electrons in C60 by Hückel theory calculation of the molecular energy
spectrum of neutral C60. The number l is the orbital angular quantum
of the spherical harmonic from which a molecular orbital is derived.
(b) Density of states (DOS) for the isolated C60 molecule calculated
using the discrete variational local density approximation method. Ver-
tical lines denote energy levels of the molecule. The DOS is obtained
by broadening the discrete levels with a Lorentz function for better
comparison with experimental data.

expected. But in the case of neutral C60 with the symme-
try lowered from ideal spherical symmetry to icosahedral
symmetry, the l = 5 state split into the (hu + t1u + t2u� irre-
ducible representations and the fivefold-degenerate hu level
(the lowest energy level) is completely filled by the remain-
ing 10 electrons (see Fig. 4). This level forms the highest
occupied molecular orbital (HOMO) in C60. The threefold-
degenerate t1u level of l = 5 state forms the lowest unoccu-
pied molecular orbital (LUMO) and this low-lying LUMO
suggests that the C60 is a fairly electronegative molecule.
The HOMO–LUMO gap is calculated to be about 1.7 eV.

2.4. Properties of Single C60 Molecule

2.4.1. Main Description
The main properties of C60 molecule are summarized in
Table 1 [23, 30–39]. The comparison of properties of C60
with other fullerenes (from C20, C36� 
 
 
 to C106� is listed in
Appendix A [23, 36, 40–55].

2.4.2. Electronic Transport Properties
Electronic transport properties of individual C60 molecules
have been investigated using a scanning tunneling micro-
scope (STM) which enables controlled two-terminal mea-
surements or a three-terminal transistor configuration which
enables gate-voltage controlled current amplifications.

The resistance of a C60 molecule was determined by the
study of electrical contact with an individual C60 introduced
between a STM tip and a clean Au(110)-(1 × 2) surface
at 300 K in ultrahigh vacuum [56]. It was revealed that at
low applied bias voltages of ±200 mV this system exhib-
ited linear current–voltage (I–V ) characteristics at all fixed
tip displacement, indicating that the system behaves simi-
larly to a metal–vacuum–metal tunnel junction at low bias
voltage within the C60 HOMO–LUMO gap. In this sense,
the linearity allows us to define the intrinsic electrical resis-
tance of an individual C60 molecule. It was observed in

Table 1. Properties of C60 molecules.

Property Quantity Ref.

IPR isomers 1
Symmetry (point group) Ih
Double bond length ∼1.40 Å [30–34]
Single bond length ∼1.45 Å [30–34]
Average C–C distance 1.44 Å [33]
Diameter 7.10 Å (mean) [23]
Volume per molecule 1
87× 10−22/cm3

(�abc)
Number of distinct C sites 1
Number of distinct 2

C–C bonds
Binding energy per atom 7.40 eV [35]
Electron affinity 2
65± 0
05 eV [36]
Cohesive energy 1.4 eV/atom [37]

per C atom
Ionization potential 7
95± 0
02 eV [38]
HOMO–LUMO gap 1.7 eV (Dmol3 cal.)
Heat of formation (41
8± 0
3 kJ per C atom) [39]

(at 298 k)
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the current–distance (I–s) characteristics that the tunneling
current increases approximately exponentially with tip dis-
placement in the tunnel regime, but this behavior changes
significantly as contact is established. A theoretical calcu-
lation using the elastic scattering quantum chemistry tech-
nique configured for STM (STM-ESQC) [57] considering
the full atomic structure and valence orbitals of the tip, the
C60 molecule, and the Au(110) surface agreed very well with
the experimental I–s curve. The deformation of C60 was
also included in STM-ESQC using the molecular mechanics
(MM2) routine with a standard sp2 carbon parametrization
[58], and the C60 conformation was optimized for each tip
displacement s. The current I through the molecule was
then calculated for each conformation. The point of electri-
cal contact was found to be s = 12
3 Å, where the van der
Waals expansion induced by tip attraction is compensated by
tip compression, and the C60 molecule may be considered
approximately as its original shape. An apparent electrical
resistance of 54.80 M� for the total junction with C60 was
determined at this point. In the Landauer formalism [59] of
T = �h/2e2�R−1, this value corresponds to the C60 electronic
transparence (ease of transmission) of T = 2
3× 10−4.

This experiment of “squeezing” a C60 molecule by apply-
ing a small force in the nanonewton range with a metallic
STM tip also results in a shift of the molecular orbital levels
[56]. The mechanically induced shift provides a means to
modulate tunnelling through a single C60 molecule, even in a
nonresonant tunnelling regime, and to change its resistance
up to a limiting value approaching the quantum of resis-
tance, h/2e2 (∼12.9 k�� [56]. The phenomenon, mechan-
ically modulated virtual-resonant tunnelling, has also been
used to design an single-molecule electromechanical ampli-
fier, by making use of the ability to mechanically reduce
molecular level degeneracy [60].

Electronic transport properties of C60 molecules have also
been studied in some other systems: The scanning tunneling
spectroscopy (STS) investigation of an isolated C60 molecule
considered as a quantum dot in a double barrier tunnel junc-
tion (DBTJ) configuration [61] was carried out showing clear
discrete molecular-level spectrum and obvious interplay with
single-electron charging effects.

A novel negative differential resistance (NDR) molecu-
lar device is realized involving two C60 molecules; one is
adsorbed on a STM tip and the other is on the surface of the
hexanethiol self-assembled monolayer [62]. It was demon-
strated that it is the narrow local density of states features
near the Fermi energy of the C60 molecules that lead to the
obvious stable and reproducible NDR effect.

In a single-C60 nanomechanical transistor configuration
based on an individual C60 molecule connected to gold
electrodes [63], the transport measurements provided obvi-
ous evidence for a coupling between the center-of-mass
motion of the C60 molecules and a single-electron hopping—
a novel conduction mechanism. The coupling is manifest as
quantized nanomechanical oscillations of the C60 molecule
against the gold surface with a frequency of about 1.2 THz
which agreed well with a simple theoretical estimate based
on van der Waals and electrostatic interactions between C60
molecules and gold electrodes [63].

2.4.3. Scanning Tunneling Spectroscopy
Scanning Tunneling Spectroscopy of Isolated C60
Molecule The scanning tunneling microscope is a power-
ful tool for measuring the local density states of surfaces and
molecules. STS of an isolated C60 molecule can be obtained
in a DBTJ system (see Fig. 5a) where the individual C60
molecule is coupled via two tunnel junctions to the metal
substrate and an STM tip of vacuum and insulating layer,
respectively, in order to eliminate the interaction between
the metal substrate and C60 molecule. Figure 5 shows a she-
matic view and equivalent circuit of the experimental setup
and a typical spectroscopy of C60 in this system.

Zeng et al. [62] measured the STS with such a system
at a low temperature of 78 K by employing a hexanethiol
self-assembled monolayer as the insulating barrier between
C60 and a gold substrate. Their results exhibited a noticeably
larger HOMO–LUMO gap of ∼2.8 eV (see Fig. 5), which
is about 1 eV larger than the intrinsic HOMO–LUMO gap
of ∼1.7 eV. Because the size of a C60 molecule is about 7 Å,
much smaller than other metal or semiconductor quantum
dots so far, the charging energy EC of such a nanojunction,
about 1 eV, is significant enough to be comparable with
the molecular HOMO–LUMO bandgap (Eg� of a neutral
C60 molecule. So they attributed the larger gap width they
observed to the sum of Eg and EC . It was also noted that
their differential tunneling spectra showed clearly fine peaks
at the position of HOMO and LUMO energy regions. The
three peaks in the negative bias region and five peaks in the
negative bias region were well attributed to the degenerate
splitting of threefold degenerated LUMO (t1u) and fivefold
degenerate HOMO (h1u� level. The reason for the orbital
degeneracy was considered to be the strong local electrical
field and the Jahn–Teller effect.

Porath et al. [61] performed similar experiments at a low
temperature of 4.2 K by using a polymethyl-methacrylate
layer (less than 40 Å thick, determined by X-ray measure-
ments) as the insulating barrier. The tunneling current–
voltage spectra they observed also showed both Comlomb
blockade and Coulomb staircase behavior and rich fine
structures resulting from the discrete levels of a single C60
molecule and the splitting of the degenerate energy levels.
But the HOMO–LUMO gap in their specra observed was
about 0.8 eV (generally less than 1.5 eV), which is much less
than that of a free neutral C60 molecule. They attributed the

Figure 5. Scanning tunneling spectroscopy of a single C60 molecule in
a double barrier tunneling junction system. Dashed line is the dI–dV
curve; solid line is the I–V characteristic curve.
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origin of the smaller gap mainly to the level space between
LUMO(C−

60� and HOMO(C+
60�.

Inelastic Electron Tunneling Spectroscopy of Single
C60 Molecule Inelastic electron tunneling spectroscopy
(IETS) is a powerful technique to obtain average vibra-
tional information on condensed molecule species [64].
Combined IETS–STM can provide vibrational information
resolved on single molecules [65–72]. It has been demon-
strated that when C60 is adsorbed on a surface, the structure
of the free molecule remains fairly unaltered [73]. Pascual
et al. [64] extend the inelastic STS (ISTS) studies to single
C60 molecules adsorbed on Ag(110) surface; they observed
peaks at ±54 mV in the d2I /d2V curves in ISTS spectras
on those C60 molecules which oriented along one of their
symmetry axes upon adsorption (see Fig. 6). In strong coin-
cidence, those fullerenes maintain a resonance structure at
the Fermi level that resembles the first unoccupied molec-
ular orbital distribution of a free molecule. The enhanced
signal was attributed to the excitation of a fullerene-cage
vibrational mode by inelastic tunneling electrons. The vibra-
tion was assigned to the Hg��2� mode (431 cm−1�, a fivefold
denegerated mode of a free C60 molecule corresponding to a
“gerade” breathing of the molecular cage with larger radial
component along the C5� symmetry axis. Only in those cases
where some molecular symmetry survives upon adsorption
does some mode degeneracy remain, leading to a detectable
contribution in the inelastic signal; for molecules in a non-
symmetric orientation, degeneracy splitting, and subsequent
mode mixing, may be so extensive that the observation of
clear vibrational features in the ISTS spectra is suppressed.
They concluded that the nature of the electronic molecu-
lar resonances around the Fermi level EF , which determines
the vibrational mode primarily, and the existence of a sur-
viving symmetry on the adsorbed species, which determines
the magnitude, were the two principal detection selection
rules.

Figure 6. Comparison of ISTS spectra measured consecutively on two
neighboring C60 molecules. The dashed plot corresponds to the spec-
trum acquired on the bare silver surface. Each spectrum is the aver-
age of six bias voltage scans (25 sec/scan). In (a), the peak at 54 mV
(−54 mV) represents a normalized change in conductance of 9% (8%).
(I = 1
6 nA, Vs = 0
5 V, Vac = 5 mV rms at fac = 341 Hz.) Adapted
with permission from [64], J. I. Pascual et al., J. Chem. Phys. 117, 9531
(2002). © 2002, American Institute of Physics.

2.4.4. 13C Nuclear Magnetic
Resonance Spectroscopy

By using room temperature 13C nuclear magnetic resonance
(NMR) spectroscopy, Taylor et al. [14] and several research
groups [74–76] obtained the first structure data for C60
molecules in solution. In the spectrum, there is only one
peak, showing extremely simple character, at a chemical
shift of 143.2 ppm relative to tetramethyl silane (the stan-
dard reference molecule for 13C NMR spectroscopy). This
only-one-peak character confirms that each carbon atom in
the C60 molecule is equivalent in the solution environment.
In comparison with C60, the C70 molecule has five inequiv-
alent carbon sites out of total atoms in geometry, corre-
sponding to a richer NMR spectrum character of five peaks
at 130.9, 145.4, 147.4, 148.1, and 150.7 ppm in a ratio of
10:20:10:20:10. Figure 7 shows typical 13C NMR spectra for
the C60 and C70/C60 mixture in benzene solution showing
clear peak features [74].

2.4.5. Optical Properties
In gas phase or in organic solutions, optically excited
fullerene molecules are influenced relatively weakly by their
environments, thus the photophysical properties can be con-
sidered as those for near free molecules. The molecular
energy level and photophysical behavior of electronically
energized states for an individual C60 molecule can be
well described by using a Jablonski diagram, as shown in
Figure 8. In this type of diagram, photoexcited electronic
states of molecules include spin triplets �S = 1� and spin
singlets �S = 0�. The energy state definitions and transitions
between these states are interpreted in Table 2.

The low-lying electronic transitions in C60 are only weakly
allowed because of the high degree of symmetry in the

Figure 7. 13C NMR spectra for C60, C70, and C70/C60 mixture in ben-
zene solution at 298 K. (a) C60 sample; (b) C60/C70 mixture sample;
(c) C70 sample, peaks labeled a, b, c, d, and e are assigned to C70 and
correspond to the distinct five carbon atoms in a C70 molecule in the
right panel. Adapted with permission from [14], R. Taylor et al., Chem.
Commun. 1423 (1990). © 1990, Royal Society of Chemistry.
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Figure 8. Diagram of electronic energy levels of C60 molecule.

closed-shell electronic configuration. The absorption band
of C60 in the visible is very weak, with the molar absorptiv-
ity at the band maximum of only ∼950 M−1 cm−1 [14, 74,
77, 78]. Only a small fraction of the broad visible absorption
band in the 430–670 nm region is due to the contribution of
the transition to the lowest excited singlet state S1 [79].

With extensive experimental investigations [79–95], it was
well known that both C60 and C70 are only weakly fluores-
cent from the lowest singlet S1 to the ground state, with C70
having a slightly higher fluorescence quantum yield. Due to
the weak interaction with each other, fluorescence lifetimes
and fluorescence quantum yields of the fullerene molecules
in solution under ambient conditions are essentially solvent
independent.

In fact, upon photoexcitation, the excited singlet state S1
decays are mainly dominated by nonradiative intersystem
crossing to the excited triplet state T1, with a very large quan-
tum yield of nearly 100% [77, 96–99]. The extremely effi-
cient intersystem crossing produces a high population of the
excited triplet state T1. Phosphorescence emission from the
T1 state to the ground state S0 is so weak that it could not be
detected initially even in a cryogenic sample [100]. The weak

Table 2. Energy states and transitions in a C60 molecule.

Energy states

S0 ground (singlet) state
S1 (T1) first excited singlet (triplet) state
Sn (Tn) higher excited singlet (triplet) state

Transitions or decays

Absorption including ground state absorption S0 →
Sn and excited state absorption Tn →
Tm �n�m ≥ 1�

Fluorescence S1 → S0 (usually)
Phosphorescence T1 → S0 (usually)
Internal conversion Sn → Sn−1 and Tn → Tn−1, radiationless tran-

sitions
Intersystem crossing

(ISC)
Sn → Tm for n > 0, or Tm → Sn for m > 0,

radiationless transitions

phosphorescence reflects a low radiative rate for T1 → S0
emission, which is both spin and orbitally forbidden, plus
comparatively rapid T1 → S0 nonradiative decay of intersys-
tem crossing; see Figure 8. Previous results for the triplet T1
lifetime of C60 in room-temperature solutions range from 37
to 285  s and even longer [77, 96, 98, 99, 101–105]. Recently
Weisman [106] concluded that the wide discrepancies among
these values likely reflect the presence of bimolecular decay
channels such as self-quenching or unrecognized triplet–
triplet annihilation, the effects of impurities in solution, or
uncertainties in the kinetic data. He obtained an intrinsic T1
triplet lifetime of 143  s by eliminating the self-quenching
component of this decay of 0.21%/ M.

Fullerenes and their derivatives were found to be excel-
lent optical limiters in room-temperature solution [107–111].
The first report of the optical limiting (OL) of C60 was that
C60 in toluene possesses the strongest OL response toward
a laser at 532 nm. Optical power limiting occurs when the
optical transmission of a material decreases with increas-
ing laser fluence [112] which is now attributed to strong
triplet absorption [112–115]. C60 is an excellent broadband
nonlinear absorber for potential optical limiting and optical
switching applications [108, 112, 116–119], because of higher
triplet–triplet transient absorption cross sections than the
ground-state absorption cross sections [101, 108, 120]. How-
ever, a recent study suggested that in addition to the strongly
absorptive excited singlet and triplet state, other transient
species that are most likely associated with photoexcited
state bimolecular processes may also be responsible for the
observed strong optical limiting responses of fullerene in
solution [119, 121]. There have been several mechanisms
suggested to account for the optical limiting behavior of C60,
including reverse saturable absorption (RSA) [107], nonlin-
ear scattering [122], thermal blooming [108, 123], and mul-
tiphonon absorption [108]. RSA was proved by transient
absorption spectra to be the dominant mechanism, whereas
other processes become important at high input influences
[108, 122].

Photoexcited fullerenes are also excellent electron accep-
tors, exhibiting strong interactions with a variety of electron
donors [89, 124, 125]. The unique properties of fullerenes
with respect to photoinduced electron transfers include the
small solvent reorganization energy [126] and the ability of
a single fullerene cage to accept multiple electrons [127].
Photochemical reactions of fullerenes through an electron
transfer mechanism often yield products that are differ-
ent from those expected on the basis of known reactions
of typical aromatic systems [128, 129], and in these reac-
tions fullerenes often behave quite differently from polyaro-
matic compounds and other electron acceptors such as por-
phyrins. The recent development of cage functionalization
methods [118, 130–133] has made it possible to prepare
redox active fullerene derivatives for fundamental studies
of photoinduced electron transfers and charge separations
and for potential technological applications such as solar
energy conservation. Fullerene molecules and their deriva-
tives have also been used as charge generators in photocon-
ductive polymer thin films [134–136].

The photophysical quantities for C60 molecules in solution
are listed in Table 3, corresponding to the physical proper-
ties illustrated in Figure 8.
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Table 3. Photophysical quantities for C60 molecules in solution.

Property Quantity Ref.

S1 energy 2.0 eV [77]
T1 energy 1.62–1.69 eV [77, 137]
S2 energy 3.4 eV [120]
T2 energy 3.3 eV [120]
!T , ISC quantum yield (S1 → T1� 0.88–0.98 [77, 96–99]

(near 100%)
!F , fluorescence quantum yield 3
2 × 10−4 [79]
"F , singlet (S1) lifetime 1.2 ns [138, 111]

(fluorescence lifetime)
!F , phosphorescence 8
5× 10−4 [77]
quantum yield

"F , triplet (T1� lifetime 143  s [106]
(phosphorescence lifetime)

2.4.6. Solubility Properties of C60

Solubility of C60 in Various Solvents The solubility of
C60 in various solvents has been measured extensively in the
past 10 years [139–153]. These experimental studies were
mainly motivated to improve the efficiency of the separa-
tion process of fullerenes. Studying the organic solvents of
C60 is important for the separation of fullerenes, investiga-
tion of their chemical properties, and the synthetic reaction
to functionalize fullerene in organic solvents. Moreover, the
globular molecule provides a near-ideal model for the the-
oretical studies of solubility. Full coverage of the solubility
properties of C60 in various solvents from various literature
is given in Table 4. In general, C60 has poor solubility in most
common solvents. These results include: C60 is slightly solu-
ble in alkanes with the solubility increasing with the number
of carbons; the solubility in halogen-containing alkanes is
generally higher than in alkanes and it is essentially insol-
uble in polar and H-bonding solvents such as alcohol and
water; the solubility in aromatic solvents is generally higher
than in other solvents, so increasing the size of the aromatic
system (benzene to naphthalene) will increase the solubil-
ity. The highest solubilities of C60 of about 50 mg ml−1 are
found to be in naphthalene derivatives.

In recent years, there have also been a number of the-
oretical studies focused on the decision of the relationship
between possible influential factors and solubility parame-
ters [140, 143, 154–158].

No single solvent parameter or property can uniformly
predict the solubility. Early studies indicated the compos-
ite picture of solvents with high solubility for C60: large
index of refraction n, dielectric constant # around 4, large
molecular volume, and Hildebrand solubility parameter $
around 19 MPa−1/2 [140, 143]. Recently, several theoreti-
cal studies were performed in order to develop applicable
and suitable influencing factor relationships. Marcus et al.
[154, 155] analyzed a comprehensive set of solubility data
of C60 in various solvents at 298 and 303 K by multivari-
ate stepwise linear regression applied as the linear sol-
vation energy relationships (LSER) approach. Considering
the formation of crystalline solvates in a few solvents, they
used the calculated “hypothetical solubility” of unsolvated
C60 instead of the solubility of the solvate in the statisti-
cal procedure. Their results showed that increasing molar

Table 4. Room temperature solubility of fullerene C60.

Solvent Solubility (mg ml−1�

Nonaromatic hydrocarbons
Noncyclic:
n-pentane 0.005, 0.004 (303 K)
n-hexane 0.043, 0.052, 0.040 (303 K)
octane 0.025 (303 K)
isooctane 0.026 (303 K)
n-decane 0.071, 0.070 (303 K)
dodecane 0.091 (303 K)
tetradecane 0.126 (303 K)

Cyclic and derivatives:
cyclopentane 0.002
cyclohexane 0.036, 0.035, 0.051 (303 K)
decalin (3:7 cis and trans mixture) 4.60
cis-decalin 2.20
trans-decalin 1.30
1,5,9-cyclododecatrien 7.14
cyclopentyl bromide 0.41
cyclohexyl chloride 0.53
cyclohexyl bromide 2.20
cyclohexyl iodide 8.06
�+−�-trans-1,2-dibromocyclohexane 14.28
cyclohexane 1.21
1-methyl-1-cyclohexane 1.03
methylcyclohexane 0.17
1,2-dimethylcyclohexane 0.13

(cis and trans mixture)
ethylcyclohexane 0.25

Halogen-containing alkanes and alkynes:
dichloromethane 0.26, 0.23, 0.25 (303 K)
tetrachloromethane 0.32, 0.45
chloroform 0.16, 0.17, 0.25
carbon tetrachloride 0.32, 0.45 (303 K)
dichloroethane 0.36
bromoform 5.64
iodomethane 0.13
bromochloromethane 0.75
bromoethane 0.07
iodoethane 0.28
freon TF (dichlorodifluoroethane) 0.02
1,1,2-trichlorotrifluoroethane 0.01
1,1,2,2-tetrachloroethane 5.30
1,2-dichloroethane 0.08
1,2-dichloromethane 0.50
1,1,1-trichloroethane 0.15
1-chloropropane 0.02
1-bromopropane 0.05
1-iodopropane 0.17
2-chloropropane 0.01
2-bromopropane 0.03
2-iodopropane 0.11
1,2-dichloropropane 0.10
1,3-dichloropropane 0.12
�+−� 1,2-dibromopropane 0.35
1,3-dibromopropane 0.40
1,3-diiodopropane 2.77
1,2,3-trichloropropane 0.64
1,2,3-tribromopropane 8.31
1-chloro-2-methylpropane 0.03
1-bromo-2-methylpropane 0.09
1-iodo-2-methylpropane 0.34

continued
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Table 4. Continued

Solvent Solubility (mg ml−1�

2-chloro-2-methylpropane 0.01
2-bromo-2-methylpropane 0.06
2-iodo-2-methylpropane 0.23
1,2-dibromoethylene 1.84
trichloroethylene 1.40
tetrachloroethylene 1.20
1-chloro-2-methylpropane 0.21
bromopropin 0.22

Aromatic hydrocarbons
Benzene and derivatives:

benzene 1.70, 1.50, 0.88, 0.89,
1.44 (303 K)

toluene 2.80, 2.90, 0.54 2.15 (303 K)
1,2-dimethylbenzene 8.70, 7.35, 9.30
1,3-dimethylbenzene 1.40, 2.83
1,4-dimethylbenzene 5.90, 3.14
1,2,3-trimethylbenzene 4.70
1,2,4-trimethylbenzene 17.90
1,3,5-trimethylbenzene 1.50, 1.70, 1.00 (303 K)
1,2,3,4-tetramethylbenzene 5.80
1,2,3,5-tetramethylbenzene 20.80
ethylbenzene 2.60, 2.16
n-propylbenzene 1.50
isopropylbenzene 1.20
n-butylbenzene 1.90
hexabutylbenzene 1.10
tributylbenzene 0.90
tetrahydronaphthalene 16.00
fluorobenzene 0.59, 1.20
chlorobenzene 7.00, 5.70
bromobenzene 3.30, 2.80
iodobenzene 2.10
1,2-dichlorobenzene 27.00, 24.60, 7.11
1,2-dibromobenzene 13.80
1,3-dichlorobenzene 2.40
1,3-dibromobenzene 13.80
1,2,4-trichlorobenzene 8.50, 10.40, 4.85
o-creosol 0.01
benzonitrile 0.41
nitrobenzene 0.80
methoxybenzene 5.60
benzaldehyde 0.42
pentylisooctane 2.44
2-nitrotoluene 2.43
3-nitrotoluene 2.36
thiophenol 6.91
benzylchloride 2.46
benzylbromide 4.94
',','-trichlorotoluene 4.80
Naphthalene derivatives:
1-methylnaphthalene 33.00, 33.20
dimethylnaphthalene 36.00
1-phenylnaphthalene 50.00
1-chloronaphthalene 51.00
1-bromo-2-methylnaphthalene 34.80

continued

volume and solvent polarity (as measured by the Dimroth–
Reichardt “general polarity” parameter, ET [30, 158]) will
decrease the solubility of C60, but electron pair donation
ability and polarizability will enhance solubility. Natarajan

Table 4. Continued

Solvent Solubility (mg ml−1�

Polar solvents:
methanol 0.000, 0.000035
ethanol 0.001, 0.0008
1-propanol 0.0041
1-butanol 0.094
1-pentanol 0.030
1-hexanol 0.042
1-octanol 0.047
nitromethane 0.000
nitroethane 0.002
acetone 0.001
acetonitrile 0.000
acrylonitrile 0.0040
n-butylamine 3.688
monomethylglycol ether 0.032
N , N -dimethylformamide 0.027
dioxane 0.041 (303 K)

Miscellaneous
carbon disulfide (CS2� 7.90, 7.70, 5.16 (303 K)
tetrahydrofuran 0.00, 0.06
thiophene 0.40, 0.24
tetrahydrothiophene 0.03, 0.11
2-methylthiophene 6.80
N -methyl-2-pyrrolidone 0.89
pyridine 0.89, 0.30
methithilol 1.5, 1.0
quinoline 7.20

Inorganic solvents
water 1
3× 10−11

silicon (IV) chloride 0.09

et al. [156] examined the solubility of C60 in 75 organic
solvents and succeeded in developing a solubility model
of quantitative structure–solubility relationships by using
the quantitative structure–property relationships (QSPR)
approach. They used topological indices and polarizability
parameters computed from refractive indexes to form the
regression models. Kiss et al. [157] utilized a multiparame-
ter artificial neural network (ANN) approach to model the
solubility of C60 in 126 solvents. The trend of nonlinear fit of
the ANN suggested the same results as in the LSER studies:
the solubility in a large number of solvents decreases with
increasing molar volumes of the solvent and increases with
increasing polarizability parameters, saturated surface areas,
and average polarizability.

One of the most striking peculiarities of fullerenes in
solutions is the extraordinary nonmonotonic behavior of the
temperature dependence of the solubility of fullerene C60.
Experimental results of temperature dependence of the sol-
ubility of C60 in hexane, toluene, CS2 [139], and xylene
[153] in the temperature range 200–400 K showed that,
whereas the absolute values of the solubility of C60 for dif-
ferent solvents differ over two orders of magnitude, the non-
monotonic behavior of the temperature dependence of the
solubility is almost independent of the type of solvent over
a wide range of temperature variation. This dependence
reaches its maximum magnitude near 280 K and notably
decreases at further enhancement of temperature. It is of
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interest to note that the nonmonotonic temperature depen-
dence of solubility is inherent only to C60 and is not observed
for other fullerenes, such as C70. The temperature depen-
dences of the solubility of fullerene C70 in toluene, xylene,
and CS2 [153] are monotonically rising, which is inherent
to the majority of solvent–solute pairs. The experimentally
found distinctions in the temperature dependence of solu-
bility of different fullerenes may be explained by a cluster
mechanism of solubility based on the possibility of formation
in solution of clusters consisting of a number of fullerene
molecules [159, 160]. This aggregation phenomenon influ-
ences the thermodynamic parameters of fullerenes in solu-
tions as well as the solubility; thus the observed lowering
in the solubility of C60 with rising temperature can be
treated as a result of the thermal decomposition of
clusters.

C60 in Water Fullerene is not soluble in water. But it can
be dispersed in water with the C60 concentration >2 mM
(1.4 mg/ml) and forms two types of fullerene–water col-
loidal systems: molecular-colloidal C60 solution in water
(also called C60FWS; here FWS is the abbreviation of
“fullerene–water system”) [161–164] and typical monodis-
perse C60 hydrosol (also called ChH) [165].

C60FWS can be produced by transferring fullerene from
organic solution into the aqueous phase with the help
of ultrasonic treatment [162], without using any stabiliz-
ers and chemical modification. It has been characterized
as an aqueous molecular-colloidal solution having proper-
ties of both true solutions and colloidal systems simulta-
neously, which consists of both single hydrated fullerene
molecules, C60@{H2O}n, and their fractal spherical clusters
[161–164]. Tests of C60FWS biological activity showed that
these hydrated fullerenes appeared to be very promising in
the context of their biological and therapeutical applications
[166]. ChH is another monodisperse aqueous colloidal sys-
tem with a particle size of 10 nm [165], it can be obtained by
oxidation of the C60 anion with oxygen in “tetrahydrofuran-
water” solutions. Both C60FWS and ChH have the following
similar characteristics: (i) high concentration (1 mg/ml and
more); (ii) high stability, that is, preservation of their prop-
erties within a number of months even more under ambient
conditions; (iii) almost identical color of solutions (from pale
red to dark brown–red) that depends on C60 concentration;
(iv) negative charge of colloidal particles; (v) preservation of
the same properties in the case of dilution or concentration
of both colloidal solutions; (vi) a similar ability to coagulate
under the inorganic cation influence [166, 167].

In contrast to well-known reasons of stabilization of typ-
ical colloidal systems [168], the main mechanism of FWS
stabilization is the hydration of fullerene molecules with for-
mation of the supramolecular complex of C60@{H2O}n type
[164] (see Fig. 9). The C60@{H2O}n clusters are stabilized
by the weak donor–acceptor interactions of unpaired elec-
trons of H2O oxygen atoms with fullerene molecule to form
-OH


� hydrogen bonds (such -OH


� hydrogen bonds
have been found to possess about half the binding energy of
-OH


O hydrogen bonds with, optimally, the -OH atoms
centrally and vertically placed and the distances from the
oxygen atom to the aromatic centroid of about 3.1–3.7 Å
[169]) and by the formation of the ordered, H-bounded,

Figure 9. (a) A model of C60{H2O}80 cluster, obtained from an icosahe-
dral water cluster with a C60 molecule taking the place of its inner water
dodecahedron. (b) C60 molecules in aqueous solution form colloidal
clusters based on 3.4-nm-sized icosahedral arrangements of 13 C60

molecules, where the C60 molecules are separated by water molecules
[164]. The water network is formed by fully tessellated tetrahedral tri-
cyclo decamer (H2O)10 structures.

and spherelike H2O molecular shells around the fullerene’s
surface.

2.5. C60 on Surfaces

2.5.1. On Metal Surfaces
C60 adsorpted on a noble-metal surface usually form strong
ionic bonding via charge transfer [170–179] from the metal
near-Fermi-level surface states to the fullerene 5t1u-derived
LUMO. Quantities of charge transfer can be estimated indi-
rectly from the following experimental results: (i) the shift of
C60 vibrational energies in high-resolution electron-energy-
loss spectroscopy (HREELS) (Au(110) [171], Ni(110) [180],
and Cu(111) [181]); (ii) the shift of carbon C1s core-
level absorption spectra using electron-energy-loss spec-
troscopy (EELS) (Au(110) [171]); (iii) using near-edge
x-ray-absorption spectroscopy (NEXAFS) (Cu(111) [179])
compared to the known shift of alkalidoped compounds
[182]; (iv) the anglur dependence in angle-resolved valence-
band photoemission spectroscopy (PES) (Au(111) [183]);
and (v) direct comparison of relative photoemission inten-
sities (Ag(111) [175] and Cu(111) [179]). But for Al [184,
185] and Pt(111) [186] surfaces, experimental results by
NEXAFS, HREELS, or PES show no charge transfer evi-
dence and suggest the interaction of a covalent bonding.

At the initial state the individual C60 molecules are read-
ily mobile on most metal surfaces at room temperature,
stabilized at the step edges on Au(110) [172], Au(111)
[187], Ag(111) [188], and Cu(111) [189], and form two-
dimensional islands on Ag(110) [190].

On many low-index metal surfaces, C60 forms commen-
surate monolayers, such as Au(111) (23 × √

3) [187, 191],
Ag(111) [188], Ag(110) [190], Cu(111)-c(1 × 1) [192], and
Au (100)-c(5 × 20), with uniaxial stress along the �110
direction [193]. But C60 adsorption on Au(110) [172] and
Ni(110) [178] surfaces causes strong substrate reconstruc-
tions due to the strong interaction between the substrates
and the C60 adsorbates. In the case of a high anisotropic
Au(110)-p(1 × 2) surface, C60 molecules adsorbed on this
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surface induce the Au surface atoms to form a (1 × 5)
missing row reconstruction as a precursor for the p�6× 5�
adsorbate structure and form a hexagonal close-packed
corrugated layer [172]. Recent in-plane X-ray diffraction
data suggested that a large fraction of Au surface atoms
are displaced from their original positions producing micro-
scopic pits to accommodate the C60 molecules [194]. In the
case of Ni(110) surface, strong interaction between C60 and
the surface causes a formation of added/missing Ni [001]
rows which creates a corrugated structure resulting in for-
mation of (100) microfacets and maximizing the C60–Ni
coordination [178]. It is suggested that the small separation
between the LUMO of C60 and Ni Fermi level located in the
d band leads to a strong hybridization interaction (i.e., cova-
lent in character). Generally, the interaction between C60
and transition metal surfaces is stronger than that between
C60 and noble metal surfaces [170, 178].

Images of the intramolecular features of adsorbed C60
molecules which are bias dependent have been studied by
STM in C60/Cu(111)-c�4 × 4� [195] and C60/Au(110) [196]
systems. X-ray photoelectron diffraction has also been used
to determine the molecular orientation of adsorbed C60
molecules [196–200].

For C60 monolayers on several common metal sur-
faces, the adsorptive structures as well as their interac-
tions are summarized in Table 5, and a typical �2

√
3 ×

2
√
3�R30� model of the adsorptive structure on M(111)

�M = Au�Ag�Al� surfaces is shown in Figure 10 [185].

2.5.2. On Semiconductor Surfaces
The initial state of adsorption of C60 on most common semi-
conductor surfaces shows individual isolated molecules, no
island or specific interaction with step edge or defects on the
surface. At room temperature the C60 molecules are gener-
ally immobile, showing strong interactions with the surface.

Table 5. Summary of C60 adsorption structures and interactions for several common metal surfaces.

WF of clean WF with 1 ML
Surface Structure NDD (Å) Interaction CT (eV) DT (K) sample (eV) C60 (eV)

Au (111) 38× 38� in phase’ ∼10 [188] intermediate 0.8 [183] 770 [188] 5.3 [183] 4.7 [183]
R14� �2

√
3× 2

√
3� chemisorption, ionic

R30� [188, 191]
Au (110) p�6× 5� [194, 172] 10.04 [201] 800 [202] 5.37 [185] 4
82 ± 0
05

reconstruction [185]

Ag (111) �2
√
3× 2

√
3� ∼10 [188] intermediate 0.75 [175] 770 [188]

R30� [188] chemisorption, ionic
Ag (110) c�4× 4� [190] 10.07, 10.23 [190] 4.52 [203] 4.9 [203]
Cu (111) c�4× 4� [192] 10.2 [192, 179] intermediate 1.6 [183] 4.94 [179] 4.86 [179]

chemisorption, ionic 1.5–2.0 [179]

Cu (110)
(
10 0
1 3

)
[178] 9.7–11.1 [178] 730 [178] 4.48 [178]

Ni (110) Reconstruction [178] 10.5, 10.0 [178] strong mainly covalent 2 ± 1 [180] 690 [204] 5.04 [203] 5.61 [203]

Al (111) �6× 6�, �2
√
3× 2

√
3� 9.91, ∼10
04 [185] intermediate 730 [185] 4.25 [185] 5.15 [185]

R30� [185] mainly covalent [185]
Al (110) Psedo-c�4× 4� [185] 9.91, 11.44, 12.13 730 [185] 4.35 [185] 5.25 [185]

[185]

Pt (111) �
√
13×√

13� 10
0± 0
3 [186] mainly covalent [186] <0.8 [186] 560 [204] 5.7 [186]
R�±13
9�� [186]

Note: NDD—nearest neighbor distance, WF—work function, CT—charge transfer, DT—decomposition temperature.

Figure 10. A model of the �2
√
3 × 2

√
3� R30� phase. The dashed

hexagon encloses an overlayer-induced unit cell, while the solid hexagon
encloses a unit cell of the M(111) surface (M = Au, Ag, Al). Adapted
with permission from [185], A. J. Maxwell et al., Phys. Rev. B 57, 7312
(1998). © 1998, American Physical Society.

Si(111)-(7× 7) The interaction of adsorbed C60 molecules
with the Si surface is still not very clear. The Si(111)-(7× 7)
surface is (weakly) metallic due to the surface dangling
bonds. Initially, it was suggested [205, 206] that the C60–
Si(111) interaction was ionic in character and similar to the
C60–noble metal interactions. HREELS data supported this
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charge-transfer model well with quantitative estimates of the
amount of electron transfer to the fullerene LUMO being
as high as (3 ± 1) electrons per molecule at the coverage
lower than 0.25 monolayer (ML) and (0
7 ± 1) electrons at
an average of about 1 ML [207]. But photoemission mea-
surements [208–210] showed that the charge transfer to the
fullerene LUMO is negligible, suggesting that the bonding
is strongly covalent in character with a clear Si–C-related
peak observed in both the C1s core level and valence-band
photoemission spectra.

Individual isolated C60 molecule adsorption on Si(111)-
(7×7) surface is strongly site dependent due to the different
surface atom arrangements and dangling bond configura-
tions caused by surface (7×7) reconstruction [205, 211, 212].
STM experiment reveals that about 80% C60 molecules are
adsorbed on faulted half and unfaulted half sites (sites A
and A′), about 13% molecules on corner holes (site B), and
only 7% on dimer lines (site C) [212]. Figure 11 gives high
resolution STM images of single C60 molecules adsorbed on
different surface sites showing clear and rich intramolecu-
lar features which agree well with the theoretical calculation
using the local density approximation with C60SimHl cluster
models [212].

A STS study was also carried out to probe the local
electronic structure of individual C60 molecules on Si(111)-
(7× 7) surfaces (see Fig. 12). It was found that the HOMO–
LUMO gaps of C60 adsorbed at sites A, B, and C are 1.4,
0.8, and 1.3 eV, respectively, much smaller than that of free
C60 molecules (∼1.8 eV). Thus it was confirmed that the
mixing states of the C60 orbitals with the local density of
states (LDOS) of Si(111)-(7 × 7) are site dependent due
to the strong interaction between the C60 and the dangling
bonds of the surface and the different surface structures at
different sites [213].

As the submonolayer coverage increases to about 1 ML,
the adsorbate–adsorbate interaction becomes large enough
that two kinds of local ordered structural domains regis-
tered with those pinned on the substrate corner holes will
form [214]. After the completion of monolayer C60 cover-
age, a R-19� double-domain structure forms in which the

Figure 11. High resolution STM images of single C60 molecule
recorded with different bias voltages on an faulted half site: (a1) Vs =
−1
8 V, (a2) Vs = 1
5 V, (a3) Vs = 1
8 V, and (a4) Vs = 2
5 V; and
on corner holes: (b1) Vs = −1
8 V and (b2) Vs = 2
3 V. The tunneling
current is 0.15 nA for positive bias images and 0.1 nA for negative bias
images. Adapted with permission from [212], J. G. Hou et al., Phys. Rev.
Lett. 83, 3001 (1999). © 1999, American Physical Society.

Figure 12. Curves A, B, and C are typical STS results corresponding to
C60 adsorbed at sites A, B, C (see Fig. x1b), respectively, on a Si(111)-
(7×7) surface. Curve D is the average STS result on the bare Si surface.
These STS results are represented in a graph of (dI /dV )/(I /V ) vs V .
Adapted with permission from [213], H. Wang et al., Surf. Sci. 442,
L1024 (1999). © 1999, Elsevier Science.

two domains exhibit interfacial structures with the C60 [1̄10]
directions ±11� off the [2̄11] axis of a Si substrate [215, 216].

Si(100)-(2× 1) The interaction of C60 with Si(100)-(2× 1)
surfaces is suggested to be weak and van der Waals force like
[217, 218] without charge transfer [207]. Annealing the sur-
face at an elevated temperature will cause a rearrangement
of surface Si atoms and change the interaction from physical
adsorption to a chemical one [90] and cause a hybridization
of C60 molecular orbitals with the surface states [219].

At room temperature, individual isolated adsorbed C60
molecules on the Si(100)-(2 × 1) surface reside in the val-
leys between the (2×1) reconstruction dimer rows randomly
at the initial state [220]. For monolayers on Si(100)-(2 × 1)
surfaces, C60 form two short-range local order structures of
c(4 × 4), and c(4 × 3), with nearest-neighbor distances of
10.9 and 9.6 Å [217], respectively.

In the case of chemical adsorption of C60 on Si(100)-
(2 × 1) surfaces after annealing, the scanning tunneling
spectroscopy of individual C60 molecules on two different
adsorption sites of the Si(100) surface was investigated [221,
222] (see Fig. 13). It was found that the HOMO–LUMO
gap of C60 molecules at the top of a single dimer (type
A molecules) is about 1.8 eV, which is about the same as
that of free C60 molecules; the HOMO–LUMO gap of these
molecules which is usually located at a missing dimer defect
(type B molecules) is about 2.2 eV, which is close to the
bandgap of SiC [223, 224]. STS results indicated that the
interaction between a type B molecule and the Si surface
is much stronger than that for a type A molecule; type B
molecules form covalent bonds not only with second layer
Si atoms but also with the surrounding Si atoms in the first
layer.
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Figure 13. Curves A, B, and C are typical STS results corresponding to
C60 adsorbed at sites A, B (see Fig. x2b), respectively, on an Si(100)-
(2×1) surface. Curve C is the average STS result on the bare Si surface.
These STS results are represented in a graph of (d ln I /d lnV ) vs V .
Adapted with permission from [221], X. Yao et al., Surf. Sci. 366, L743
(1996). © 1996, Elsevier Science.

Ge(100)-(2× 1) and Ge(111)-(2× 8) The C60 monolayer
adsopted on Ge(100)-(2 × 1) exhibits uniaxial incommen-
surate near-ordered lattice close to a structure of c(3 × 4)
in the direction of the dimer rows of the Ge(100)-(2 × 1)
surface [218, 225–227] and preserves the Ge(100)-(2 × 1)
reconstruction [227].

In contrast to Ge(100) and Si(111), the Ge(111) surface
undergoes a structural rearrangement upon the adsorption
of C60 molecules [228]. The C60 monolayer on a Ge(111)
system exhibits several ordered structures as a function of
the annealing temperature [228]. Two stable surface phases,
(3
√
3×3

√
3)R30� and (

√
13×√

13)R14�, form upon anneal-
ing at 450–500 and above 500 �C, respectively, as well as a
localized metastable 5× 5 phase by suddenly quenching the
(3
√
3 × 3

√
3)R30� phase heated at 500 �C. The interaction

of C60 with the Ge(111) surface is prevalently covalent and
strong [229].

GaAs(110) and GaAs(001) The interaction of C60
molecules on the GaAs(110)-(1× 1) surface is weak (domi-
nantly via van der Waals force), resulting in well-ordered C60
thin film growth and rotating C60 molecules. The C60 layer
on GaAs(110)-(1 × 1) is stressed due to the competition
between the intermolecular interaction and the adsorbate–
substrate interaction and the fact that the lattice parameter
of the GaAs(110) substrate does not match with those of
C60 [230, 231].

The interaction of C60 molecules on the GaAs(001) sur-
face is weak too and the C60 molecules are mobile at room
temperature on the surface [232, 233]. Particularly in the
case of C60 on the As-rich 2 × 4 substrate, the epitaxial

growth is found to be unique and quite different from other
GaAs(001) phases: C60 film takes its (110) crystalline axis
which cannot be obtained on other substrate. The C60 over-
layer is highly strained with a lattice expansion of ∼13% due
to a charge transfer from the As-dangling bonds to C60 and
a site-specific C60–substrate interaction, and this structure is
very stable at least up to 10 ML [233].

3. C60 CRYSTAL

3.1. Structure

3.1.1. Main Description
At room temperature (RT), solid C60 usually forms black
or brownish powder or crystals. C60 single crystal forms a
molecular crystal through weak van der Waals force C60–
C60 bonding and adopts a closed–packed face-centered cubic
(fcc) structure with a lattice constant of 14.17 Å [234, 235]
and a nearest neighbor C60–C60 distance of 10.02 Å [236].
It is chemically active but stable in air or at temperatures
well above RT. A pure C60 single crystal and a schematic
view of the fcc structure is shown in Figure 14 [237]. The
more physical constant for crystalline C60 in the solid state is
shown in Table 6. The comparison of properties of solid C60
with other fullerene solids (C36, C70, C76, C78, C84� is listed
in Appendix B.

3.1.2. Symmetry and Space Group
The symmetry of the space group for fcc C60 crystal at RT
has been identified by X-ray and neutron diffraction [235,
238, 272, 273] to be O5

h or Fm3̄m, using the Schoenflies and
International Crystallographic nomenclature, respectively.

Solid state 13C NMR [32, 274–276], quasi-elastic neutron
scattering [277], and muon spin resonance ( SR) [278, 279]
studies showed that the C60 molecules in the crystal are
rotating rapidly with three degrees of rotational freedom
and reorienting rapidly. The rotational reorientation time
at RT is about 9–12 ps which is 50% faster than molecu-
lar reorientation in solution (about 15.5 ps) [280], so that
solid C60 may be considered as a nearly ideal close-packed
configuration of spheres at room temperature. The rapid
reorienting and rotating mechanism is consistent with RT
NMR results that all carbon atoms are equivalent although

Figure 14. Pure C60 crystal (left) and schematic view of the fcc structure
of the solid (right). Adapted with permission from [110], L. Forró and
L. Mihaly, Rep. Progr. Phys. 64, 649 (2001). © 2001, Institute of Physics
Publishing.
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Table 6. Physical constant for crystalline C60 in the solid state.

Property Quantity

Fcc lattice constant 14.17 Å [234, 235]
C60–C60 distance 10.02 Å [236]
Tetrahedral interstitial site radius 1.12 Å[236]
Octahedral interstitial site radius 2.07 Å [236]
Mass density 1.72 g/cm3 [236]
Volume thermal-expansion 6
2 × 10−5/K [238]
coefficient

Molecular density 1
44× 1021 cm3 [236]
Compressibility �−d ln V/dP� 6
9× 10−12 cm2/dyn [239]

(compared with: graphite 2.7,
diamond 0.18)

Bulk Modulus 6.8 GPa [240]
∼12 GPa [241]

Young’s modulus 15.9 GPa [242]
Phase transition temperature (T01� 260–261 K [243]
dT01/dP ∼11–16K/kbar [244, 245]a

Sublimation temperature ∼434 �C [246]
Heat of sublimation 38 kJ mol−1 [247]
Cohesive energy ∼1
7 eV [248, 249]

a The value varies with different pressure medium.

the point group Ih of C60 molecule is incompatible with any
crystal space group [14].

Figure 15 shows an X-ray powder-diffraction pattern of
crystalline C60 compared to that of gold. In these two kinds
of materials, both the C60 molecules and the gold atoms
present a close-packed fcc structure, but in the pattern of
C60 crystals the (200) and (400) diffraction peaks are miss-
ing. The reason for the missing peaks can be attributed to
the unique intrinsic properties of C60 molecules. Because
C60 molecules are rotating rapidly at room temperature, all
molecules in the fcc lattice can be well approximated by hol-
low spherical shells filled by electrons. This “hollow-sphere”

Figure 15. X-ray powder-diffraction pattern of crystalline C60 com-
pared to that of gold. In both kinds of materials, the molecules (i.e.,
atoms in case of gold) crystallize in a face-centered-cubic arrangement,
corresponding to a closest packing of spheres. Notice the absence of
the (200) and (400) diffraction peaks in crystalline C60.

scattering introduces additional interference which happens
to extinguish just those fcc diffraction peaks [235].

For the RT fcc structure, subsequent studies in very close
detail by X-ray [281, 282] and neutron diffraction [282–285]
reveal that the molecular rotation is not, in fact, completely
free, and provide evidence for pronounced local orienta-
tional order with a correlation length ∼40 Å [282] which
is four times the shortest intermolecular distance and con-
sists of several dozen molecules. The local order seems to
be driven by the same nearest neighbor interaction which
leads to long range order below the phase transition tem-
perature T01 but does not possess the symmetry of the low
temperature structure [282].

3.2. Vibrational Modes

3.2.1. Overview
The vibrations of C60 molecules can be very well classed
into two distinct groups: intermolecular and intramolecu-
lar vibrations. For intermolecular molecular vibrations, C60
molecules translate or rotate as nearly rigid entities, and the
highest measured intermolecular phonon frequency at room
temperature is only ∼50 cm−1, well below that of the lowest
intramolecular frequency, namely 272 cm−1 for the Hg(1)
“squashing” mode [286, 287].

The intramolecular vibrations of an isolated C60 molecule
involve changes of the bond distances or bond angles of the
carbon atoms on the C60 molecule. Starting with 60 × 3 =
180 total degrees for an isolated C60 molecule and subtract-
ing the 6 degrees of freedom corresponding to 3 translations
and 3 rotations results in 174 vibrational degrees of freedom.
However, there are only 46 distinct mode frequencies corre-
sponding to the 174 degrees of freedom due to the high sym-
metry of C60 (point group Ih�. According to the symmetry
of the displacement patterns, the 46 distinct intramolecular
vibrations can be classed into several groups as follows:

2Ag + 1Au + 3T1g + 4T1u + 4T2g + 5T2u + 6Gg + 6Gu

+ 8Hg + 7Hu

Here, the subscripts g (gerade or even) and u (ungerade
or odd) refer to the symmetry of the eigenvector under the
action of the inversion operator. The T -modes are triply,
the G-modes are fourfold, and the H -modes are fivefold
degenerate. These degeneracies are a consequence of the
high symmetry of the C60 molecule and lead to the fact that
the number of distinct modes (46) is much lower than 174
(the vibrational degrees of freedom). Group theory indicates
that only 10 of the 46 distinct mode frequencies are Raman-
active (2Ag + 8Hg� in first order and 4 (T1u� are infrared
(IR)-active in first order. These activated frequencies have
been assigned with certainty. The remaining 32 modes
(1Au + 3T1g + 4T2g + 5T2u + 6Gg + 6Gu + 7Hu� are optically
inactive (“silent”) so that the identification of these modes
has been difficult. Early calculations of the vibrational fre-
quencies of C60 used mainly classical force constant treat-
ments [288–293] or relied on quantum chemistry calcula-
tions [294–300]. However, they did not display the accuracy
required to use them as a reliable guide for a clear iden-
tification of the silent modes. Analysis of the second-order
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Raman and infrared spectra for C60 provides a good deter-
mination of assignments of the 32 silent mode frequencies
[301–303]. The results of density functional theory (DFT)
calculations can provide a more reliable complete assign-
ment of the C60 modes [304–308]. Since Raman and infrared
spectra can only provide 14 active mode frequencies, a num-
ber of other experimental techniques were developed to
probe silent modes, such as inelastic neutron scattering,
EELS, and single oxygen photoluminescence (PL). Table 7
gives recommended values for the 46 distinct vibrational fre-
quencies of an isolated C60 molecule and their assignments
[309]. Several alternative assignments of vibrational frequen-
cies in C60 can be found in the literature [301, 303, 310–315].

3.2.2. Raman and Infrared Spectra
First-Order Active Raman and Infrared Modes Raman
and IR spectra provide the most quantitative methods for
determining the vibrational mode frequencies. Since C60
is very nearly an ideal molecular solid, so the Raman
and infrared spectra are sensitive for distinguishing C60
from higher-molecular-weight fullerenes with lower symme-
try (e.g., C70 has D5h symmetry). Because most of the higher
molecular weight fullerenes have lower symmetry as well as
more degrees of freedom, they have many more infrared-
and Raman-active modes [316, 317].

Table 7. Recommended values for the 46 distinct normal mode fre-
quencies of an isolated C60 molecule [309].

Even modes Odd modes

Frequency Activated Frequency Activated
(cm−1� Assignment modes (cm−1� Assignment modes

496 Ag (1) R 984 Au (1)
1470 Ag (2) R

526 T1u (1) IR
568 T1g (1) 575 T1u (2) IR
831 T1g (2) 1182 T1u (3) IR

1289 T1g (3) 1429 T1u (4) IR

553 T2g (1) 342 T2u (1)
756 T2g (2) 753 T2u (2)
796 T2g (3) 973 T2u (3)
1345 T2g (4) 1205 T2u (4)

1525 T2u (5)
485 Gg (1)
567 Gg (2) 353 Gu (1)
736 Gg (3) 764 Gu (2)
1079 Gg (4) 776 Gu (3)
1310 Gg (5) 961 Gu (4)
1482 Gg (6) 1309 Gu (5)

1422 Gu (6)
272 Hg (1) R
433 Hg (2) R 403 Hu (1)
709 Hg (3) R 534 Hu (2)
772 Hg (4) R 668 Hu (3)
1099 Hg (5) R 743 Hu (4)
1252 Hg (6) R 1223 Hu (5)
1425 Hg (7) R 1344 Hu (6)
1575 Hg (8) R 1567 Hu (7)

Note: “R” represents Raman activated mode; “IR” represent infrared activated
mode.

The Raman and IR spectra of the pristine monomeric
fcc phase of C60 are shown in Figures 16 and 17, together
with the spectra of the orthorhombic (O�, tetragonal (T �,
and rhombohedral pressure-polymerized (R� phase of C60
as well as the pressure-dimerized state for comparation
(for comprehensive knowledge on the polymerized C60,
please refer to Section 4.2). Raman and IR spectra of solid
C60 remain almost unchanged relative to the isolated C60
molecule. Raman scattering spectra in Figure 16 for solid
C60 show 10 strong Raman lines, including two “breathing”
Ag-modes related to symmetric oscillations of the entire
molecule (496 cm−1� and of pentagons (1468 cm−1�, and
eight Hg-modes: 272, 432, 710, 772, 1100, 1248, 1422, and
1574 cm−1 [301, 318–323]. The first-order infrared spec-
trum for C60 contains only four strong lines (see Fig. 17)
at 526, 576, 1184, and 1428 cm−1, each identified with an
intramolecular T1u mode [303, 318, 324].

Isotopic Effects in the Raman Spectra The natural
abundance of 13C isotopes is about 1.1%, with the result that
approximately half of the molecules in ordinary C60 sam-
ples produced from natural graphite contain one or more
13C isotopes. The isotopic distribution within the molecule
is random [325]. The truncated icosohedral structure of C60
molecule belongs to icsohedral point group (Ih�. The 12C60
molecule shows the highest degree of symmetry and most
stringent selection rules and there are 4 infrared-active and
10 Raman-active modes for the molecule. The remaining 32
distinct modes, silent modes, are IR and Raman forbidden.
However, the addition of 13C isotopes lowers the symmetry
of the molecule. Since the symmetry restrictions against first-
order Raman or IR activity for the silent modes have been
removed, it is expected that all of the previous silent modes
become active. The lowering of the icosohedral symmetry
by the presence of 13C isotope has been used to investigate
the silent modes in the isotopically pure molecule [310, 326–
329].

Figure 16. Raman spectra of the pristine C60 (a), polymerized DS (b),
and O phase (c), excited by a 1064-nm line; those of the O (d), T (e),
and R (f) phases, excited by a 568.2-nm line. Adapted with permission
from [318], V. A. Davydov et al., Phys. Rev. B 61, 11936 (2000). © 2000,
American Physical Society.
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Figure 17. IR spectra of the pristine C60 (a), and polymerized O (c),
T (d), R (e) phases, and DS (b). Adapted with permission from [318],
V. A. Davydov et al., Phys. Rev. B 61, 11936 (2000). © 2000, American
Physical Society.

Besides the symmetry-lowering phenomena due to the
presence of 13C, the isotopes can also cause the shifts and
splittings of the active modes [330, 331]. This isotope effect
on the mode frequencies is due to their dependence on
(0/M�1/2, where 0 andM are the force constants and atomic
mass, respectively. Thus in a C60 molecule with n 13C iso-
topes, at first order, the vibrational frequency is expected
to be lowered proportional to the mass difference between
12C60 and 13Cn

12C60−n, which can be simply written as

��n�2

��0�2
= 1− n

720

where �(0) is an eigenmode frequency of 12C60 and 720 a.u.
is its atomic mass.

A high-resolution Raman spectrum for a C60 sample with
the natural isotopic abundance is shown in Figure 18. To
reduce the natural Raman linewidth, the C60 was dissolved
in CS2 solution, and the spectrum was taken at 30 K. A fine
structure of the high-energy pentagonal-pinch Ag(2) mode
near 1470 cm−1 was observed. Three peaks in the fine struc-
ture could be resolved, associated with 12C60, 13C1

12C59, and
13C2

12C58, respectively. The measured separation between
the first and second peaks is 0
98 ± 0
01 cm−1, while for
the second and third peaks it is 1
02 ± 0
02 cm−1. Spectra
taken at higher temperatures are shown in the inset [330].
Figure 19 shows Raman and mass spectra for a 13C enriched
C60 sample, which is produced by enriching the graphite nod

Figure 18. Unpolarized Raman spectrum of a frozen solution of C60 in
CS2 at 30 K. The solid line is a 3-Lorentzian fit to the experimental
data. The highest frequency peak is assigned to the totally symmetric
pentagonal-pinch Ag mode in 12C60. The other two lines are assigned
to the pentagonal-pinch mode in molecules containing one and two 13C
isotopes, respectively. The inset shows the evolution of these peaks as
the solution is heated. They are no longer resolved as the solution melts
above 150 K. Adapted with permission from [330], S. Suha et al., Phys.
Rev. Lett. 72, 3359 (1994). © 1994, American Physical Society.

with 13C. Comparison between the Raman and mass spectra
shows that the two line shapes have a remarkable correlation
[330]. The simple correlation was further confirmed by using
a variety of first-principle and phenomenological dynamical
models [332]. Within the framework of a first-principle cal-
culation, normal modes of vibration of the C60 isotopomers
3C1

12C59 and 13C2
12C58 have been calculated [333].

3.2.3. Inelastic Neutron Scattering Spectrum
Inelastic neutron scattering (INS) offers the potential to
detect all 46 intramolecular distinct modes of C60, includ-
ing those silent for first-order Raman and infrared spec-
troscopies, because the technique is sensitive to modes of
all symmetries. The scattering intensity is proportional to
the mode degeneracy, which can be used to identify the
vibrations. Although, in principle, inelastic neutron scatter-
ing allows one to unambiguously assign all the modes, it
has so far not been so ideal. In fact this technique has two
main disadvantages, which make it difficult to individually
assign all of the modes. First, the determination of eigenvec-
tors is traditionally based on single-crystal samples, but the
available C60 crystals were too small for inelastic neutron-
scattering experiments. Second, the poor spectral resolution

Figure 19. Comparison of the mass spectra and the Raman spectra
for a 13C-enriched C60 sample. Adapted with permission from [330],
S. Suha et al., Phys. Rev. Lett. 72, 3359 (1994). © 1994, American Phys-
ical Society.
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of INS makes it difficult if not impossible to achieve assign-
ments of many of the C60 modes, especially those whose
frequencies are clustered within a narrow range. A num-
ber of workers have measured the intramolecular mode fre-
quencies for C60 by INS, and the results are summarized in
Table 8. For more experimental and theoretical details and
the principal INS technique, one can read several review and
original research papers [285, 334–340].

3.2.4. High-Resolution Electron Energy
Loss Spectrum

Infrared-active modes can be observed in HREELS mea-
surements because the electric dipole associated with
infrared-active vibrations can scatter the incident mono-
energetic electrons. An ultrahigh vacuum environment is
necessary for HREELS experiments and the resolution of
HREELS experiments can not match that of optical mea-
surements. Although HREELS has no obvious advantage
in the determination of the infrared mode frequencies, it
is very useful for the assignment of vibrational frequencies
in C60. This is because all modes in C60 can induce inelastic
scattering of electrons due to the impact scattering mecha-
nism [341, 342]. In the impact scattering mode, the electron

Table 8. Assignment and comparative list of peak positions (in meV)
of neutron inelastic scattering, HREELS, and photoluminescence (PL).

Assignment Neutron [336] HREELS [343] PL [346]

Hg 33 34 33
T2u�Gu 43,44 43,43 43
Hu 50 50
Hg 54 54,53 53
Gg�Ag 60 60
T1u 66 66,66 66
T1u 71 72 72

77
83 82

Hg 88 88
92 94,94 94

Hg 96 96
104 103
109
114
119 119,119 119
124
132 133 134

Hg 136 136 136
139

T1u 147 147 146
149 150

Hg 156 156,161 158
168 166

Hg� T1u 176 179,178 177
Ag 184
Hg 196 194,192 195

Note: The HREELS peak positions observed in an ordered C60 film on
GaSe(0001) and a crystalline C60 film on GeS(001) are italic. The other numbers
correspond to the peaks detected in the spectra of an amorphous C60 films on
Si(100).

scattering is by short-range components of the electron–
molecule interaction.

A few experimental works have performed HREELS
experiments on C60 films, using a variety of substrates
[343–345]. Depending on the substrate used, the films are
crystalline or disordered. This has a significant effect on
the relative intensity of the different spectral features (see
Table 8).

3.2.5. Optical Spectroscopy
Some optical spectra, including singlet oxygen PL [346],
fluorescence, and phosphorescence spectra, can also be pow-
erful tools for the identification of intramolecular vibrational
modes of C60. The applicability of the photoluminescence
technique to probe fundamental vibrational excitations of
C60 is based on the weak vibronic coupling of O2 molecules
intercalated into the C60 lattice. Thirty-two of the 46 distinct
vibrational modes of C60 can be observed in the PL spec-
tra, some of which are not Raman and IR first-order active
modes. Mode energies determined from this technique show
good agreement with those determined from INS, IR, and
Raman spectroscopies. At high energies (>700 cm−1�, the
technique has a significant advantage over INS, since the
much sharper peaks can provide very accurate data for mode
frequencies [346]. By investigating the vibrational fine struc-
ture in the fluorescence [347] and phosphorescence [348]
spectra of C60 molecules isolated in neon and argon matri-
ces, the unambiguous identification of several vibrational
modes of T3u, Hu, and Gu symmetry were obtained.

3.3. Phase Transition

3.3.1. Orientational Phase Transition
On cooling below a temperature of about T01 ∼ 260 K,
the nearly free rotation of C60 molecules in solid C60 will
be frozen by losing two of their three degrees of rota-
tional freedom; the four neighboring molecules in an fcc
unit cell remain in their positions but become orientationally
inequivalent. Their rotation motions are constrained along
two standard favorite orientations and become hindered,
resulting in an orientational ordering [235, 243, 249, 273,
349], but the random reorientation between the two pos-
sible standard orientations for each molecule in the solid
still lead to a residue disorder (a so-called “merohedral dis-
order”) [32, 243, 274, 275, 349–352]. The two favorite ori-
entations are corresponding to electron-rich double bonds
on one molecule facing the electron deficient centers of
hexagons (HF) and pentagons (PF) respectively on its adja-
cent molecules, obtained by rotating the molecules around
the four �111 axes of the C60 molecules through about 38�

and 98� (60� jumps) respectively [243, 284, 349, 353–355].
Recently, elastic diffuse neutron-scattering study, consider-
ing the optimization of nearest-neighbor orientations rather
than long-range orientational order, showed that the actual
angles may be closer to 42� and 102� [356]. The PF struc-
ture has been indicated to be an idealized ordered structure
and the HF structure a “defect structure,” because the HF
structure has a slightly higher energy than the PF structure.
The lower energy configuration is about only 11.4 meV [352,
357] below the higher energy configuration, and the two are
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separated by a potential barrier of ∼235–295 meV [243, 274,
280, 284, 349, 352, 357–361] which has been confirmed by
various experiments.

A schematic 3D model of a close-packed (111) plane of
C60 molecules exhibiting uniaxial reorientation about �111
directions (low temperature phase, 90–260 K) is shown in
Figure 20 [243]. The molecules reorientate between a num-
ber of different sites but principally perform 60� jumps about
[111] residing in the two configurations corresponding to 38�

and 98� (or 42� and 102�, using latest data) rotations.
Although the centers of the C60 molecules remain in the

same places, the four molecules of the conventional fcc unit
cell become orientationally nonequivalent. The incompati-
bility of the icosahedral molecular symmetry of the different
molecular orientations and the cubic lattice symmetry low-
ers the crystal symmetry from fcc into a simple cubic (sc)
structure (space group T 6

h or Pa3̄, which is a subgroup of the
space group Fm3̄m of an fcc structure) [235, 273, 362]. Thus
the C60 crystal undergoes a so-called orientational ordering
phase transition.

The orientational ordering transition is first order [111].
The occurrence of this transition has been confirmed by
various experimental methods such as differential scanning
calorimetry (DSC) [235, 273, 363], X-ray diffraction [235,
273], NMR [14, 23, 274–276, 363–366], neutron diffraction
[243], dielectric spectroscopy [359];  SR [279]; specific heat
measurements [352, 361, 367, 368], inelastic neutron scat-
tering [33, 277, 369, 370], electron diffraction [371], sound
velocity and ultrasonic attenuation [242, 372], and Raman
spectroscopy [326, 373–375].

Figure 21 shows a comparative electron diffraction pat-
terns of crystalline C60 at room temperature and at 100 K
[371]. Additional spots appear at positions which are extinct
in an fcc lattice on cooling below T01 and correspond to a
primitive cubic lattice. The appearance of these spots reveals
the low temperature structure in which the molecules are
still situated on an fcc lattice but orientationally ordered and
also shows that the space group Pa3̄ is a subgroup of the
space group Fm3̄m of the high temperature fcc phase.

Figure 20. Close-packed (111) plane of C60 molecules depicting uniax-
ial reorientation about �111 directions (low temperature phase, 90–
260 K). The “dimples” correspond to the centers of electron-poor
hexagonal/pentagonal faces; the equatorial protrusions depict electron-
rich 6:6 bonds. The constraints demanded by Pa3̄ symmetry imply that
the electron-rich and electron-poor regions have well-defined loci cor-
responding to constant latitudes relative to [111]. These electrostatic
considerations are consistent with the assumption that the preferred
easy reorientation direction is [111]. Adapted with permission from
[243], W. I. F. David et al., Europhys. Lett. 18, 219 (1992). © 1992, EDP
Science.

Figure 21. Electron diffraction patterns of C60 crystallite along [001]
(a, c) and along [011] (b, d) at room temperature (a, b) and at 100 K
(c, d). Note the appearance of extra reflections at low temperature
related to a lowering of symmetry due to orientation ordering. Adapted
with permission from [371], G. Van Tendeloo and S. Amelinckx, in
“Electron Microscopy of Fullerenes and Related Materials, Character-
ization of Nanophase Materials” (Z. L. Wang, Ed.), Wiley–VCH, 2000.
© 2000, Wiley–VCH.

Figure 22 shows the 13C NMR spectra of solid C60 at
temperatures from 295 down to 77 K [275]. The low-
temperature NMR line shape for the C60 solid is quite
different from that of C60 in solution. From RT to low tem-
perature below Tg , the spectra changes from a single line
peak at 298 K to a line shape at 77 K. The symmetry of the
molecule and the equivalence of all C60 carbon atoms in C60
crystals are broken by two factors: the presence of the crystal
lattice and the applied magnetic field. As the temperature
is reduced, the “motionally narrowed” NMR line at 295 K
(143 ppm from tetramethyl silane) in the 13C NMR spec-
trum of C60, which proves that C60 molecules are rotating
rapidly with respect to the NMR time scale at RT, is broad-
ened and the C60 molecule’s orientation become static on
the NMR time scale. At 77 K there is little evidence of the
narrow line at 143 ppm, and a fit to this line shape yields an
asymmetric chemical-shift tensor with components of 220,
186, and 25 ppm, reflecting the chemical-shift anisotropy of
the 13C nuclei averaged over the crystallite orientations.

The phase transition affects various physical properties;
the changes of some of these properties at the transition
temperature T01 are listed in Table 9.

It has also been indicated that both the transition temper-
ature and the size and shape of the transition anomalies are
strongly influenced by deformation, impurities, and solvent
[354, 378].

3.3.2. Glass Transition
Below about 90 K the molecules in C60 crystal are entirely
frozen but never order perfectly; the C60 crystal undergoes a
so-called glass transition. The glass transition of C60 crystal
is second order [243].

The fraction of molecules in the more stable PF ori-
entation is only about 60% near 260 K but increases to
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Figure 22. 13C NMR spectra of solid C60 obtained at ambient tem-
peratures of 123, 100, and 77 K. The 13C NMR spectrum of C60 is
expected to be a broad “powder pattern” resonance (width greater than
∼200 ppm) reflecting the chemical-shift anisotropy of the 13C nuclei
averaged over the crystallite orientations. The “motionally narrowed”
NMR line at 295 K (143 ppm from tetramethyl silane) proves that C60

molecules are rotating rapidly with respect to the NMR time scale,
which is defined by the inverse of the spectral spread (∼10−4 s). As the
temperature is reduced, the powder pattern is recovered as the molecu-
lar motion decreases. At 77 K there is little evidence of the narrow line
at 143 ppm, and a fit to this line shape yields an asymmetric chemical-
shift tensor with components of 220, 186, and 25 ppm. Adapted with
permission from [275], C. S. Yannoni et al., J. Phys. Chem. 95, 9 (1991).
© 1991, American Chemical Society.

about 84% near Tg ∼ 90 K, the glass transition temperature
[243]. Below Tg , the thermal energy becomes too small com-
pared with the energy barrier between the two states for fur-
ther reorientation to occur; therefore the C60 molecules are
frozen in their orientation and the fraction of PF orienta-
tion (∼84%) or HF orientation (∼16%) becomes invariable.
The remaining orientational disorder causes an orientational
glass phase. Because the nearest-neighbor distance of HF
oriented C60 molecules is slightly smaller than that of the
PF oriented molecules, there is an anomalous increase of
volume thermal expansion coefficient in the transition tem-
perature [243].

Evidence for this glass transition at low temperature has
been provided by a number of experimental techniques,
including velocity of sound and ultrasonic attenuation

Table 9. Physical properties at orientational phase transition tempera-
ture T01.

Quantity Under T01 Above T01 Jump

Structure sc fcc —

Space group Pa3̄ �T 6
h � Fm3̄m (O5

h� —

Lattice constant 14.11 Å 14.15 Å 0.04 Å [238, 243]
Reorientational

correlation
time of C60

molecules

2 × 10−9 s 9
2 × 10−12 s ∼200 times [274]

Volume small large ∼1% [243]
Thermal

conductivity
0.5 W/m K 0.4 W/m K 25% [352]

Enthalpy change low high 9000 J/kg
(6500 J/mol)
[368]

12,500 J/kg
(9000 J/mol)
[376]

Young’s modulus high low 8% [242]
Magnetic

susceptibility
small large 1.2% [377]

∼4
56 �10−9

in cgs)
∼4
61 �10−9

in cgs)

studies [242, 372], specific heat measurements [361, 379],
thermal conductivity [352, 380], elasticity [242, 358, 372],
high resolution capacitance dilatometry [357], dielectric
relaxation studies [359], electron microscopy observations
[381], and neutron scattering measurements [243, 349]. It
has been demonstrated that the measured values of transi-
tion temperature Tg varying in a wide range (∼90–165 K)
rely strongly on the time scale of the measurements [358].
The temperature dependence of the relaxation time may be
described by the relation "t = "t0 exp�EAt/kBT �, where EAt
is the activation energy for the transition and "t0 is a charac-
teristic relaxation time with values of "t0 = 4±2×10−14 s and
EAt = 300±10 meV [358]. For high-frequency measurement
probes, the molecules cannot reorient quickly enough to fol-
low the probe frequency, so that the molecules seem to be
frozen at a higher transition temperature and a lower tran-
sition temperature for low-frequency measurement probes.
It is concluded that below Tg a quenched disorder occurs
rather than an equilibrium glass phase [358].

3.3.3. Phase Transition
in Low-Dimensional Structures

At room temperature, the molecules on C60 (111) surfaces
are hexagonal close-packed and rotating and reorientating
freely corresponding to a �1×1� structure. Below a tempera-
ture of surface orientational ordering transition temperature
Ts01 about 230 K [382–386] (about 30 K lower than that of
C60 bulk), the C60 (111) surface exhibits a (2×2) reconstruc-
tion [382, 387] due to the four inequivalent frozen molecules
in a (2×2) unit cell holding four different orientations. STM
study clearly revealed the surface structure and indicated
that the orientational configurations of the C60 molecules
on the surface are similar to those in the bulk, except for
some complex details. This similarity indicates that it is the
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interaction of the neighboring C60 molecules that drives the
molecules to an orientational ordered state [387]. Recently,
a two-stage rotational disordering mechanism, with a new
intermediate regime between a low-temperature ordered
(2 × 2) state and a high-temperature (1 × 1) disordered
phase, has been proposed for this surface phase transition
based on Monte Carlo simulations [388].

C60 submonolayers adsorbed on a self-assembled mono-
layer of an alkylthiol can be considered as ideal two-
dimensional hexagonal arrays with a nearest-neighbor
distance of ∼10 Å [20] due to the weak van der Waals force
between C60 and the organic monolayer surface. At room
temperature the C60 molecules at this surface are mobile and
rotating freely. At 77 K, the C60 molecule appears as a hemi-
sphere, a tilted doughnut, or an asymmetric dumb-bell, each
being consistent with a rotating pattern around a fixed axis.
That is, unlike in the case of bulk C60, the two-dimensional
rotationally ordered phase persists down to 77 K (already
13 K below the bulk freezing temperature) [20].

Unlike the orientation-related glass phase in bulk C60 and
the bulk C60 (111) surface, the two-dimensional C60 array
forms orientationally ordered domains at 5 K although the
C60 molecules are not commensurate with alkylthiol mono-
layer [20]. The molecular rotation is frozen and the internal
fine pattern of C60 with a well-known native cage struc-
ture can be clearly revealed by STM, because of the fairly
weak interaction between C60 and the organic monolayer
surface with a negligible influence on the C60 molecule by
the substrate.

3.3.4. Phase Diagram
Figure 23 gives an equilibrium phase diagram of C60 crystal
covering a wide range of temperatures and pressures, drawn
on logarithmic scales to bring out clearly the low-pressure
behavior [389].

The solid lines are derived from experiment, and dashed
lines are theoretical or reflect extrapolations from exper-
iment. The solid–vapor coexistence line P�T � is given by
plotting the equilibrium vapor pressure against temperature.
The thermal gravimetric analysis data (shown by solid cir-
cles) [247] are fitted to P�T �= P0 exp�−5H/kT �, which can
be derived from the Clausius–Clapeyron equation assuming
ideal gas behavior [390]; the low pressure experimental data
(shown by a bar and a open diamand) [389, 391] are in good
agreement with extrapolation of the solid–vapor coexistence
line using the ideal gas relationship. It can be indicated from
the diagram that solid fcc C60 sublimes on heating without
forming a liquid phase at normal pressures.

The fcc–sc coexistence line at the left of the phase dia-
gram defines the pressure-dependent temperature of the
solid-state orientational ordering phase transition; the data
shown by filled squares are measured using DSC [244].

At high temperature or under ultrahigh pressure, the
C60 molecules will collapse into amorphous carbon. Under
higher pressure (>1 GPa) and high temperature, which is
not shown in the phase diagram, crystal C60 will polymerize,
induced by pressure. The pressure-induced polymerization
will be introduced in Section 4.2.

Figure 23. Phase diagram of C60 drawn on a logarithmic pressure scale
to show the low pressure range: ( ), data from experiment; (- - -),
theoretical curves or extrapolations from experiment. Adapted with per-
mission from [389], D. M. Poirier et al., Phys. Rev. B 51, 1830 (1995).
© 1995, American Physical Society.

3.4. Crystal Growth

3.4.1. Single Crystal
Solvent grown C60 crystals may form various structures due
to the intercalation of solvent molecules or small atmo-
spheric molecules into C60 crystal lattices [392–395], such as
hexagonal close packed (hcp) structure [2, 396], fcc struc-
ture [397], orthorhombic or monoclinic structure [398, 399],
and so on, and various shapes, even decagonal crystals with
pseudo tenfold symmetry, can formed [392, 400, 401].

C60 has an extraordinarily high vapor pressure of strong
temperature dependence [246] (at 500 �C, the vapor pres-
sure of C60 is about 1035 times greater than that of the
graphite [247]) and solid C60 sublimes at relatively low tem-
perature (see Table 4) [247]. A vapor transport method is
used to grow pure C60 single crystal free of solvent or gas in
a large quantity and a perfect quality conveniently by slow
condensation or deposition of the molecules from vapor
[402]. See Table 10.

The vapor growth technique for synthesizing single-crystal
fullerenes usually uses a carefully cleaned, dynamically

Table 10. Available rate of weight loss and vapor pressure of C60 at
selected temperatures [247].

Temperature (�C) dw/dt ( g/s) Vapor pressure (mTorr)

400 0
004 0
019
450 0
014 0
069
500 0
085 0
446
550 0
43 2
32
600 1
75 9
67
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pumped, horizontal quartz tube (usually about 50 cm long
by 1 cm in diameter) placed in a furnace with a tempera-
ture gradient [403–405] (see Fig. 24). The initial C60 powder
is filled in a gold boat and heated in the vacuum furnace
at about 250 �C under dynamic vacuum for 6–72 hours in
order to remove the solvent intercalated in the powder. Sub-
sequently the Au boat is heated above the C60 sublima-
tion temperature to about 590–620 �C, and high-purity, dry
helium flow kept at a flow rate below 5 cc/min is employed
to carry the C60 vapor to the colder part of the quartz tube.
Crystallization starts at the part where the temperature is
below 520 �C. The growth rate in this method is expected to
be about 15 mg per day. The vapor transport procedure is
always kept for several days to yield larger C60 crystals.

Several modified techniques based on the vapor trans-
port growth method have been developed to grow larger
and more perfect C60 crystals such as the vibrating tempera-
ture method [406], the double temperature gradient method
[407], optimization of temperature distribution [408], use of
a vectical furnace with a pulling technique [409], the Piz-
zarello method [410, 411], very small temperature gradient
control [412], and so on.

3.4.2. Thin Films
High-quality crystalline C60 thin films have been grown suc-
cessfully on many substrates and studied extensively for
the understanding of growth mechanisms and properties.
The potential applications of C60 thin films in electronic
devices have been explored, such as rectifying electronic
diodes [413], photodiodes and solar cells [413], and thin-film
field-effect transistors [414–416]. The results showed those
fullerene electronic devices have stable, reproducible perfor-
mances and excellent device characteristics.

Most of the C60 thin films are grown under ultrahigh
vacuum (UHV) environment using a sublimation-deposition
method, such as a simple or enhanced vapor deposition tech-
nique [417–419], organic molecular beam epitaxy [420], the
hot-wall diffusion method, or the ionized cluster beam depo-
sition technique [421–425]. A schematic sketch of a univer-
sal hot-wall diffusion method setup is shown in Figure 25.
The diffusion oven (lower part of Fig. 25) employed is com-
posed of three parts. The temperature of each part can be
controlled independently to get three different temperature
zones (upper part of Fig. 25). The source C60 powder and
substrate are placed in zone I and zone III in a quartz tube,
respectively. The C60 molecules are evaporated from zone I,
through zone II, then deposited on the substrate in zone III.
The temperature of zone II (hot wall) is higher than the
other two zones, which can generate a very low growth rate.
As an example, the temperatures of zone I and zone II are

Figure 24. Schematic view of a horizontal quartz tube furnace appara-
tus for the vapor transport growth of C60 single crystals.

Figure 25. A sketch of diffusion oven composed of three independently
temperature-controlled zones; T1� T2, and T3 are the temperatures of
the C60 source: “hot wall” and substrate, respectively. Adapted with
permission from [426], J. G. Hou et al., Thin Solid Films 320, 179 (1998).
© 1998, Elsevier Science.

set to T1 = 420 �C and T2 = 440 �C, respectively [426]. The
substrate temperature (T3� is usually set from 100 to 200 �C.

Most of well-ordered C60 thin films or multilayers were
grown on substrates including layered substrates, alkali
halides surfaces, semiconductor surfaces, and metal surfaces.

But studies showed that crystalline films can grown rela-
tively easily on layered substrates like mica [417, 427–439],
graphite [386, 440, 441], MoS2 [437–439, 442, 443], fluo-
rophlogopite [444], and lamellar substrates such as GeS(001)
[445–448], GaSe(0001) [341, 343], and Sb [449]. Because
of the natural passivation of these substrate surfaces, the
C60–substrate interactions are dominated by van der Waals
force which can relax the stringent lattice match condition
and result in the formation of fcc (111) oriented C60 crystal
grains.

Well-ordered crystal C60 monolayers and thin films can
also be grown on alkali halides and other ion crystals such as
NaCl [417, 418, 437, 438, 450, 451], KCl [418, 438, 450, 451],
KBr [418, 438, 450–453], KI [245, 246], and CaF2 [247, 248],
due to the very weak surface bonding dominated by the elec-
trostatic force that restricts the diffusion of C60 ad-species.

But C60 thin films grown on metal substrates are much
different from the weak-bonding substrates mentioned. It
has been shown that there exist very strong interfacial inter-
actions and charge transfer from the metal substrate to the
LUMO of C60 [172, 191]. Compared with the nonmetal sub-
strates, the metal substrates are usually less smooth and con-
tain much higher densities of steps, so it is more difficult
to grow high-quality single crystal films on metal surfaces.
There have been reported high-quality C60 (111) oriented
films successfully grown on Au [191, 419, 458], Ag [191, 419,
459, 460], Cu(111) [191, 461, 462], as well as Ni3Fe(111),
Ni3Co(111), and Ni3Fe(110) [426, 463] using a hot-wall dif-
fusion method.

Several techniques have been attempted to improve
the crystallization and quality of C60 thin films. Using
a self-mediated process [451] or using Sb as the surfac-
tant or buffer layer [464, 465] and the multistep growth
method [418], higher quality and larger grain-sized C60
can be obtained. Figure 26 shows a transmission electron
microscopy (TEM) image as well as diffraction pattern of a
high-quality single crystal C60 fcc (111) oriented film with a
thickness of about 60 nm prepared by using Sb as the sur-
factant on a freshly cleaved (001) NaCl single crystal surface
[465].



C60-Based Materials 429

Figure 26. TEM image and diffraction pattern of a C60 film with nom-
inal thickness of 60 nm. Large (111) orientated C60 grains with average
size of about a few micrometers were formed. Adapted with permission
from [465], J. G. Hou et al., J. Appl. Phys. 84, 2906 (1998). © 1998,
American Institute of Physics.

3.5. Properties

3.5.1. Electronic Structure
C60 solid is a semiconductor with a minimum of the energy
gap at the X point of the Brillouin zone. The value of
the energy gap is still under debate, which is in the range
of 1.43–2.35 eV. In early studies, a typical and widely ref-
erenced band calculation for solid C60 is based upon the
local density approximation (LDA) in density functional
theory, in which all many-body effects are collected into
the exchange-correlation energy, which is evaluated within
a free-electron model. The LDA calculations obtained a
bandgap of ∼1.5 eV for fcc C60 crystals [466] and a value
of 1.18 eV for the bandgap at the X point [467]. The
band structure of C60 crystals is derivated from the energy
level distribution of an isolated C60 molecule. Figure 27
shows the electronic structure of the HOMO- and LUMO-
derived bands of C60 in the solid state obtained from LDA
calculations.

Figure 27. Left-hand panel; a schematic diagram of the C60

�-molecular orbit energy scheme. The HOMO (h1u� and LUMO (t1u�
are shown in the expanded region. Central panel; the band structure of
the HOMO- and LUMO-derived bands of C60 in the solid state. Right-
hand panel; the density of states of the HOMO- and LUMO-derived
bands of solid C60 predicted from LDA calculations [466]. Adapted with
permission from [468], M. Knupfer, Surf. Sci. Rep. 42, 1 (2001). © 2001,
Elsevier Science.

By properly treating the electron excitations with an
ab initio quasiparticle approach, a GW (G represents
Green’s function and W is a dynamically screened Coulomb
interaction) approach was developed. In the GW approach,
the Dyson equation is solved within a Green’s function for-
malism using a dynamically screened Coulomb interaction
W to obtain the quasiparticle energy spectrum. Because
the method includes a treatment of the electron self-energy
(in terms of a dynamically screened Coulomb interaction),
it predicted a larger value of 2.15 eV [469] for the HOMO–
LUMO gap, with bandwidths of 0.9, 0.7, and 0.8 eV for the
HOMO-, LUMO-, and (LUMO+ 1)-derived bands, respec-
tively. This result is very close to the gap value of ∼2.3 eV
given by high-energy spectroscopy experiments like PES
and inverse photoemission spectroscopy (IPES) [470–472].
There are also many other experiments carried out by dif-
ferent methods showing different results [473]. A scheme in
Figure 28 shows the difference of the gap values given by
different methods.

A detailed electronic structure of C60 thin films was stud-
ied by surface photovoltage spectroscopy [474, 483, 484].
It is illustrated in Figure 29, which includes a mobility gap
of 2.25 eV and exponential Urbach tails of states determin-
ing the optical gap of 1.65 eV [481, 485]. In addition, there
exist two deep gap states: one donor and one acceptor. The
acceptor level lies 0.8 eV below the conduction band tail,
and the donor level is 1.25 eV higher than the valence band
tail. The exponential Urbach tails in the density of gap states
may be due to thermal disorder rather than from static struc-
ture, topological, or compositional disorder. The donor level
arises from the unbound intercalated oxygen and the accep-
tor level is considered to be the result of chemical reaction
of oxygen with fullerene. This detailed electronic structure
shows that the optical absorption edge [481] is not simply
connected to the HOMO–LUMO gap.

Figure 28. Energy gap of C60 fullerene, obtained in various stud-
ies, including: surface photovoltage spectroscopy [474], photoemission
[471], EELS [475], microwave conductivity [476], ac photoconductivity
[477], real part of complex conductivity [478], photoconductivity [479],
optical absorption [480] (the upper one), optical absorption [481] (the
lower one), quasiparticle approach [482], and LDA calculations [466].
Adapted with permission from [473], T. L. Makarova, Semiconductors
35, 243 (2001). © 2001, MAIK Nauka/Interperiodika.
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Figure 29. Electronic structure of C60 thin films, from which we can
see exponential tails of states between conduction mobility edge and
conduction band bottom, as well as tails between valence band top and
valence mobility edge. Adapted with permission from [474], B. Mishori
et al., Solid State Commun. 102, 489 (1997). © 1997, Elsevier Science.

To get a complete description of the electronic struc-
ture of C60 solids, a number of many-body calculations have
focused on calculations of quantities of electron correlation
effects. Direct in-situ comparison of C 1s absorption spec-
tra taken in the gas phase with those from solid C60 reveals
a close similarity [486]. It can be concluded that solid-state
interactions are not important in this new material, and
the electron correlation effects are mainly intramolecular.
So the Coulomb repulsion (U� of two holes on the same
molecule in solid C60 is an important quantity, which is
nearly independent of the molecular orbital of the hole with
a value of 1.6 eV [471]. This value of U leads to Frenkel-
type molecular excitons with energy of about 1.5–2 eV
corresponding to hu–t1u intramolecular excitations which
correspond to the lowest-energy-observed optical transitions
of electronic origin. The calculated values of such Frenkel
excitons are 1.58 and 1.30, with experimentally measured
values of 1.83 and 1.55 eV [487, 488].

3.5.2. Electrical Transport Properties
At room temperature, pristine C60 solids are n-type semi-
conductors with a high resistivity [415, 489]. The elec-
tron mobility is considerably larger than the hole mobility.
The electron and hole drift mobilities are 1.3 and 2 ×
10−4 cm2/V s, respectively, and the recombination lifetime
is 1
7 × 10−6 s [490]. The dc conductivities in C60 follow a
purely thermally activated behavior. The conductivity of the
crystalline C60 is obviously higher than that of the amor-
phous films. The dc conductivity of C60 single crystal is 1
7×
10−8 (� cm)−1 and the activation energy is 0.581 eV [491].
But for polycrystalline films, the conductivity and activation
energy are reported to be 10−6–10−8 (� cm)−1 and 0.3–
0.6 eV [492–496], respectively. For amorphous films, these
values are within the intervals 10−7–10−14 (� cm)−1 and 0.5–
1.1 eV [479, 497–499]. With improving crystallinity of C60
films, their conductivity increases, and the activation energy
falls [500, 501].

The thermally activated conductivity in fullerene systems
[493, 502] obeys the Meyer–Neldel (MN) rule [503]. The
MN rule describes an exponential relation between the acti-
vation energy Ea and the pre-exponential factor �0. The
expression of the MN rule for the dc conductivity can be

written as � = �0 exp�−Ea/kT), and the prefactor �0 corre-
lates with the activation energy Ea as �0 = �00 exp�−Ea/kT),
where �00 and T0 are the Meyer–Neldel parameters. For
example, the relationship between the conductivity prefac-
tor �0 and activation energy Ea in C60 films under different
O2 exposure can be described by the MN rule. The obtained
�00 and kT0 are 15.6 (� cm)−1 and 0.11 eV, respectively
[493]. The relationship between the conductivity prefactor
and activation energy in C60 films at different stages of the
growth process also obeys the MN rule with the MN param-
eters of �00 = 7
7 × 10−19 (� cm)−1 and kT0 = 0
012 eV
[493].

High pressure has a strong effect on the conductivity,
as well as the width of the gap between LUMO- and
HOMO-derived bands of C60 solids [504, 505]. The elec-
tric conductivity changes four orders of magnitude from 2×
10−6�� cm)−1 (below 8 GPa) to 3× 10−2 (� cm)−1 (around
20 GPa). The bandgap is as follows: 1
6 ± 0
1 eV at 3 and
6 GPa, and 1
2± 0
1 eV at 10 GPa. Exposed to air, upon the
interaction with oxygen, the conductivity of C60 single crys-
tals [506] and films falls [493, 507] by 3–6 orders of magni-
tude. Such an effect may be caused by trap levels for carriers
and neutralizes defects forming localized electronic states,
which are created by the intercalated oxygen.

The conduction mechanism at different temperatures
has been studied by measuring the ac (1 < f < 50 kHz)
conductance of C60 polycrystals [508]. In the tempera-
ture range of 100–150 K, the ac conductance linearly
depends on the temperature and nearly has a power law
of �0
8 dependence on the frequency, which is character-
istic of the model of the variable range hopping between
midgap localized states around the Fermi level [509]. In this
model, the ac conductance can be described as ���� T � ∼
�e2kT 9N�EF �:

2'−5�9ln�;ph�/�:4. Here, N�EF � is the den-
sity of states at the Fermi level, ;ph is the phonon frequency,
and ' is a constant. In the temperature range of 200–350 K,
the frequency dependence of conductance at a fixed tem-
perature can also be roughly described as a power law � ∼
�s�s = 0
8�. However, in this temperature range (as the
frequency varied from 1 to 10 kHz), the ac conductance
increases rapidly with temperature and shows a thermal acti-
vated behavior with an activation energy Ea of 0.389 eV
below 265 K and 0.104 eV above it. This is proposed to be
caused by the hopping process among the tails of localized
states, which can be described as ��T � ∝ exp�−Ea/kT). The
two activation energies can be ascribed to the coexistence
of the crystalline and amorphous phase of C60. At very high
temperatures approaching the sublimation temperature of
about 430 �C, experiments suggest that the mechanism of
conductivity of C60 changes from hopping conductivity to
band conductivity (charge transfer over delocalized states)
[510–512]. From these results, it can be concluded that the
C60 solid conductivity can be described in terms of the con-
duction mechanism of disordered semiconductors.

3.5.3. Optical Properties
Optical Absorption and Photoluminescence Spec-
troscopies The optical properties of solid C60 in the
visible-UV range were investigated by a variable angle
spectroscopic ellipsometry (VASE) technique [513–515] and
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near-normal-incidence reflection and transmission experi-
ments [516]. UV data above ∼7 eV were obtained using
EELS [475] by Kramers–Kronig analysis of the EELS loss
function. The observed optical properties of C60 solids are
usually expressed in terms of the complex optical dielectric
function #��� = #1���+ i#2���. Figure 30 shows the results
for #1��� and #2���, obtained from VASE and transmission-
FTIR (Fourier transform infrared) studies on thin solid films
of C60 on KBr substrate at T = 300 K [316]. The strong,
sharp structure at low energy (below 0.5 eV) is identified
with infrared-active optic phonons. The imaginary part of
the dielectric constants of C60 begins to rise at 1.7 eV, which
can be considered the absorption edge. At higher energies
in the visible and UV ranges, the spectrum structure is due
to allowed optical transitions at 3.5–5.6 eV and to excitons
at energies below 3 eV. There are four prominent absorp-
tion peaks at ∼2.7, 3.6, 4.7, and 5.6 eV for the pristine C60
with dipole-allowed electronic transition [480, 481, 517–519].
Optical transitions between the HOMO and LUMO bands
are forbidden by symmetry [520].

Luminescence spectra appear to be more sensitive to sam-
ple quality and to show wider sample to sample variation
than absorption spectra [521] The temperature dependence
of the photoluminescence spectra is given in [522]. At a tem-
perature of 7 K, the absorption curve intersects the photo-
luminescence curve at the point 1.8 eV, which may be the
optical gap at this temperature [523].

Transition Assignment An accurate study of optical
transition in C60 was carried out by comparing the optical
spectra of C60 films on mica with the transmission of toluene,
hexane, and heptane solutions [480]. Experimental spectra
were fitted with Gauss–Lorentz (GL) line shapes to deter-
mine the energy positions of individual transitions.

The assignment of the electronic transitions given in
Table 11 is based on the calculated transition energies of
[524–526]. The best agreement of the calculated gap posi-
tions with experimental results is provided by the tight-
binding models [525, 526]. An overview of the energy levels
and optical transitions discussed is shown in Figure 31.

The three leading GL bands D�E+F , andG are assigned
to the transitions hg� gg → t1u� hu → hg , and hg� gg → t2u,

Figure 30. Real and imaginary parts of the dielectric function #��)
determined from VASE and FTIR measurements for C60. Adapted with
permission from [520], M. S. Dresselhaus et al., Synthetic Metals 78, 313
(1996). © 1996, Elsevier Science.

Table 11. Spectral features for solid C60 and C60 molecules. All energies
are given in eV [480].

Band code Solid C60 C60 molecules Transition assignment

=0 1
918 1
995 hu → t1u + Tu, Hu, Gu

=1 2
035 (+Hg , Ag)
=2 1
992 2
070
=3 2
028 2
105
=5 2
097 2
180

A 2
41 hu → t1g
B 2
70
C 3
2

D1 3
489 3
58 hg , gg → t1u
D2 3
541 3
732

E 3
99 4
21 hu → hg
F1 4
36
F2 4
546 4
6

G1 5
500 5
437 hg , gg → t2u
G2 5
77 5
73

respectively [480, 513]. The oscillator strengths of these
dipole-allowed transitions are in reasonable agreement with
the calculations of [525]. The D band assigned to hg� gg →
t1u transitions is strongly reduced in doped films due to the
filling of the lowest state in the conduction band derived
from the t1u molecular states [527]. The molecular F1� 2
band, which originates from the hu → hg transition, split
into F 1 and F 2 bands in the solid due to the splitting
of the fivefold-degenerate hu�hg� levels to the threefold-
and twofold-degenerate tu�tg� and eu�eg� levels, respectively
[467]. The weak E band possibly also originates from the
hu → hg transition.

The assignment of the two lowest transitions, hu → t1u
and hu → t1g , is more delicate. The t1gh−1

u molecular state
consists of electron–hole excited states with T1u� T2u�Hu, and
Gu symmetry [528]. According to several calculations, the
lowest allowed transition hu → t1g to the T1u excited state
should be located near 3 eV with an oscillator strength
of about 3% of that of the hg� gg → t1u band at 3.5 eV

Figure 31. Electronic energy levels in solid C60 and in C60 solution in
n-hexane. Adapted with permission from [480], J. Hora et al., Phys. Rev.
B 54, 5106 (1996). © 1996, American Physical Society.
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[524, 525, 529]; the very small oscillator strength has been
attributed to plasmon screening [525]. In addition to this
allowed transition, phononinduced transitions of compara-
ble strengths [529] to the T2u�Hu, andGu excited states [528]
should appear in the same energy region. The comparison of
the energies and oscillator strengths of the B and D bands
is essential for the following assignment of =�B�B′, and D
subbands to the electronic transitions (see Table 11).

The A-group is attributed to the t1gh−1
u electron–hole state

parity forbidden in an isolated molecule, but becoming par-
tially allowed because of level splitting.

The =-group results from the forbidden molecular tran-
sition hu → t1u. These transitions gain nonzero strength
through the excitation of an appropriate odd-parity vibra-
tional mode [530] (Hertzberg–Teller coupling) and their
upper electronic states can be influenced by Jahn–Teller
dynamic distortions [518].

Photoconductivity Experiments confirmed the existence
of the photoconductivity in fullerene solids [531, 532]. Pho-
toconductivity spectra of C60 are, on the whole, similar to the
absorption spectra, apart from the conduction dip at about
350 nm of wavelength. Such a photoconduction dip appears
frequently in intense absorption regions in many photo-
conductors. The photoconduction edge is at about 730 nm
(1.7 eV) [523]. The main spectra features are related to
excitons rather than to interband transitions. The photocon-
duction spectra measured at various light-intensity modula-
tion frequencies, light intensities, and applied voltages shows
that the photocurrent is proportional to light intensity and
applied voltage. Moreover, the photocurrent increases with
decreasing light-intensity modulation frequency, which may
arise from some deep carrier traps in the energy gap.

3.5.4. Dielectric Properties
Solid C60 is a soft dielectric material [533]. The complex
dielectric function #��� = #1��� + i#2��� of solid C60 was
studied over a broad frequency range using a wide variety
of techniques including ac impedance measurements at low
frequencies and optical measurements at high frequencies
[259, 391, 475, 516, 517, 534].

The complex optical dielectric function #��� = #1��� +
i#2��� can be expressed in the terms of the complex refrac-
tive index N��� = 9n��� + ik���:. Here, n is the refrac-
tive index and k is the extinction coefficient. Both n and
k are frequency-dependent optical constants. The expres-
sion is #��� = 9N���:2 = 9n��� + ik���:2. The optical
dielectric function #��� of C60 was studied over a wide
frequency range of 1013–1016 Hz (corresponding to 0.05–
40 eV, 1 eV = 8066 cm−1�. Below 7 eV, it was studied using
infrared (between 0.05 and 0.5 eV) [534] and visible-UV
(1.5–5.5 eV) [516, 525] spectroscopies. UV data above 7 eV
were obtained using EELS by Kramers–Kronig analysis of
the EELS loss function [475]. The features of the #2���
dielectric loss spectrum in the infrared range include four
strong lines at 526, 576, 1182, and 1428 cm−1 due to molec-
ular vibrations. At higher energies in the visible and UV
ranges, the imaginary #2��� part of the dielectric constants
begins to rise at 1.65 eV and there are four prominent peaks
at ∼2.75, 3.55, 4.50, and 5.50 eV in the #2��� spectrum,
corresponding to four absorption peaks [269]. An absolute

value of the real #1��� part at 1.5 eV is 4.1. The whole
trend of the optical dielectric function of C60 is as below.
Where there is a loss process represented by a peak in the
#2��� dielectric loss spectrum, there is a rise or a resonant
oscillation in the #1��� spectrum. This result is consistent
with Kramers–Kronig relations. With frequency decreasing
to 1013 Hz, #1��� is approaching its dc value. The small dif-
ference between #1 (1013 Hz) ≈ 3
9 [517] and #1 (105 Hz) ≈
4
4 [391] might be due to the losses associated with C60
molecules rapidly rotating (at the rate of ∼109 Hz) at room
temperature (T > T01, T01 = 260 K is the structure transition
temperature).

In the low frequency regime (below 105 Hz), polarization
mechanisms come into play. The dielectric properties in this
regime were investigated by ac impedance measurements,
which are usually performed on a sample between closely
spaced parallel conducting plates. These M–C60–M (M =
metal) “sandwich” structures consist of 200- m-wide alu-
minum down stripes as base electrodes, a known thickness
of C60, and 200- m-wide aluminum cross stripes as coun-
terelectrode [535]. The ac equivalent capacitance C��� and
the dissipation factor D��� of the resulting capacitor can
be obtained. The real part of the relative dielectric func-
tion #1��� can be calculated since the relation between the
capacitance and #1��� is known to be C��� = #1���#0A/d.
Here, A is the cross-sectional area of the capacitor, d
is the separation distance between the plates, and #0 is
the absolute permittivity of free space (8
85 × 10−12 F/m).
The imaginary part of the dielectric function #2��� can
be extracted from measurement of the dissipation factor
D��� = #2���/#1���. To ascertain the intrinsic dc #1(0) of
C60, the dielectric measurement needs to be performed at
frequencies low enough to include the intrinsic relaxation
processes of the material, but high enough to escape the
effects of impurities (e.g., molecular oxygen). The effects of
oxygen and other impurities occupying the interstitial sites
of solid C60 on the dielectric relaxation of C60 films can be
ignored only above ∼5 kHz. So the intrinsic dielectric con-
stant was obtained by performing a series of capacitance
measurements at 100 kHz. By this method, a value of 4
4±
0
2 was obtained for the relative permittivity #1(0) [391].

The plate spacing d of the C60 capacitor may change due
to the thermal expansion or to phase transition at T01 ≈
260 K. The interaction of oxygen or other species into the
interstitial spaces of C60 solid can also lead to such problems.
To avoid these problems, a microdielectrometry technique
[536, 537] has been employed at low frequencies (from 10−2

to 105 Hz). In this technique, a coplanar electrode configu-
ration was used as an alternative to the “sandwich” configu-
ration. Both electrodes in the microdielectric measurement
are placed on the same surface of an integrated circuit, and
C60 film is placed over the electrodes by thermal sublima-
tion in vacuum [391]. In comparison with the “sandwich”
geometry, this geometry has the advantages as follows. First,
the comb electrodes of a coplanar sensor, in contrast to par-
allel plates, ensure proper calibration of the device even if
the material being measured undergoes structure transfor-
mations. Moreover, the open-face layout facilitates studies
of diffusion of foreign species into the bulk of the material.

By means of capacitance and dissipation factor measure-
ments discussed previously, the temperature dependence of
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the dielectric properties of C60 single crystals, polycrystalline
C60, and microcrystalline C60 films were studied [359, 538,
539]. On cooling below the first-order structural phase tran-
sition at 260 K, a Debye-like relaxational contribution to
the dielectric response was observed. From the Debye-like
relaxation, the presence of permanent electric dipoles was
found, which are unexpected in the centrosymmetric struc-
ture of the pure ordered cubic phase C60. It is suggested that
the high degree of frozen orientational disorder of the C60
molecules is responsible for the existence of electric dipo-
lar activity. In addition to the structure phase transition at
260 K, a signature of the glass transition was detected at
∼90 K. Studies on the dielectric properties of C60 films in
the high-temperature region discovered that both the capac-
itance and dissipation factor curves as a function of temper-
ature have a pronounced feature at 435 K, which confirms
the fact that above 400 K a phase transition does occur in
the crystal [539].

A small charge transfer between the C60 and O2
molecules, which occupy interstitial space of solid C60
exposed to oxygen (or ambient air), creates large electrical
dipole moments due to the large size of the C60 molecules
[535]. The dipole moments can be coupled to the applied
ac electric field via a diffusion-controlled relaxation mecha-
nism. This leads to a significant increase in the permittivity
#1 accompanied by a broad dielectric loss peak #2 at ∼10–
100 Hz. For instance, the dielectric function #1��� increases
dramatically from 4.4 at 105 Hz to 18.4 at 100 Hz due to
the polarization caused by the interstitial oxygen [535]. With
increasing oxygenation, the interstitial sites are nearly fully
occupied. As a result, interstitial hopping is inhibited, and
the loss peaks disappear.

3.5.5. Magnetic Properties
Pristine C60 solids are diamagnetic materials due to the pres-
ence of ring currents in the C60 molecule [1]. In compar-
ison with other carbon-based materials [540–543], such as
graphite and diamond, C60 has an unusually small diamag-
netic susceptibility of about −0
35× 10−6 emu/g [544, 545].
This is because there is an unusual cancellation of ring cur-
rents in the C60 molecule. There are two kinds of rings in
the C60 molecule: the aromatic rings and the pentagonal
rings. The aromatic rings in C60 set up shielding screening
currents in a magnetic field [546, 547] which contribute a
diamagnetic term to susceptibility >, while the pentagonal
rings contribute a paramagnetic term of almost equal mag-
nitude. Table 12 presents the diamagnetic susceptibility for
C60 and related materials.

Table 12. The diamagnetic susceptibility for C60 and related materials
at T = 300 K.

Material > �10−6 emu/g) Ref.

C60 −0
35 [544, 545]
C70 −0
59 [544, 545]
Graphite −21
1 (c-axis)a [548]
Carbon nanotubes −10
2 [549, 550]
Diamond −0
49 [551]

a The value refers to c-axis susceptibility of graphite. The H in-plane suscep-
tibility of graphite is 0
4× 10−6 emu/g.

The measurement performed on a C60 powder sample
shows the temperature dependence of the magnetic suscep-
tibility [544]. At temperatures greater than 180 K the sus-
ceptibility is temperature independent with a mass value of
>g = −0
35×10−6 emu/g, where the subscript g refers to the
susceptibility per gram of sample. At low temperatures, due
to a relatively small number of electron spins, >g increases
and becomes paramagnetic, yielding a molar Curie constant
CM = >MT = 0
75 × 10−4 (>M is a molar susceptibility),
which gives an electron spin value of 1
5× 10−4 per carbon
atom. It is believed that the Curie constant here is caused
by a foreign paramagnetic impurity in the C60 sample.

Magnetization of a large single C60 crystal was measured
as functions of applied field and temperature [377]. The
sample was carefully prepared and handled to avoid oxygen
contamination. The result shows no low-temperature Curie
term, from which it is concluded that the low-temperature
Curie contribution is likely due to oxygen contamination.
In addition, near T01 = 260 K, a discontinuity with a 1.2%
change in susceptibility was observed, with >�T −

01� more neg-
ative than >�T +

01� for the susceptibility at either side of
the phase transition. The discontinuity is attributed to the
change in the intramolecular geometry at the orientational
order–disorder transition. The susceptibility can be consid-
ered to be independent of the temperature below and above
the structural transition temperature, T01 = 260 K. The
experiment demonstrated that the cooperative phase transi-
tion affects the magnetic susceptibility of a single molecule.

Whereas the unpolymerized C60 is diamagnetic, a
few fullerene-based materials were found to be ferro-
magnetic. Ferromagnetism has previously been observed
in [TDAE]C60 [TDAE = tetrakis(dimethylamino)ethylene]
below 17 K [552]. It has been reported that hydrogenated
fullerene [553], C60H24, and some palladium fullerides [554],
C60Pdn, may be ferromagnetic. Recently, the finding of fer-
romagnetism in pure Rh-C60 (rhombohedral phase 2D C60
polymer) samples by Makarova et al. [555] appears to be the
first report on magnetic ordering in a pure molecular car-
bon material up to temperatures above 300 K (see Section
4.2.4).

3.5.6. Thermal Properties
Specific Heat Measurement of the temperature depen-
dence of the heat capacity at constant pressure Cp�T �
provides the most direct method for the study of the temper-
ature evolution of the degrees of freedom, phase transitions,
and the enthalpy change.

The temperature dependence of the specific heat of C60
solids is studied mainly by DSC. The overall shape of the C60
specific-heat curve in the temperature range of 0.2–400 K is
as follows. At very low temperature (below 1 K), the specific
heat shows a Cp�T � = C1T +C3T

3 behavior. The T 3 depen-
dence component of Cp�T � yields a Debye temperature
?D = 80 K [556–558]. The linear T contribution arises from
the tunneling modes in the glassy systems [559]. The contri-
bution saturates above ∼5 K and contributes little at high
temperatures. In the temperature range 2 ≤ T ≤ 80 K, there
is an initial rise in the specific heat, followed by a plateau
near 80 K [560]. The intermolecular modes of C60 contribute
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significantly in this range. The plateau is due to the satu-
ration of these low-energy excitations. The low-energy exci-
tations in this range consist of both acoustic (translational)
modes and rotations (also called librations) involving the
entire C60 cage. Because the bonds between cages are weak
van der Waals bonds, these low-energy modes saturate below
80 K. With six modes (three translational and three libra-
tional) and a molecular number density (N /60), the Dulong–
Petit limit for the C60 molecules is 6(N /60)kB = 69
3 mJ/g K,
which matches the level of the plateau. Here, N is the num-
ber density (per unit mass) of carbon atoms.

Above 100 K, there is a nearly linear rise in Cp�T � curve,
and this rise in Cp is caused by the higher energy intramolec-
ular excitations on the ball, which start to be activated and
contribute to the specific heat. The Dulong–Petit limit for
the carbon atoms is equal to 3NkB = 2
08 J/g K. Based on
the highest energy on-ball mode (196 meV), the saturation
temperature is expected to be above 2500 K. Since C60 sub-
limes around 300 �C, it could not be observed anyway. It is
the large difference in bond strength between the covalent
bonds on the cage and the molecular bonds between the
cages that leads to the energy separation between the intra-
and intermolecular modes [560].

A remarkable feature in the temperature dependence of
the specific heat for C60 is the large specific heat anomaly
near T01 = 261 K orientational order–disorder transition
[368, 561]. The structure of the Cp�T � curve near the phase
transition temperature T01 is strongly impurity concentra-
tion dependent. Moreover, the specific heat of C60 depends
dramatically on the cooling or heating rate. Extremely slow
heating and cooling runs (at rates of the order of 100 mK/h)
showed that even at such low scanning rates the results are
rate dependent [368]. The material is not in a thermody-
namic equilibrium state and behaves as a system with a very
long internal relaxation time (order of 10 h) in complet-
ing the first-order transition. The lower the scanning rate,
the more the ordering transition temperature shifts to lower
(higher) temperatures for the heating (cooling) runs. Mea-
surements [368] on high-purity sublimed C60 show that for
the orientational transformation occurring at 262.4 K during
the heating run, the associated Cp�T � peak is remarkably
sharp and attains a value of 12,360 J/kg K. The correspond-
ing heat of transition is about 9000 J/kg (6500 J/mol), a
value considerably smaller than reported for single crystal
of 12,500 J/kg (9000 J/mol) [376]. For the slow cooling run
an even larger peak value of 16,730 J/kg K at a transition
temperature of 260.6 K is observed.

If the specific heat anomalies associated with phase tran-
sitions are removed from the experimental Cp�T � data for
C60, then the temperature dependence of the residual spe-
cific heat contribution for C60 is in good agreement with that
of graphite [367, 562] for T ≥ T01 (261 K).

Thermal Expansion The temperature dependence of the
lattice constant a0 for C60 shows a large discontinuity at the
structure phase transition temperature T01 = 261 K, where
the lattice parameter a0 jumps by +0
044± 0
004 Å on heat-
ing [238]. The fractional jump of the unit cell volume of
5v = �5V �/V is (9
3 ± 0
8� × 10−3. The average isobaric
volume coefficient of thermal expansion ' both above and
below the transition is (6
2± 0
2�× 10−5 K−1 [238, 349]. It is

surprising that measurements of ' taken to high tempera-
ture (1180 K) show a lower value of 4
7 × 10−5/K than for
the lower temperature range [563]. The thermal expansion
coefficient of C60 films with thickness t were investigated. As
t decreases ' increases and is described well by the relation
' = 17× 10−6 K−1 + 8
3× 10−5 nm K−1t−1 [564].

Thermal Conductivity Because C60 is a van der Waals–
bonded molecular solid, its Debye temperature AD due to
the intermolecular phonon modes is low with a value of
about 70–80 K [350, 556]. Above the Debye temperature
the specific heat due to propagating modes is independent
of temperature. Consequently, the thermal conductivity 0 is
an ideal probe of the phonon mean free path through the
kinetic expression 0 = C�sB/3, where C is the specific heat,
�s is the sound velocity, and B is the phonon mean free path.
Experiments showed that 0 ∼ 0
4 W/mK at room temper-
ature and is approximately temperature independent down
to 260 K [380, 352]. At 260 K, 0 takes a sharp jump from
0.4 to 0.5 W/mK with a transition width of ∼2 K. Because
the heat capacity due to intermolecular modes is constant at
260 K, the 25% jump in 0 must be due to a sudden increase
in the phonon mean free path. Upon further cooling, the
thermal conductivity increases. At about 85 K, the thermal
conductivity shows a shoulderlike structure. The tempera-
ture and time dependence of the thermal conductivity below
260 K can be described by a phenomenological model that
involves thermally activated jumping motion between two
nearly degenerate orientations, separated by an energy bar-
rier of ∼260 meV.

3.5.7. Mechanical Properties
Primary C60 is fcc molecular crystal formed by Van der Waals
interaction between rigid C60 molecules. It is a soft and fri-
able material showing low strength and high-elastic compli-
ance. Information on the temperature dependence of the
elastic moduli is incomplete and partially contradictory [242,
358, 372, 565–567]. The elastic constants of single-crystal
C60 at room temperature have been established [568, 569].
Since solid C60 at room temperature is cubic, the matrix
of the elastic constants has three independent components:
C11, C12, and C44. The elastic moduli C11, C12, and C44 were
obtained experimentally on the basis of sound velocity and
the density C by using the well-known relations between the
elastic moduli and sound velocity in cubic crystal: C;2T = C44,
where ;T is the velocity of transverse ultrasonic waves in the
[100]-direction, C;2T = �C11 − C12 + C44�/3, where ;T is the
velocity of transverse ultrasonic waves in the [111]-direction,
and C;2L = C11, where ;L is the velocity of longitudinal waves
in the [100]-direction. These values of the elastic moduli
determined by the experiments are presented in Table 13.

Table 13. Experimental and theoretical values of the elastic moduli Cij

(GPa) of the fcc phase of solid C60 (300 K).

C11 C12 C44 C11–C12 Ref.

14
9± 0
9 8
8± 1
0 6
6± 0
18 6
1± 0
45 Experiment [571]
13.8 6.6 7.0 7.2 Theory [570]
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For comparison, the theoretical values of the elastic stiff-
ness constants obtained in terms of the model intermolecu-
lar interaction are also given in Table 7 [570]. In the theory
approach, the interatomic Buckingham potential was used
for calculating the intermolecular interaction and the elec-
trostatic interaction was taken into account.

To compare the previous results of a single crystal with the
measurements of the elastic properties performed on com-
pact samples and polycrystalline films of C60, the isotropic
moduli of polycrystalline C60 were estimated by averaging
the elastic constants Cij of a single crystal. By regarding the
anisotropy in polycrystalline C60 as a result of the disordered
orientation of individual single-crystal grains, the bulk mod-
ulus K is determined from the equation K = �C11 + 2C12�/3
and the shear modulus G from the relation G = 9�C11 −
C12�/2C44:

2/5. All other elastic constants of the polycrystal
material (Young’s modulus E, the longitudinal modulus CL,
and the Poisson ratio ;) can be estimated from G and K
using the well-known relations between the elastic moduli of
an isotropic medium. Isotropic moduli obtained from single-
crystal, compacted samples and polycrystal films are pre-
sented in Table 14.

4. C60-BASED MATERIALS

4.1. Intercalated Compounds

4.1.1. Alkali Metal Doped C60

M3C60 (M = K, Rb, and Cs) When the alkali metals (M =
K, Rb, and Cs) are doped in C60, stable crystalline phases
M1C60, M3C60, M4C60, and M6C60 are formed. The M3C60
system is the most widely studied of the doped C60 com-
pounds because of the discovery of superconductivity [574].

K3C60 and Rb3C60
(i) Synthesis The usual way to produce M3C60 com-

pounds is the vapor transport technique which is most suit-
able for intercalation of heavy alkali metals into C60 lattice.
A wide variety of methods based on this technique have
been employed to prepare the samples with different crys-
talline forms (thin film [575], powder [576, 577], and single
crystal [578, 579]).

For preparing powder samples, the alkali metals are mea-
sured out using precision inner-diameter capillary tubes. The
quantity of the metal is controlled by cutting an alkali metal-
filled capillary tube to the required length in a dry box. The
capillary tube is then placed in a 5–10 mm Pyrex (or quartz)
tube along with the C60 powders. Then the Pyrex (or quartz)
tube is sealed under high vacuum and heated to a temper-
ature of 200 to 450 �C for several days. The alkali metals

Table 14. Isotropic moduli obtained from different samples.

K (GPa) G (GPa) E (GPa) CL (GPa) ; Sample

10
8± 0
75 4
85± 0
18 12
6± 0
45 17
2 ± 0
45 0
306± 0
012 a
8
4± 0
5 3
75± 0
1 9
8± 0
4 13
4± 0
4 0
305± 0
02 b
6
4± 0
5 4
1± 0
2 12 ± 1 13
3± 0
8 0
18± 0
04 c

Note: Sample a—Isotropic moduli of polycrystalline C60, calculated from the
values of the moduli Cij of a single crystal [568]; b—compacted samples powder
[572]; c—polycrystalline films [573].

appear to be completely absorbed by the C60. After that, the
sample tube is held at 200–300 �C for a period between 24
and 72 hours to ensure complete diffusion of the metal into
the C60 sample.

For preparing single-crystalline samples, the intercalation
process can be controlled by measuring the conductivity of
the samples in-situ. Electrical contacts to the pristine C60
samples are made prior. Then the conductivity apparatus is
sealed together with fresh alkali metal in a Pyrex glass appa-
ratus under high vacuum. Uniform doping is accomplished
using a repeating high-temperature dope–anneal cycle. Both
the sample and dopant are heated uniformly from room
temperature to ∼200 �C in a furnace first while the sam-
ple resistance is continuously monitored. At the point where
the resistance of the sample reaches a minimum, the alkali-
metal end of the tube is cooled to room temperature and the
sample alone is annealed for several hours. Then the metal
end is reheated and the sample was further doped until a
new resistivity minimum point is reached. The sample alone
is then again annealed for several hours. This doping and
annealing process is repeated until the resistance reaches an
equilibrium state. A method similar to this is also applied to
obtain thin film M3C60 samples [575].

In order to obtain M3C60 samples with more certain chem-
ical compositions, two methods based on vapor transport
are used. One is the azide technique, in which the metal
azides (i.e., MN3, M = K, Rb) are used as the metal sources
[580–582]. A mixture of C60 powders and stoichiometric
amounts of azides is loaded into a quartz tube and heated
slowly under dynamical vacuum. At 550 �C for a couple
of hours, the azide of any alkali metal decomposed into
free alkali metal and N2, during which C60 is doped. After
completion of the reaction, the sample is cooled to room
temperature and sealed to avoid exposure to air. In the
other method, stoichiometric control is markedly improved
by reacting pristine C60 with the saturation-doped product
[577]. Two aliquots of C60 are weighed outside the drybox
first. A weighed amount of C60 is treated with a large excess
of alkali metal at 225 �C under vacuum to produce M6C60.
The air-sensitive product is then diluted with the C60 in the
dry box. After heating and annealing under vacuum, the
single-phase K3C60 and Rb3C60 are prepared.

Metal fullerides can also be prepared in solution at low
temperatures [583]. The solvents usually used are THF, liq-
uid ammonia, or CS2. The compounds are obtained by dis-
solving proportional molar amounts of the metal and the
C60 powder in the solvent and then heating at ∼300 �C to
remove the solvents.
(ii) Crystal structure In K3C60 and Rb3C60 compounds,

the structure of K3C60 and Rb3C60 is still fcc although the
lattice constants become larger than that of pristine C60.
Table 15 summarizes some of the structural parameters of
K3C60 and Rb3C60.

M3C60 have a merohedral disorder which means the indi-
vidual C60 molecules have two different possible orienta-
tions in the fcc lattice. Except this disorder, the symmetry
of the C60 molecule is not further reduced by the doping
from C60 to M3C60. Vibrational properties have been studied
by Raman scattering [586–590] and IR spectroscopy in the
mid-IR and the far-IR spectral range [324, 591].
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Table 15. Crystal structure and lattice constants of M3C60.

Compounds K3C60 Rb3C60

Cation position occupy all the available tetrahedral
and octahedral interstitial sites of
the host lattice

Lattice constant (Å) 14
24 14
43
Distance of C60–C60 (Å) 10
06 10
20
Distance of C–M (Å) 3
27 3
33
C (g/cm3) 1
93 2
16
Ref. [236] [584, 585]

(iii) Normal state properties
Electronic structure In M3C60, the alkali metal is

expected to donate its electron to the t1u-derived conduction
band. Hence M3C60 is expected to be a metal, with a half-
filled t1u band. In the solid, molecular orbitals on neighbor-
ing molecular sites mix to form bands. The band structure
and density of states for K3C60 using the LDA in DFT are
shown in Figure 32 [592, 593]; the electronic structure of C60
is also shown in the figure for comparison.

In the M3C60 solids (M = K, Rb), the C60 molecules have
binary (merohedral) orientational disorder, and the statisti-
cal occupancy of the two molecular orientations remains dis-
ordered even at low temperatures [236]. This disorder was
predicted to have significant effects on the band structure of
the materials [594], with a smearing out of the fine structure
in the tlu-derived conduction band density of states (DOS),
whose width remains unaffected by the disorder [595]. How-
ever, despite the disorder, the electronic states near EF are
best described using an effective Bloch wave vector, and the
states localizcd due to disorder lie only at the bottom or top
of the band [596].

The calculated t1u-derived bandwidth is ∼0.5 eV for K3C60
[597]. The LDA-DOS clearly supports a rigid-band picture.
In this rigid band model, the band structure of MxC60 (M =
alkali) remains roughly the same as that of pure C60, expect
that the Fermi level is shifted due to the filling of elec-
trons donated by the alkali atoms [598]. Many other calcula-
tions of the electronic properties of M3C60 were performed
at different levels of accuracy [594, 599–606]. Whereas the

Figure 32. Left: Hückel theory calculation of the molecular energy
spectrum of neutral C60. Right: Band structure and density of states
using the LDA formalism [592]. Adapted with permission from [593],
C. H. Pennington and V. A. Stenger, Rev. Mod. Phys. 68, 855 (1996).
© 1996, American Physical Society.

effect of the intermolecular binding on the molecular geom-
etry itself can be represented reasonably within LDA at any
level, the band structure depends more significantly on the
level of accuracy of the calculations. The band dispersion is
also determined by the weak interaction between the chains,
which cannot be expected to be correctly described within
the LDA.

PES and EELS were widely used to investigate the elec-
tronic structure of the C60 compounds [382, 607–618]. The
metallic nature of M3C60 has been reported from PES stud-
ies [182, 610, 611, 619] as well as from conductivity mea-
surements [620, 621]. The PES result indicated the metallic
ground state for K3C60 through a considerable density of
states at the Fermi level and a clear Fermi cutoff in the spec-
tra [608, 609]. The C1s excitation spectrum results of K3C60
and C60 implied the half-filling of the t1u-derived band [622,
623]. The bandwidth observed for the half-filled t1u-derived
conduction band is about 1.2 eV and is much larger than
the band structure calculations [624]. A clue to the explana-
tion of this observation can be gained from high resolution
PES studies of Rb3C60 and K3C60 [609, 610] at low tempera-
ture. PES profiles of M3C60 calculated within a model [609,
625] showed that good agreement can be obtained by taking
into account relatively strong coupling of the electronic sys-
tem to the molecular Ag and Hg vibrational modes, together
with an additional coupling to the charge carrier plasmon
observed at about 0.5 eV in the loss function.
Electrical resistivity The electrical resistivity (C) of

M3C60 was measured on various samples using different
methods such as dc four-point measurement [578, 579, 626–
632] and other contactless techniques [627, 633–635]. Tem-
perature dependences of the C�T � of single crystal K3C60
and Rb3C60 have been measured under conditions of con-
stant sample pressure [578, 579]. The measurement results
are typically metallic as the sharp drop of resistivity at Tc
and C�T � varies as (a + bT2�. Results on pellets (pressed
from polycrystalline powders and subsequently annealed)
obtained with a contactless technique such as optical exci-
tation spectrum and microwave techniques also showed that
C�T � varies as (a+bT2� [627, 635]. Early C�T � measurement
for underdoped granular film showed that C�T � increases
with decreasing temperature [626]. However, it has been
confirmed with new measurements on crystalline films that
the transport properties of both K3C60 and Rb3C60 exhibit
metallic behavior up to 500 K and a T 2-like dependence
at temperatures from 50 to 250 K [631]. The granularity
of the thin films is most probably the reason for the dis-
crepancy. Although the electron–phonon (el–ph) scattering
mechanism is expected to result in a linear temperature
dependence of the resistivity, however, the T 2-like depen-
dence behavior cannot be the evidence for other scattering
mechanism because the volume of sample varies along with
the temperature during the constant pressure measurements
and this change will affect the temperature dependence of C
significantly. The measurement of C vs T under conditions
of constant sample volume can help to find the real scatter-
ing mechanism. A linear temperature dependence C�T � ∼ T
on Rb3C60 was reported [630] and this linearity is consis-
tent with the picture that the scattering mechanism is simply
of the electron–phonon type with a coupling constant Btr ∼
0
65–0.80. Table 16 lists some values of C.
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Table 16. Electrical resistivity of M3C60.

Property K3C60 Rb3C60 Ref.

C (transport, crystalline 0.12 m� cm 0.23 m� cm [579]
paraconductivity)

C (optical) 0.77 m� cm 0.8 m� cm [633, 634]
C (microwave) 0.41 m� cm — [627]
C (room-temperature, — 2.5 m� cm [630]

ambient pressure)

(iv) Superconductivity
Tc and superconductivity gap It is widely believed

that M3C60 (M = K, Rb) are s-wave BCS-like supercon-
ductors, driven by the coupling to the intramolecular Hg

phonons and probably with some strong-coupling effects
[636]. Transition temperature (Tc� as a function of the lat-
tice constant a has been widely studied for M3C60 supercon-
ductors [272, 637–639]. In these studies the constant a was
changed either by chemical substitution or by applied pres-
sure. It was found that Tc is increased by substituting Rb
for K and the authors speculated that an elastic response of
the lattice to the large ionic size of Rb would lead to a nar-
rowing of the conduction band and a subsequent increase in
N�EF � which has the general effect of raising Tc [640].

A linear relationship between Tc and pressure P was
observed with dTc/dP = −6
3± 0
8 K GPa−1 performed up
to 0.6 GPa [641] and with dTc/dP = 7
8 K GPa−1 performed
up to 2 GPa respectively for K3C60 [637]. A similar result has
also been obtained in Rb3C60 with dTc/dP = −9
7 K GPa−1

[642]. The authors considered that applied pressure causes
band broadening, which leads to both a smaller N�EF � and
a smaller Tc.

In the BCS theory for a system with only one type of
ion with mass M , the transition temperature behaves as
Tc ∼M−� , where � = 0
5. The isotope effect when 12C is
substituted by 13C in M3C60 has been investigated in order to
establish the mechanism of superconductivity. Various val-
ues of � were obtained by different groups [643–646] and
it was indicated that � = 0
3 should be the best available
experimental result [645, 646].

The superconductivity energy gap (5) was first measured
by point-contact tunneling spectroscopy using a scanning
tunneling microscope [647], which gave a reduced energy
gap 25/kBTc = 5
3 for Rb3C60. NMR measurements were
also performed to obtain 25/kBTc and were found to be
in good agreement with the BCS value of 3.53 for the gap
[648]. Moreover, the data has been obtained using other
methods such as muon spin relaxation [649], optical meth-
ods, [634, 650], and photoemission [651]. It is noted that the
data obtained from different experiments show substantial
variation ranging from the BCS value of 3.53 up to about
4.2 (see Table 17). The value of the reduced gap that is
substantially larger than the BCS value indicates that strong
coupling effects are important.
Upper critical field and coherence length A large

number of experiments was performed to determine the
upper critical field for crystal [184, 578, 651, 655–657], pow-
der [642, 658–663], and thin film [626] samples of M3C60
using different techniques such as magnetication [642, 659],

Table 17. Tc and reduction gap of M3C60.

Property K3C60 Rb3C60 Ref.

Tc 19.5 K 29.5 K [636]
25/kBTc (tunneling) 5
3± 0
2 5
2 ± 0
3 [647, 652]
25/kBTc (tunneling) — 2.0–4.0 [653]
25/kBTc (NMR) 3.0 4.1 [654]
25/kBTc (optical) 3.44 3.45 [634]
25/kBTc (tunneling and optical) — 4
2 ± 0
2 [650]
25/kBTc ( SR) — 3
6± 0
3 [649]
25/kBTc (photoemission) — 4.1 [651]

ac susceptibility [660, 661], transport [626, 663], and radio
frequency (rf) absorption [662].

Early measurements were usually carried on powder sam-
ples. Field-cooled curves from dc magnetization are first
used to obtain the temperature dependence of the upper
critical field [Hc2�T �]. Measurements on powder K3C60 [659]
and Rb3C60 [642] samples in this way both showed that the
temperature dependence of Hc2 is linear at temperatures
not far below Tc. Due to the experimental limitations of
the magnetic field window (5–8 T in superconductivity quan-
tum interference device (SQUID) magnetometers), mea-
surements of Hc2 by this method are usually performed at
temperatures close to the transition temperature. Therefore
a large uncertainty will occur in the extrapolations of Hc2�T �
to T = 0 K which depend on the fitting scheme signifi-
cantly. Using the standard theory of Werthamer–Helfand–
Hohenberg (WHH) [664], the critical field extrapolated to
T = 0 K is Hc2�0� = 49 T for K3C60 [659] and Hc2�0� = 78 K
for Rb3C60 [642], respectively.

Ac susceptibility [660, 661] and rf absorption [662] tech-
nique measurements also show linear temperature depen-
dence of Hc2 near Tc. These two measurements can obtain
the data under high fields (the ac susceptibility technique
can be performed up to 30 T [660, 661] and the rf absorp-
tion technique can be performed up to 60 T [662]). There-
fore the Hc2�T � curves can extend near 0 K and this will
reduce the uncertainty in the extrapolations of Hc2�T � to
0 K. More accurate values of Hc2(0) are obtained in these
experiments (28 T for K3C60 and 40 T for Rb3C60 [660], 30–
38 T for K3C60 [661], 38 T for K3C60, and 76 T for Rb3C60
[662]). Good agreements of the experimental Hc2�T � curves
with the WHH predictions are obtained [660, 662], demon-
strating that this theory is successful in describing fullerene
superconductors. However, a result of an enhancement of
Hc2�T � compared to theory has also been found [661].
A likely mechanism proposed by the authors is the dirty-
limit effect which showed that the high upper critical fields
might partly result from a reduction of the mean free path by
different types of defects and the limitation of the mean free
path could be the reason for the strong scatter of the exper-
imental data for Hc2(0) [661]. The magnetoresistance of
K3C60 samples with different granularity has been measured
in fields up to 7.5 T and showed that Hc2�T � is dependent
on the grain size of the K3C60 regions within the sample.
dHc2�T �/dT varies from −2
18 to −2
8 T/K near the super-
conducting transition temperature [663].

Upper critical fields in single-crystalline samples have
been obtained using various methods. All of these results
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showed a linear temperature dependence of Hc2 near Tc
[655, 656, 665, 666]. The Hc2(0) has first been estimated
from transport measurements, with the results 17.5 T for
K3C60 [655] and 62 T for Rb3C60 [656], and later from dc
magnetization measurements, with the results 28.5 T for
K3C60 [665] and 43 T for Rb3C60 [666].

A upturn of Hc2�T � at temperatures very close to Tc has
been observed in almost all experiments on all supercon-
ducting compounds. Different authors suggested different
explanations for this effect and the best possible explanation
[657] is that the upturn is a consequence of the anisotropy
of the Fermi surface of fullerene superconductors [599].

From Hc2(0), the coherence length H can be calculated
using Ginzburg–Landau relations. Despite a large scatter
(see Table 18) arising from the large scatter of Hc2(0), it is
clearly seen that the coherence length of M3C60 is very small
(a few tens of nanometers) and comparable to the short H
of high-Tc superconductors.
Lower critical field and penetration depth A large

number of experiments were performed to determine the
lower critical field using various methods [642, 659, 665,
667–671].

Results on Hc1 for powder K3C60 [659] and Rb3C60
[642] samples were first obtained from a dc magnetization
method. In this method Hc1 was defined as the field at
which a deviation from linearity in M�H� first appeared.
The result show that the values of Hc1(0) lies in the range
10–16 mT and Hc1�T � follows the simple empirical formula
Hc1�T �/Hc1�0� = 1− �T /Tc�

2 [642, 659].
However, different from the ideal superconductor, the

measurements of M�H� in K3C60 and Rb3C60 usually do
not exhibit ideal linearity and only have a smooth posi-
tive (even a negative) curvature. The deviation is so small
that it is very hard to get the point of first deviation from
such a curve. Therefore this method may not provide the
“intrinsic” values of the Hc1. Politis et al. [667] measured
the reversible magnetization at high external fields and cal-
culated Hc1 from Ginzburg–Landau relations. The value of
Hc1 obtained by this method is slightly smaller (9–11.4 mT
at zero temperature) than the data obtained by the first
method.

Table 18. Experimentally obtained Hc2(0) and H of M3C60.

K3C60 Rb3C60

Samples Measurements Hc2�0� H (nm) Hc2(0) H (nm) Ref.

Powder dc magnetization 49 T 2.6 — [659]
Powder dc magnetization — 78 T 2 [642]
Powder ac susceptibility 28 T 3.4 40 T 3 [660]
Powder ac susceptibility 30–38 T 2.9–3.3 — [661]
Powder rf absorption 38 T 3.1 76 T 2
4 [662]
Single transport 17.5 T 4.5 — [655]

crystal
Single dc magnetization 28.5 T 3.40 — [665]

crystal
Single transport — 62 T 2
4 [656]

crystal
Single dc magnetization — 43.0 T 2
77 [666]

crystal
Film transport 47 T — — [626]

In the second method based on direct measurements of
the reversible magnetization, the quantitative calculation is
uncertain, especially in case of powder sample with a large
distribution of grain sizes. Therefore a method based on
measurement of the trapped magnetization was used to eval-
uateHc1 [668]. This measurement was performed on powder
and single crystalline K3C60 and Rb3C60 samples [665, 668].
Much smaller values of Hc1, which are about 1 mT at zero
temperature, were obtained in these studies. It is consid-
ered that wave functions between adjacent C3−

60 ions overlap
relatively weakly leading to the smallness of Hc1 [668].

Using Ginzburg–Landau relations, the penetration depth
B has been calculated and the value of the coherence length
used in the calculations was obtained from independent
measurements. These values of B are listed in Table 19.

Moreover, the penetration depth has also been estimated
from muon spin resonance, with the results 480 nm for
K3C60 and 420 nm for Rb3C60 [672, 673], from optical con-
ductivity, with the result 800 nm for both K3C60 and Rb3C60
[674], and from NMR data, which give 600 nm for K3C60
and 460 nm for Rb3C60 [654].
Critical current density The critical current density

(Jc� in the M3C60 system has been obtained from magne-
tization measurements by using Bean’s critical state model
[675]. Based on this model, Jc is determined simply from
the dc magnetization curve by the equation Jc = A�M+ −
M−�/R. In the equation, A is a coefficient which is depen-
dent on the sample geometry, M+ and M− denote the
magnetization measured in increasing and decreasing fields
at a certain magnetic field, and R is the sample radius
[675, 676].

In the case of powders which can be approximated as a
collection of spheres, R is set by the average grain size which
can be measured in various ways. Different values of Jc for
M3C60 powders are obtained from magnetization measure-
ments which showed substantial hysteresis up to high enough
fields (higher than 5 T) [642, 659, 677–679]. However, the
values of Jc in the order of 1010 A m−2 indicate substantial
flux pinning and high values of the critical current density.

For single crystalline samples, certain assumptions about
the internal microstructure must be made to obtain R. Jc of
single crystal K3C60 and Rb3C60 obtained from magnetiza-
tion measurements by using Bean’s critical state model [670]
was of the order of 107 A m−2, that is, much smaller than
the value of Jc for powdered samples (∼1010 A m−2�.

The qualitative character of the temperature and mag-
netic field dependence of Jc has been acquired. Jc shows a
near logarithmic dependence on H and does not correspond

Table 19. Experimentally obtained Hc1(0) and B of M3C60.

K3C60 Rb3C60

Samples Hc2�0� B (nm) Hc2(0) B (nm) Ref.

Powder 13.2 mT 240 — [659]
Powder — 12 ± 3 mT 247 [642]
Powder — 16.2 mT 215 [669]
Powder — 9–11.4 mT 240–280 [667]
Single crystal 4.2 mT — 3.2 mT — [670]
Single crystal 1.2 mT 890 1.3 mT 850 [665, 668]

and powder
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to a simple analytic functional form [670] in single crystalline
K3C60 and Rb3C60 samples. The temperature dependence
of Jc was first found to follow the empirical equation Jc ∼
Jc�0�91 − �T /Tc�

2:n, with n = 3–5 [680] in Rb3C60 pow-
ders. Subsequently, similar results for K3C60 [681, 682] and
Rb3C60 powders [681] were obtained with n = 1
3–5. This
temperature dependence was confirmed by measurements
on single-crystalline K3C60 [657] and Rb3C60 [670]. The
higher the magnetic field, the more rapidly Jc decreases with
increasing temperature.

Cs3C60 Cs3C60 cannot be synthesized by vapor transport
reaction because of its thermodynamic instability above
∼200 �C which will cause the phase to segregate into the
more stable CsC60 and Cs4C60. Stable Cs3C60 was synthesized
in solution using liquid ammonia as solvent [683]. Raman
measurement showed the Cs3C60 has a single sharp Ag mode
centered at 1447 cm−1 with a linewidth of 11 cm−1 [683].
This indicated that all the fullerene molecules are in the 3−

state. X-ray diffraction data showed that the compound con-
sists of two phases: a body-center tetragonal (bct) Cs3C60
and an A15 cubic Cs3C60. The lattice parameters are a =
12
057 and c = 11
432 Å for the bct phase, and a = 11
77 Å
for the A15 phase. It was reported that the Cs3C60 had a Tc
of 40 K under high pressure [683], but this result has not yet
been reproduced.

M3−xM
′
xC60 Structures (M, M ′ = K, Rb, Cs) A series

of ternary alkali doped C60 have been synthesized with
the general formulae of M3−xM′

xC60 [272, 684, 685]. All
of these compounds are fcc structures. Most of these
M3−xM′

xC60 compounds are superconductors. Table 20 lists
some of these compounds as well as their structural param-
eters and Tc’s.

M3−xM′
xC60 has merohedreal orientational disorder like

M3C60. The relations of Tc and lattice constants in these
compounds are similar to M3C60 (see Fig. 34). The overall
trend is an increase in Tc with increasing lattice constant,
which is interpreted in terms of a decrease in the LUMO-
derived bandwidth and hence an enhancement of the Fermi
energy density of states N�EF � at constant band filling [272,
639, 684–687].

MxC60 (M = K, Rb, and Cs, x = 1, 4, 6)
MC60 MC60 can be synthesized by reacting an appropriate
amount of pristine C60 with the saturation-doped product
(M6C60� using the vapor transport technique [688–690]. The
existence of a crystal phase with stoichiometric MC60 was
first indicated by Raman [688], photoemission [691, 692],
and X-ray diffraction (XRD) [690] studies.

Table 20. Structural parameters and Tc of M3−xM′
xC60.

M3−xM′
xC60 Dopant locationa a (Å) Tc (K) Ref.

KRb2C60 K(t)Rb(t)Rb(o) 14.243 23.0 [686]
K1
5Rb1
5C60 K(t)K(o)Rb(t)Rb(o) 14.253 22.2 [272]
K2RbC60 K(t)K(t)Rb(o) 14.243 23.0 [686]
K2CsC60 K(t)K(t)Cs(o) 14.292 24.0
RbCs2C60 Rb(t)Cs(t)Cs(o) 14.555 33.0
Rb2KC60 Rb(t)K(t)Rb(o) 14.323 27.0
Rb2CsC60 Rb(t)Rb(t)Cs(o) 14.431 31.3 [272]

a (o) = Octahedral site, (t) = tetrahedral site.

(i) High temperature MC60 Above 400 K the XRD pat-
tern showed that MC60 has a fcc rocksalt structure in which
C60 molecules are orientationally disordered [690]. M ion
occupies an octahedral site in the fcc lattice (shown in
Fig. 33). This phase is nonmetallic. The lattice parameters
of MC60 are listed in Table 21. This phase is nonmetallic.
(ii) (MC60)n When the fcc MC60 is gradually cooled, new

metallic polymeric phase forms [692–694]. Covalent bonding
is formed between neighboring C60 ions and results in the
short interfullerene distance along the distorted orthorhom-
bic a-axis (also shown in Fig. 33). The linkage is through a
92 + 2: cycloaddition [695]. Therefore MC60 phase exhibits
a quasi-one-dimensional polymer character as in the case in
pristine C60 [693–697]. The (MC60�n is used to denote this
phase. These polymer phases are stable in air, in contrast to
the vast majority of fulleride salts which are extremely sen-
sitive in air [696]. Polymerization is reversible; heating the
sample recovers the monomer fcc phase. XRD studies indi-
cated that (MC60�n phase has a body-centred orthorhombic
(bco) lattice with space group Pnnm. The lattice parameters
of (MC60�n are listed in Table 21.

13C NMR spectroscopy gave the direct evidence for the
presence of sp3 hybridized carbon atoms in (MC60�n [698,
699]. Another piece of direct spectroscopic identification of
the intermolecular bridging C–C modes in (MC60�n (M =
Rb, Cs) has been achieved by neutron inelastic scattering
measurements [700, 701]. A first-principles quantum molec-
ular dynamics model was developed [702] to describe the
vibrational properties of polymerized fullerenes. Rigid ball–
ball chain modes are predicted to occur in the energy range
10–20 meV in good agreement with the measured low-
temperature neutron spectra.

Only few DFT-based calculations have been performed
on the (MC60�n to obtain the band structures [703, 704].
(iii) Metastable structure MC60 Moreover, depending on

the cooling rate from the high temperature rocksalt fcc
phase, a variety of other metastable phases are encountered.
A medium quenching rate to just below room tempera-
ture leads to the stabilization of a low-symmetry insulating
structure which has been characterized by synchrotron XRD
studies to comprise (C−

60�2 dimers, bridged by single C–C
bonds [705, 706]. The RbC60 dimer phase crystallizes in
the monoclinic space group P21/a with lattice parameters
a = 17
141 Å, b = 9
929 Å, c = 19
277 Å, and K = 124
4� at
220 K [706] and transforms back to the polymer phase on
heating. Another metastable conducting phase of RbC60 and
CsC60 was reported with very rapid quenching by immers-
ing the high-T sample in liquid nitrogen [707]. In this case,

Figure 33. The left: high-T fcc phase of MC60; the middle: bco polymer
phase stabilized by slow cooling from the fcc phase. The thick lines
represent polymer chains; right: the linkage of C60 in (MC60�n.



440 C60-Based Materials

Table 21. Crystal structure and parameters for MxC60 �x = 1, 4, 6).

MxC60 Crystal structure Lattice constants (Å) Ref.

KC60 fcc (rock salt) a = 14
07 [690]
RbC60 fcc (rock salt) a = 14
08
CsC60 fcc (rock salt) a = 14
12
(KC60�n bco a = 9
11� b = 9
95,

c = 14
32
[693, 694]

(RbC60�n bco a = 9
11� b = 10
10,
c = 14
21

(CsC60�n bco a = 9
10� b = 10
21,
c = 14
17

K4C60 bct a = 11
867,
c = 10
765

[711]

Rb4C60 bct a = 11
969,
c = 11
017

Cs4C60 bct (orthorhom-
bic distorted)

a = 12
15� b = 11
90,
c = 11
45

[710]

K6C60 bcc a = 11
38 [724, 725]
Rb6C60 bcc a = 11
54
Cs6C60 bcc a = 11
79

the 3D isotropic character of the structure is retained while
orientational ordering of the C−

60 ions leads to a simple cubic
structure with a = 13
9671 Å at 4.5 K. Upon heating, it
returns to the most stable polymer phase.

M4C60 K4C60 and Rb4C60 were synthesized by a vapor
transport technique [584, 585, 708, 709]. XRD results
showed that they have a bct structure with a space group
I4/mmm [709]. The early experiments suggested that Cs4C60
is isostructural with K4C60 [584, 708]. Single phase Cs4C60,
which has an orthorhombic distortion of the ideal bct struc-
ture, was later synthesized by the low-temperature liquid
ammonia route [710]. Cs4C60 is not as well studied as K4C60
and Rb4C60 due to problems in stabilizing single phase
samples. The structure parameters for M4C60 are listed in
Table 21.

M4C60 compounds have an insulating, nonmagnetic
ground state [620, 712] although their t1u-derived bands are
only partly (2/3) filled, which would lead one to expect a
metallic behavior within a one-electron description. Detailed
LDA calculations predict that M4C60 is a metal [713]; this
indicated that the insulativity does not come from the gap
created by tetragonal symmetry split of the conduction band.
Furthermore, electron paramagnetic resonance (EPR) [714],
NMR [715] and EELS [716] measurements imply that ori-
entational disorder is not a key ingredient in the insulating
behavior of the M4C60 phases. The scenarios proposed to
explain this insulativity have included the suggestion of a
Mott–Hubbard ground state for M4C60 [471, 717, 718] and
a description of these compounds as Jahn–Teller insulators
[719, 720].

A systematic study of the optical conductivities of M4C60
has provided strong evidence for a Mott–Hubbard ground
state of these compounds [716]. Low-temperature NMR
showed the development of a Koringa-like term under
pressure, indicating that a metal–insulator transition occurs
above 8 kPa [721]. Either a Mott insulator or a Jahn–Teller
distortion is consistent with this NMR observation. It seems
that a complete understanding of the electronic properties
of M4C60 requires a unique combination of both electron

correlation and Jahn–Teller effects which may lead to a Mott
insulator without a magnetic ground state.

No superconductivity has been observed in M4C60 down
to 2 K.

M6C60 The alkali metal-saturated compounds M6C60 were
synthesized by a vapor transport technique [709]. Syn-
chrotron XRD data indicated that the M6C60 compound has
a bcc structure and corresponds to the space group T 5

h or
Im3̄ [722]. In the M6C60 structure, the alkali metal ions all
occupy equivalent distorted tetrahedral sites, which are sur-
rounded by four C60 anions, two with adjacent pentagonal
faces and two with adjacent hexagonal faces. NMR spectra
of M6C60 are quite similar and in good agreement with the
X-ray studies [723]. From the result it is apparent that the
C60 molecules are ordered at all temperatures. The struc-
tural parameters for M6C60 are given in Table 21.

M6C60 has completely filled electronic levels which results
in its observed insulating nature. No superconductivity was
observed in M6C60.

Na and Li Doped C60

Na Doped C60
(i) NaxC60 The NaxC60 compounds were synthesized by

a vapor transport technique [684]. All of the NaxC60 phases
except Na4C60 have intercalated fcc structures. In Na2C60,
the dopants fill the tetrahedral sites, leaving the octahedral
sites unoccupied [726]. In Na6C60, two Na ions occupy tetra-
hedral sites and four Na atoms (not ions) go into octahedral
sites [684]. It was reported that Na3C60 tends to phase sep-
arate (disproportionate) into Na2C60 and Na6C60 [684, 727,
728]. The small size of the Na atom also allows the inter-
calation of Na to high concentrations. The saturated phase
is Na10C60 in which Na atoms are located at the tetrahe-
dral and octahedral sites, and at the general point with frac-
tional occupancies [728]. Later a new Na4C60 polymer phase
which has a body-centered monoclinic unit cell was identi-
fied [729, 730]. Superconductivity has not been observed in
any Na–C60 binary compounds. The structural parameters
for NaxC60 are listed in Table 22.
(ii) Na2MC60 �M = Alkali, Cs1−xRbx , Hgx� The vacant

octahedral site in Na2C60 allows this unique phase to act
as a host lattice for further intercalation of dopants into
the vacant octahedral site. The crystal structure and lattice
parameters of Na2MC60 are list in Table 23.

Superconductivity was observed in Na2MC60 with M = K,
Rb, Cs and Cs1−xRbx. The Tc-lattice parameter correlation

Table 22. Crystal structure and parameters of NaxC60.

Compound Lattice constant Group Ref.

Na2C60 a = 14
19 Å Pa3̄ [726]

Na3C60 T ≥ 250 K, a = 14
183 Å Fm3̄m [684]
T < 250 K, unknown

low-symmetry structure

Na4C60 T < 500 K, a = 11
235 Å, b = 11
719 Å,
c = 10
276 Å, K = 96
16�

I2/m [729]

T > 500 K, a = 11
731 Å, c = 11
438 Å I4/mmm [730]

Na6C60 a = 14
38 Å Fm3̄m [684]

Na10C60 a = 14
59 Å Fm3̄m [728]
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Table 23. Structural properties and Tc ’s of Na2MC60.

Na2MC60 Structural properties Ref.

Na2KC60 Pa3̄� a = 14
025 Å, Tc = 2 K [731]

Na2RbC60 fast cooling → Pa3̄� a = 14
095 Å,
Tc = 3
5 K

slow cooling → P21/a� a = 13
711 Å,

[732]

b = 14
544 Å, c = 9
373 Å,
K = 133
53�, no Tc

[733]

Na2CsC60 Pa3̄� a = 14
19 Å, Tc = 12 K [726]
Na2RbxCs1−xC60 Pa3̄ for 0 < x < 1 with Tm ≈ 300 K

x = 0
50 → a = 14
110 Å, Tc = 10
5 K
x = 0
75 → a = 14
103 Å, Tc = 8
0 K

[726]

Na2HgyC60 y = 0
618�Pa3̄� a = 14
194 Å, no Tc [734]

Na2CsxC60 Pa3̄, no Tc for x < 2
75
X = 2
75 → a = 14
145 Å, Tc = 10
5 K
X = 2
85 → a = 14
139 Å, Tc = 8
0 K

[735]

in this class of fulleride superconductors is different from
the case in M3C60 (see Fig. 34) [735].

Li Doped C60
(i) LixC60 The Li–C60 system is the least investigated

among all alkali doped C60 because of the difficulties in syn-
thesis of single-phase samples. LixC60 compounds can be
synthesized by thermal decomposition of alkali metal azides
or reaction of Li metal and C60 powder in liquid ammonia or
by electrochemical doping [736–738]. Structural parameters
for some of the LixC60 compounds are listed in Table 24. No
superconductivity was observed in Li fullerides.
(ii) LixMC60 (M = Cs and Rb) For smaller alkali metal K

and Na, Li2MC60 phase is not stable and phase sepa-
rates [739]. The crystal structure and lattice parameters of
Li2MC60 (M = Cs and Rb) are listed in Table 25.

Figure 34. Tc as a function of the lattice parameter a for the Fm3̄m
(triangles, circles, and open squares) and Pa3̄ (filled squares) super-
conductors. For K3C60 and Rb3C60 the lattice parameter was varied by
changing the pressure, while for MxM′

3−xC60 (with M, M′ = K, Rb, Cs)
the lattice parameter was varied by changing the composition. Adapted
with permission from [735], T. Yildirim et al., Solid State Commun. 93,
269 (1995). © 1995, Elsevier Science.

Table 24. Structural parameters of LixC60.

Compound Structural parameters Ref.

Li3C60 hexagonal, a = 9
840 Å, c = 16
10 Å [737]
Li4C60 hexagonal, a = 9
835 Å, c = 16
16 Å
Li6C60 hexagonal, a = 9
918 Å, c = 16
26 Å
Li12C60 Fm3̄m (T > 553 K), a = 14
09 Å, no Tc

I4/mmm (T < 553 K), a = 14
21 Å,
c = 13
98 Å (at T = 293 K)

[738]

Ammoniated MxC60 The ammoniated alkali metal ful-
lerides have been prepared by either exposing preformed
metal fullerides to ammonia vapor or reaction of metal and
C60 in liquid NH3. Ammoniation induces structure expan-
sion and often changes the symmetry. Table 26 lists some of
these compounds and their structural parameters. Some of
these ammoniated MxC60 are superconductors under pres-
sure. Table 26 also lists the Tc of them.

4.1.2. Alkaline–Earth Metal Doped C60

Alkaline–earth fullerides show complicated structures and
interesting properties [234, 746–751]. They are more diffi-
cult to synthesize and are less understood compared to the
alkali–metal fullerides. Their electronic properties show a
departure from the simple band-filling picture of the ful-
leride bands [750–754].

CaxC60 The CaxC60 compounds were synthesized by solid
phase reaction. The mixture of high-purity Ca and C60 pow-
der was heated at 550 �C under a vacuum of 10−6 Torr for
several hours to obtain CaxC60 [234].

Ca5C60 X-ray diffraction studies indicated the formation
of a simple cubic phase at x = 5. The proposed structural
model involves multiple occupancy of the octahedral sites by
Ca2+ ions [234]. The lattice constant of Ca5C60 is 14.01 Å
[234, 755, 756].

Calcium intercalation into single-crystal C60 thin films was
studied with scanning tunneling microscopy and their real-
space images were obtained [757]. A model of the Ca5C60
structure was deduced in which octahedral sites of the fcc
lattice are occupied by four Ca ions while one of the tetra-
hedral sites is filled. The other tetrahedral site is filled at
higher concentration, but these later-filled sites are arranged
in rectangular or triangular lattices so that their distances
are maximized.

Measurements of microwave loss, magnetic susceptibil-
ity, and Meissner effect first showed that Ca5C60 becomes
superconducting below 8.4 K [234]. The Tc for Ca5C60 fol-
lows the same relation between Tc and the C60–C60 sepa-
ration found in the alkali–metal compounds. However, the

Table 25. Structural properties and Tc ’s of LixMC60.

LixMC60 Structural and electronic properties Ref.

Li2RbC60 Li(t)Li(t)Rb(o), a = 13
896 Å, no Tc [739]
Li2CsC60 Li(t)Li(t)Cs(o), a = 14
120 Å, Tc = 12 K [685, 740]
LixCsC60 X-ray, no Tc for x < 2
5 and x > 4
5

x = 3 → Fm3m� Tc = 10
5 K
x = 4 → Fm3m� Tc = 8
0 K

[741]
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Table 26. Structural parameters and Tc of ammoniated MxC60.

Synthesization Lattice
Compounds method Structure parameter (Å) Tc (K) Ref.

(NH3)K3C60 fco 14
971× 14
895 No Tc [742, 743]
vapor ×13
687

(NH3)8K3C60 bct 12
15× 15
7 [743]
NH3NaK2C60 fcc 4.36 8
NH3NaRb2C60 fcc 14.52 8.5
(NH3)xNaK2C60 x = 0
55 fcc 14.500 17

x= 0.60 liquid NH3 14.520 12 [744]
x= 1.01 14.531 8.5

(NH3)xNaRb2C60 x = 0.67 14.350 13
x = 0.71 14.369 11
x = 1.06 14.400 8

(NH3)4Na2CsC60 vapor fcc 14.473 29.6 [745]

Note: Although (NH3) K3C60 exhibits no superconductivity at ambient pressure, superconductivity can be induced by
hydrostatic pressure with an onset at 28 K.

pressure dependence of Tc of Ca5C60 is quite different.
Schirber et al. [758] found that opposite to that observed in
the alkali fullerides, the Tc of Ca5C60 increases with increas-
ing pressure.

Band calculations using the local density approximation
[752–754] showed that the t1u level is totally filled, while the
t1g level of C60 is half-filled. These half-filled t1g-hybridized
levels are the ones responsible for the conductivity and
superconductivity in Ca5C60. Experimental evidence for the
partial filling of the t1g level comes from both photoemis-
sion spectra [755] and transport measurements [759, 760].
Electron energy loss [761] and inverse photoemission [755]
studies showed that the completely filled t1u band for x < 3
is below EF , giving nonmetallic character.

Ca2�75C60 Studies by Ozdas et al. showed that Ca2
75C60 is
the only stable phase for 1
8 < x < 2
8 [737]. X-ray patterns
and calculated results showed that the structure is a 2 ×
2 × 2 supercell with space group Pcab, a direct subgroup of
Pa3̄, and the lattice parameters are 27
93× 28
03× 27
95 Å
(at 298 K). Ca cations are located in both the tetrahedral
(T) and octahedral (O) interstitial sites of the cubic close-
packed C60 lattice. All of the O-sites are occupied by single
Ca cations, which are displaced off-center. By contrast, one
out of every eight T-sites in the subcell is vacant.

The Ca2
75C60 phase is not superconducting down to 2 K
under ambient pressure. Electron energy loss [761] and
inverse photoemission [755] studies showed that the com-
pletely filled t1uband for x < 3 is below EF , giving nometallic
character.

Table 27. Structural parameters of AExC60 (AE = Ba and Sr, x = 3, 4, 6).

AExC60

(AE = Ba and Sr) Synthesis Crystal structure Lattice constant Ref.

AE3C60 Ba3C60 solid phase reaction simple cubic A15 11.34 Å [763]
Sr3C60 fcc and A15 coexis-

tence
14.144 Å (fcc)
11.140 Å (A15)

[762]

AE6C60 Ba6C60 body-centered cubic 11.171 Å [746]
Sr6C60 10.975 Å [762]

AE4C60 Ba4C60 orthorbombic (bco) 11
25× 11
69× 10
90 Å [747, 748]
Sr4C60 — [749]

AExC60 (AE = Ba, Sr) In contrast to calcium fullerides
which are fcc at all compositions, BaxC60 and SxC60 only
exist in bcc-based structures at x = 3� x = 4, and x = 6 [746–
749]. All of these compounds have been synthesized by solid
phase reaction [746]. Their crystal structure and lattice con-
stant are listed in Table 27.

No superconducting transition is observed down to 1.5 K
in Ba3C60 and Sr3C60 [763, 762]. Early investigations show
that both of the Ba6C60 and Sr6C60 are superconductors, with
transition temperatures of 7 and 4 K, respectively [746, 762].
However, later studies indicate that AE4C60�AE = Ba, Sr) is
the actual superconducting phase rather than AE6C60�AE =
Ba, Sr) as originally proposed [747–749]. In contrast to
Ca5C60, Tc of Ba4C60 decreased with increasing pres-
sure. High magnetic susceptibility measurements show that
AE6C60 phases are metallic, even though they are not super-
conducting [749]. Moreover, these magnetic susceptibility
measurements and calculated [752] results combined with
the different lattice constants dependence of Tc for Ba4C60
[764] and Ca5C60 [758] indicate that there is no clear relation
between Tc and N�EF � in AExC60 compounds.

Alkaline–Earth Substituted MxC60

M3−xBaxC60 �0< x < 2� Direct synthesis of alkali–alkaline
earth fullerides by vapor transport is impractical due to huge
differences in vapor pressures. This can be avoided by using
azides BaN6 and MN3 (M = alkali metal) as metal source.
Direct reactions with BaN6 and MN3 yielded complicated
mixed phases [763]. Stable compounds were eventually syn-
thesized by reacting BaN6 powder with the fcc M1C60 phase
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prepared by the azide decomposition method [582, 624,765–
767]. This process worked well for all MBa2C60 with M = K,
Rb, or Cs. But the M2BaC60 cannot be obtained following
the same process. However, starting from CsC60 ensuring
octahedral Cs and then adding BaN6 and AN3 together in
the second step yielded single-phase products MBaCsC60 for
M = Na or K, while phase separation occurred for M = Rb
or Cs. X-ray diffraction and Raman scattering showed that
these compounds are fcc with pentavalent and quadrivalent
C60’s, respectively [768]. Table 28 lists the structural param-
eters of these compounds.

No superconductivity was observed in these compounds
down to 0.5 K [624]. Electron spin resonance (ESR) indi-
cated weakly metallic behavior [769]. 13C NMR indicated
strong dynamical disorder above room temperature, which
may be related to the anisotropic crystal field induced by
cations of different valence [624, 770].

M3−yM
′
yBa3C60 �M, M′ = K, Rb, Cs� Samples of

M3−yM′
yBa3C60 were typically synthesized by intercalation

of alkali metals into preformed Ba3C60 [765–767]. XRD
for the samples show single phase bcc patterns with space
group Im-3. Simulation of diffraction patterns indicates the
random occupation of the interstitial sites by M and Ba. The
lattice parameter in M3Ba3C60 is controllable by changing
linearly with the alkali ionic radii. Moreover, by changing
the y in KyRb3−yBa3C60, the lattice parameter can be tuned
quasi-continuously between K3Ba3C60 and Rb3Ba3C60 [765].
The structural parameters of these compounds are listed in
Table 29.

M3Ba3C60is a half-filled metal in which the Fermi energy
exists at the center of the next lowest unoccupied molec-
ular orbital with the t1g symmetry [767]. Superconductiv-
ity was observed in all compounds except for Cs3Ba3C60 in
which superconductivity was absent down to 0.5 K [765].
Tc decreased with increasing lattice parameter in M3Ba3C60
[765]. This Tc–lattice parameter correlation is in striking
contrast with the positive correlation between Tc and the fcc
cell parameter in M3C60 superconductors.

4.1.3. Rare-Earth and Lanthanide
Metal Doped C60

Yb2�75C60 Yb2
75C60 was successfully synthesized by solid
phase reaction [771]. X-ray diffraction studies showed that
Yb2
75C60 has an orthorhombic unit cell with Pcab symme-
try and lattice constants of a = 27
87 Å, b = 27
98 Å, and

Table 28. Structural parameters and Tc of M3−xBaxC60 (0 < x < 2)
compounds.

Crystal Lattice
M3−xBaxC60 structure constant Atom position Tc Ref.

KBa2C60 fcc 14.173 Å K(o)Ba(t) no Tc [624]
RbBa2C60 fcc 14.185 Å Rb(o)Ba(t)
CsBa2C60 fcc 14.206 Å Cs(o)Ba(t)
KbaCsC60 fcc 14.215 Å Cs(o),K and Ba

randomly
occupy (t)

Note: (o) = Octahedral site, (t) = tetrahedral site.

c = 27
87 Å [771]. Near-edge X-ray absorption measure-
ments show that all of the Yb cations are divalent, meaning
that the average negative charge of the C60 anions is 5.5
[772, 773]. EXAFS and Raman measurements also reveal
that the C60 anions are distorted in shape, despite their
well-ordered local structure around the Yb cations [773].
Yb2
75C60 becomes superconducting below 6 K.

Sm Doped C60 The SmxC60 compounds have been synthe-
sized by solid phase reactions [774]. The unit cell structure
of the nominal Sm3C60 phase is identified as orthorhombic
(a = 28
17 Å, b = 28
07 Å, and c = 28
27 Å) derived from
the fcc M3C60 (M = Alkali metal) cell by doubling the cell
dimension in each direction, analogous to that of Yb2
75C60
[774]. However, the exact structure of the Sm3C60 phase is
still an open question. The quality of the diffraction data has
prevented a full structure determination. Sm3C60 is super-
conducting at Tc = 8 K [774].

Temperature dependent resistivity measurements of
SmxC60 samples have been reported. The results show that
the resistivity decreases with increasing Sm concentration x
[775, 776]. The temperature coefficient of resistivity is neg-
ative for all compositions and the absolute value decreases
with increasing x.

Eu Doped C60 EuxC60 compounds can be synthesized by
either high-temperature solid state reaction [777, 778] or
through the liquid ammonia route [779].

The EuxC60 prepared by ammonia route was found to be
amorphous by XRD [779]. Crystalline phases prepared by
solid state reaction with the compositions of x ∼ 3 and 6
are stabilized [777, 778]. The structure of the x ∼ 3 phase
is complicated. Experimental data show the coexistence of
a minor A15 phase and a majority phase that has the same
structure as Yb2
75C60.

The Eu6C60 phase has the same bcc structure of the satu-
ration M6C60 (M = alkali metal) compounds [777, 778]. The
experiments reveal the presence of both Eu2+ and Eu3+ ions.
Furthermore, it is found that at T = 65 K ferromagnetic Eu
pairs form through a superexchange mechanism via the C60
molecules [777].

4.1.4. Halogen Intercalated C60

I2 Intercalated C60 Iodine-doped C60 C60I4 was synthe-
sized by vapor phase reaction of iodine with pure C60 under
helium gas of 10 Torr at 250 �C for several days in evac-
uated Pyrex tubes [780]. XRD results show than C60I4 has
a simple hexagonal cell with a = 9
962 and c = 9
984 Å.
In this structure the C60 host material exhibits a sequence
of (AAA
 
 
 ) layers, interleaved with guest iodine layers

Table 29. Structural parameters and Tc of M3−yM′
yBa3C60 (M, M′ = K,

Rb, Cs) compounds.

Crystal Lattice Atom
M3−yM′

yBa3C60 structure constant position Tc Ref.

K3Ba3C60 bcc 11.24 Å Randomly 5.6 K [765]
Rb3Ba3C60 bcc 11.34 Å occupy 1.9 K
Cs3Ba3C60 bcc 11.47 Å no Tc
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between the host layers, as in a graphite intercalation com-
pound. The {111} planes of the fcc C60 become the {001}
planes in the compound by relative shear motions which
transform the layer stacking sequence from ABCABC
 
 

in fcc C60 to A/A/A/
 
 
 in C60I4, where “/” denotes an
iodine guest layer in the C60I4 compound. The shortest
I–I (in-plane) distance is 2.53 Å, which is close to the
value of 2.72 Å for the molecular solid I2 [780].

Another intercalation compound of C60 with iodine was
also prepared under fairly similar conditions [781] with a
final composition of C60I1
6 [782]. The XRD pattern was
interpreted in terms of a C-centered orthorhombic cell with
a = 17
33� b = 9
99� c = 9
97 Å, containing two formula
units. Iodine atoms were placed in sites slightly shifted from
the centers of the trigonal prisms, with near-neighbor and
next-near-neighbor distances of 3.9 and 7.21 Å, respectively
[781, 782].

Iodine intercalated C60 is nonmetallic and has a resistivity
at 300 K of 109 � cm. In addition, no superconductivity is
observed down to 4 K. Photoemission [783], X-ray absorp-
tion [784], and 13C NMR [785] results confirm the insulat-
ing (clathrate) nature (i.e., the absence of guest–host charge
transfer).

Halogenation of C60 Halogenation reactions of C60Xn

(X = Br, Cl, F) have been reported for various n values. In
these reactions the halogen is attached to a carbon atom on
the fullerene shell through a single radial covalent band that
is formed by using one electron provided by the fullerene
and the other by the halogen.

The species C60F36 have been reported by several groups
[786, 787]. Complete fluorination of C60 (C60F60� has also
been reported [788]. A very high chlorine content has been
found in a photochlorinated fullerene sample which was
found to fit the average formula C60Cl40 [789]. Bromination
of C60 has also been observed in chemical reactions carried
out in the 25–55 �C range. X-ray crystallographic evidence
indicates the existence of C60Br6, C60Br8, and C60Br24 [790,
791]. These X-ray studies showed that the attachment of Br
is accomplished by placing Br at symmetrically bonding ver-
tices of the C60 molecule. These Halogenated fullerenes can
be used in substitution reactions to attach aromatic groups
sequentially to the fullerene shell.

4.1.5. Molecules Intercalated C60

Intercalation of Gases into Solid C60 Various gases such
as H2, N2, H2O, CH4, CO, and O2 can be intercalated into
solid C60. These neutral gas molecules can be intercalated
into the interstitial sites of the C60 lattice without drastically
altering the host structure. The intercalants occupy octahe-
dral sites of the C60 lattice and depress the C60’s fcc–sc tran-
sition temperature (Tm�. These compounds have possible
potential applications such as gas separation, sensors, hydro-
gen storage, etc. Table 30 lists some of these compounds
along with a few structural properties.

Intercalation of Larger Species into Solid C60 When
the guest species are larger than the voids in the C60 solids, a
change in stacking of the fullerene molecules from cubic to
hexagonal usually occurs. Structures of these compounds are
different from C60. In most of these phases, C60 molecules

Table 30. Synthesis and structural properties of gas intercalated C60.

Structural
Compound Synthesis properties Ref.

(N2�xC60 Powder and pellets sam-
ples of pure C60 were
separately subjected to
nitrogen and oxygen, at
0.15 kbar for 7 days at
room temperature.

0 < x < 1,
Tm ∼ 255 K

[792]

(O2)xC60 0 < x < 1,
Tm ∼ 240 K

[792]

[793]

(H2�xC60 Pellet samples of pure
C60 were separately
subjected to hydrogen
gas, at 750 atm for 5 h
at 323 K and soon was
cooled below 150 K,
thereby “freezing” the
interstitial H2 inside the
C60 lattice.

0 < x < 1, out
gas at T ∼
260 K, nearly
free quantum
rotor at all T

[794]
[795]

(CH4�xC60 The powdered C60 was
loaded into a high-
pressure gas cell filled
with CH4 and heated to
∼400 �C up to 70 h. The
cell was quenched in
running cold water. The
pressure at temperature
in the cell is estimated
to be between 1 and
2 kbar.

0 < x < 1,
Tm ∼ 241 K

[796]

form triangular planes as in the case of graphite sheets and
the intercalants go between them. This is the case in sim-
ple systems such as C60(P4�2, C60(S8�2. Larger organic and
organometallic molecules, like benzene and ferrocene, can
also be intercalated to give C60(C6H6�4 and C60(ferrocene)2,
respectively. In addition, reacting C60 with protonic acids,
Lewis acids SbCl5, AsF5, InCl3 [797–799] also produce dif-
ferent compounds. Table 31 lists some of these compounds
and their structural parameters.

Table 31. Structural parameters of larger species intercalated C60.

Compound Structural properties Ref.

C60(P4�2 hexagonal, a = 10
084 Å,
c = 10
105 Å

[800, 801]

C60(S8�2 monoclinic, a = 20
867 Å,
b = 21
062 Å, c = 10
508 Å,
K = 111
25�, four formula
per cell.

[802]

C60(ferrocene)2 triclinic, a = 9
899 Å,
b = 10
366 Å, c = 11
342 Å,
' = 90
96�, K = 90
96�, = =
118
33� (at 143 K)

[803]

C60(AsF5)1
88 tetragonal (bct), a= 12
794 Å, c =
12
426 Å

[797, 798]

C60(C6H6)4 triclinic, a = 9
938 Å,
b = 15
031 Å, c = 17
425 Å,
' = 65
38�, K = 88
30�, = =
74
83� (at 104 K)

[804, 805]
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The TDAE intercalated C60 organic molecular system
raised much interest owing to its ferromagnetic-like phase
transition at Tc = 16 K [552]. Furthermore, the TDAE-
C60 material has the highest Tc of any molecular organic
ferromagnet [552]. An X-ray diffraction study first estab-
lished that TDAE-C60 is a stoichiometric material with a
TDAE:C60 ratio of 1:1 [806]. The diffraction data were inter-
preted in terms of a centered monoclinic unit cell, a =
15
807 Å, b = 12
785 Å, c = 9
859 Å, and K = 94
02� [806].

4.2. Polymerized C60

4.2.1. Synthesis and Preparation
Photopolymerization of C60 First evidence for polymer-
ization [534] showed that oxygen-free thin films of C60 can
be polymerized by the irradiation of intense visible or ultra-
voilet light with photon energies greater than the optical
absorbtion edge (∼1.7 eV) [534, 807]. Because of the strong
light absorption of C60, only films thinner than 0.1  m can be
photopolymerized efficiently. The photopolymerized C60 no
longer dissolves in many common organic solvents compared
to pristine C60. Dioxygen diffused into C60 films seem to be
inhibitors during the photopolymerization process [534, 808]
and CCl4 can promote the process [809]. The photopoly-
merization process found to occur only in the fcc phase
above 260 K, the orientational transition temperature of
pristine C60 crystals [808], goes by the [2 + 2] cycloaddition
mechanism [534] with the double intramolecular bonds bro-
ken and a four-atom ring formed by covalent C–C bonds
(i.e., accompanied with rehybridizations from sp2 to sp3).
Direct evidence for the covalent intermolecular bonds con-
firms the photopolymerization from laser desorption mass
spectroscopy measurements [534, 810]. On heating above
∼400 K polymerized C60 reverts to normal monomeric C60
by breaking up the intermolecular bonds and reforming the
intramolecular bonds. Recent Raman [811] and atomic force
microscopy studies [812] also suggested that two different
photopolymerized states might exist. Photopolymerization at
temperatures above 350 K seems to produce mainly dimers,
while material polymerized at 320 K and below contains
larger oligomers. The photopolymerization of C60 usually
forms one-dimensional linear-chain structured polymers.

Pressure-Induced Polymerization of C60 Pressure-
induced polymerization has been studied extensively under
various temperatures and pressures in recent years [813].
Several polymerized fullerites have been synthesized from
the fcc C60 by applying moderate pressures at elevated
temperatures [814–816]. Three different phases possessing
one- or two-dimensional C60–C60 networks have been identi-
fied: one-dimensional orthorhombic phase (O-phase) [816],
two-dimensional tetragonal phase (T-phase) [816], and two-
dimensional rhombohedral phases (3R-phase, also called
Rh-C60� [814–816]. Recently single crystals of these three
structures have been successfully synthesized (O-phase [817,
818], T-phase [819–823], and 3R-phase [824, 825]). The one-
dimensional and two-dimensional pressure-induced poly-
merization of C60 goes by the same cycloaddition mechanism
of the photopolymerization.

Under ultrahigh pressure and a higher temperature
(∼13 GPa, 820 K), evidence for the existence of 3D

polymers has been observed [826]. But high purity 3D poly-
mers with uniform structure have not been synthesized effi-
ciently.

Other Polymerization Methods Polymerization of C60
can also be accomplished by plasma treatments [827, 828],
ion bombardments at a low does [829], a low-energy elec-
tron injection from STM probe tips to C60 films [830], or
electron-beam bombardments from an electron gun [560].
The latter process has been successfully used for chlorine-
based reactive ion beam etchng in electron beam lithography
where a C60 film acts as a negative-type electon beam resist
mask [831].

4.2.2. Structures and Phase Diagram
Structures

1D Orthorhombic Phase The orthorhombic phase forms a
one-dimensional linear molecular-chain structure along the
�110 direction of the original fcc phase (see Fig. 16a) [813,
833]. The smaller value (∼9.1–9.2 Å, compared to the value
of 10.02 Å of prinstine C60) of the nearest-neighbor distance
observed by XRD experiment provides the evidence for a
covalent bonding between the C60 cages. The space group
has been identified as Pmnn, corrected from the earlier pro-
posed Immm space group [818, 834].

2D Tetragonal Phase The tetragonal phase forms a two-
dimensional tetragonal molecular-network layered structure
via [2+2] cycloaddition in the (001) plane of the original fcc
phase (see Fig. 16b) [813, 833]. The most recent study identi-
fied the “tetragonal” phase representing a pseudo-tetragonal
packing model with an orthorhombic space group Immm
[823] although with a very small higher energy (4 kJ mol−1�
[835] than another possible packing model with a truly
tetragonal space group P42/mmc.

2D Rhombohedral Phase The rhombohedral phase forms
a two-dimensional hexagonal molecular-network layered
structure via 92 + 2: cycloaddition in the (111) plane of the
original fcc phase (see Fig. 16c) [813, 833]. The hexagonal
layers are proposed to be stacked in a close-packed arrange-
ment of the type ABCABC with space group R3̄m [816].
There are three possible packing modes of the hexagonal
layers proposed [835]; recent XRD studies confirmed most
stable modes, which suggest a trigonal symmetry in individ-
ual layers but not a hexagonal one [818, 825].

3D Polymers and Superhard Phase The structure of 3D
C60 polymers is still ambiguous due to the complex structure
and bonding mechanism. There are several theoretically and
experimentally suggested structures under nonhydrostatic or
hydrostatic compression and high temperature treatment
[836–839]. Recently one surperhard phase of 3D polymer
treated under 13 GPa, 820 K has been characterized to
be a body-centered orthorhombic structure (space group
Immm), with 93+ 3: cycloaddition bonding between the 92+
2: cycloaddition bonded tetragonal layers from a 2D poly-
mer [826, 840].

Figure 35 gives the geometric structural diagrams of C60
polymers. The crystallographic data from different authors
for the 1D and 2D C60 polymers are listed in Table 32.



446 C60-Based Materials

Figure 35. Geometric structures of C60 polymers: (a) 1D C60 polymer
(orthorhombic phase), (b) 2D C60 polymer (tetragonal phase), (c) 2D
C60 polymer (rhombohedral phase).

Phase Diagram There have been several tentative phase
diagrams under pressure–temperature treatments of C60
presented in some of the literature [318, 813]. Since the
phase formation and purity of polymerized C60 depend
strongly on the temperature and pressure as well as the time
of the treatment, those phase diagrams are still under dis-
cussion. The typical detailed conditions for the formation of
pressure-polymerized C60 have been reported as follows: 1D
orthorhombic phase 1–1 2 GPa, 550–585 K, about 5 hours
[318, 818]; 2D tetragonal phase: 2–2.5 GPa, 700–873 K 0.5–
4 hours [318, 822, 823]; 2D rhombohedral phase 5–6 GPa,
773–873 K, 0.5–1 hours [318, 825]. It has also been reported
that after a 1000 s treatment under conditions of temper-
ature of ∼1.5 GPa and pressure of ∼423 K, most of the
pristine C60 will form dimer phase with a (C60�2 content of
about 80 mol% [318] (to learn more about C60 donors. See
Section 5.2).

4.2.3. Electronic Structures and Energetics
Electronic Structures Polymerization of fullerene C60
results in the narrowing of the HOMO–LUMO gap that is
caused by the splitting of the degenerated molecular orbitals

Table 32. Crystallographic data for C60 polymers.

Polymer phase Space group a (Å) b (Å) c (Å) V (Å3�, Z d (g/cm3� Ref.

Orthorhombic phase Immm 9.26 9.88 14.22 650 [816]
Immm 9.29 9.81 14.08 641 [841]
Pmnn 9.098 9.831 14.72 658 [834, 841, 842]
Pmnn 9.14 9.90 14.66 663 [818]

Tetragonal phase Immm 9.09 9.09 14.95 618, 1 [816]
P42/mmc 9.097 9.097 15.04 1245, 2 1.92 (cal.) [819]

1.88 (exp.)
P42/mmc 9.097 9.097 15.02 622, 1 [834]
P42/mmc 9.02 9.02 14.93 [822]
Immm 9.026 9.083 15.077 1236, 2 1.936 (calcd.) [823]

Rhombohedral phase R3̄m 9.19 — 24.50 597 [816]
R3̄m (60�) 9.204 — 24.61 602 [834]
R3̄m (60�) 9.175 — 24.568 1791.1,3 2.004 [825]

3D polymer Immm 8.67 8.81 12.60 2.48 (X-ray) [840]
2.5 (exp.)

Immm 8.69 8.74 12.71 2.43 (X-ray)
2.5 (exp.)

of the icosahedral C60 due to its distortion and the forma-
tion of intermolecular bonds. The electronic structures of
1D and 2D C60 polymers have been studied theoretically
using tight-binding calculation and LDA in the framework
of the DFT.

From tight-binding calculation, a linear C60 chain has
been found to be semiconductive with a finite band gap of
1.148 eV and almost pure s-type intermolecular bonding
[843]. Assuming the weak van der Waals interlayer interac-
tion in the rhombohedral and tetragonal polymers, a theo-
retical prediction on stability and conducting properties has
been made according to the tight-binding calculation of a
single layer [844]. Different numbers of intermolecular cova-
lent bonds in the tetragonal and rhombohedral structures
were found to cause the distinction of bandgap values, which
were estimated to be 1.2 and 1.0 eV, respectively. The inves-
tigation of the electronic structure of the rhombohedral and
tetragonal 2D C60 polymers has been carried out using the
LDA [845, 846]. These phases were found to be elemen-
tal semiconductors having indirect gaps of 0.35 and 0.72 eV
and three-dimensional electronic structures due to the short
interlayer distance. Although the LDA generally underesti-
mates the energy gap, its value is consecutively reduced from
the C60 to the rhombohedral phase, which correlates well
with the result of tight-binding calculations [844].

Recently, empirical tight-binding calculations showed that
all 1D and 2D polymers are semiconductors with the small-
est energy gap for the rhombohedral phase, and the greatest
energy stability for the 1D polymer [847].

Energetics and Stabilities DSC study [848] showed that
all polymers are more stable than monomers because the
stabilization energy decreases with increasing number of
intermolecular bonds per molecule. Formation of polymer
bonds lowers the total energy [844]. The stability sequence
of a distinct polymerized phase of C60 is dimer (C120) >
1D polymer > 2D polymer > Pristine C60 (monomer). All
polymers depolymerize into pristine C60 on heating to 300 �C
and the depolymerization reaction is endothermic, indicat-
ing that the monomer form is the least stable phase [848].
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Compared to the most stable phase, graphite, the energies
of diamond and C60, reckoned from the graphite level, are,
respectively, 0.020 and 0.42 eV per carbon atom. The total
energy of distinct phases of C60 occur within a very narrow
energy range of about 0.01 eV per carbon atom and the
difference between the polymer and monomer forms of C60
is rather small [848].

4.2.4. Physical Properties
Electrical Properties Generally, the conductivity of poly-
merized C60 increases with the polymerization degree and
depends on their structure and the ratio of the number of
sp2 to sp3.

Field effect transistor investigations indicate that the 1D
plasma-polymerized C60 acts as a p-type semiconductor in
contradiction to the n-type semiconductor behavior of pris-
tine C60 [849]. The gas and photosensitivity of transport
properties of a C60 polymer thin film are promising for a
sensing device [849]. In addition, it is known that the alkali-
metal doped (AC60�n 1D polymer will formed spontaneously
below 400 K from the monomer AC60 salts. It was found that
(KC60�n has metallic conductivity; (RbC60�n and (CsC60�n
are also conducting at high temperatures but have a metal–
insulator transition at 50 and 40 K, respectively [850].

2D C60 high-oriented C60 polymer shows a gigantic con-
ductivity anisotropy. Conductivity in the polymerized planes
exhibits a metallic-like behavior and the out-of-plane one
is semiconductor-like [851]. The anisotropy is temperature
dependent and lies in the range of 103–106. A randomly ori-
ented polymer shows a semiconductor behavior and obeys
the Arrhenius law [852]. The observed in-plane conductiv-
ity has been explained by a theoretical calculation which
considered the formation of distinguishable intermolecular
bondings of 66/66, 56/66, and 56/65 models. The calculated
results indicated that the occurrence of regions containing
65/56 bonded molecules within a 66/66 connected hexago-
nal layer may cause variations of in-plane conductivity from
a semiconducting behavior to a metallic behavior [853].
If a 2D polymer is formed at a temperature above the
collapse temperature of the C60 molecular cages (about
800 �C), the conductivity increases intensively by four orders
of magnitude [824].

Both semimetallic, variable range hopping (VRH) and
semiconducting behaviors have been observed in the elec-
trical resistivity measurement on samples with disordered
structures synthesized from pure C60 at pressures in the
range 8–12.5 GPa and temperatures of 900–1500 K [854].
Particularly, the temperature dependence of resistivity in
a disordered crystalline 3D-polymerized C60 obtained after
9.5 GPa and 900 K treatment fits Mott’s VRH law C =
0
079exp�1/T �1/4 − 1: � cm in the range 270 K down to 5 K
for hopping conductivity [854].

Optical Properties Optical absorption and PL spectra
of polymerized fullerenes have noticeably broader bands
than those in pristine C60 [855], and the optical absorption
ranges and PL peaks are shifted to the lower energies [522].
Oxygen-containing polymerized fullerene films show strong
photoluminescence in the near-IR and visible ranges (1.50–
2.36 eV) at room temperature, and the photoluminescence

decrease in intensity after being annealed at different high
temperatures [856].

The inverse transmission spectra for 1D and 2D polymers
indicate that raising the polymerization temperature shifts
the absorption edge to lower energies [857], showing that
the polymers are semiconductors with energy gaps Eg ∼ 1
4
and 1.1 eV which agree well with the theoretical calculations
for the orthorhombic and rhombohedral phases (Eg ∼ 1
2
and 1.0 eV, respectively) [844].

The Raman and infrared spectroscopies of polymerized
has also been studied; the spectra are given as comparisons
with those of pristine C60 crystals in Section 2.2.2.

Magnetic Properties Among all the 1D and 2D C60 poly-
mers, the 2D rhombohedral polymer is the only phase
known that shows ferromagnetic features such as saturation
magnetization, large hysteresis, and attachment to a small
samarium–cobalt magnet at room temperature (shown in
Figure 36) [555]. The temperature dependences of the sat-
uration and remanent magnetization indicate a remarkably
high Curie temperature about 500 K higher than that of the
other known organic ferromagnets [555, 858]. The discovery
of ferromagnetism in Rh-C60 has opened up the possibility
of a whole new family of magnetic fullerenes.

Elastic Properties Ultrasonic measurements have
revealed that the elastic module of C60 polymer increases
with the polymerization degree which depends on the
polymerization pressure and temperature [859]. Table 33
gives the elastic properties of C60 polymers compared to
pristine C60 and polycrystalline diamond [859]. Remarkably,
the disordered 3D polymer and amorphous C60 synthesized
at a temperature higher than the collapse temperature of
C60 cages shows comparable and exceeding bulk moduli
with diamond, respectively.

It has been shown that amorphous C60 synthesized at
very high pressure and temperature (∼13 GPa, 1850 K) can
scratch the diamond surface easily [860, 861], with hardness
exceeding that of diamond making the ultrahard C60 among
the hardest known materials.

4.3. Metal/C60 Composites

For metals other than alkali or alkali earth ones, which have
much higher cohesive energy, it is energetically unfavor-
able for them to diffuse into the interstitial sites of the C60

Figure 36. 2D rhombohedral polymerized C60 attached to a small
samarium–cobalt magnet at room temperature.
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Table 33. Measured values of sound velocities and elastic moduli in 1D and 2D polymerized C60 samples.

p(GPa)/T C cL cT K G Structure
Material (K) (g/cm3� (km/s) (km/s) (GPa) (GPa) � (X-ray results)

Pristine C60 1
68 10
8 4
85 0
31 polycrystalline
1D polymer 8/500 1
75 6
0 3
70 30 24 0
19 orthorhombic

7
4 4
8 42 40 0
14
2D polymer 8/900 1
9 6
8 4
1 45 30 0
20 rhombohedral

7
4 4
2 50 40
3D polymer 9.5/970 2
62 18
5 11
4 450 340 0
20 disordered (fcc+ bcc)
Amorphous C60 13/1770 3
30 18
4 8
7 790 250 0
29 one halo
Diamond 3
74 490 350 polycrystalline

Note: cL and cT are longitudinal and transverse sound velocities. K and G are bulk and shear elastic moduli; � is Poisson ratio. Accuracy
of ultrasonic measurements is ∼5% [859].

lattice and form a MxC60 compound similar to MxC60 alkali
fullerides [170, 862]. Therefore M/C60 composites (phase-
separated solids of M/C60) were obtained and investigated to
study the metal–C60 interaction. The most common compos-
ites are multilayer films [863–865] and the nanodispersion
films [865–871]. Both of them can be easily obtained by the
co-deposition method using metals and pure C60 (>99.9%)
under high vacuum [865, 869].

In the M/C60 nanodispersion films, metal nanocrystallites
are well dispersed in the C60 polycrystalline matrix and the
grains of M are very small [866–869]. The volume fraction
of the metal and the grain size of the metal particles can
be controlled by adjusting the deposition rates of C60 and
the metal, and the temperature of the substrate, respectively
[869].

4.3.1. Al, Cu, Ag/C60 Composites
Al/C60 Al–C60 interaction was first studied in mutilayers
[863]. In-situ resistivity measurements showed that the pres-
ence of underlying layers of C60 reduced the critical thick-
ness at which Al became conducting from ∼35 to ∼20 Å
and there was a sudden increase in resistance that occurs
when each Al layer was covered by a monolayer of C60.
A downward shift of 40 cm−1 in frequency of a considerably
broadened Raman-active Ag(2) pentagonal-pinch mode was
observed. A charge transfer model in which up to six elec-
trons per C60 were transferred from the Al to the C60 layer
across the planar Al–C60 interface was proposed to explain
these experimental results [863].

However, the PES and C 1s X-ray-absorption spectra of
C60 monolayers on Al(111) surfaces indicated that Al–C60
bonding is covalent [184]. Therefore Raman spectra were
measured on Al/C60 nanodispersion films in order to get
some insight into the Al–C60 interfacial interactions [868,
872]. The Ag(2) pentagon-pinch mode of C60 splits into two
peaks, one pristine mode which still remains at 1468 cm−1,
and one softened mode with a shift of ∼6 to 9 cm−1. The
presence of the pristine mode of C60 demonstrates that Al–
C60 interaction is a localized interface effect. In addition,
the shifts of the softened Ag(2) mode depend weakly on the
Al/C60 ratio and the microstructures of the films. The dis-
tinct relative increase in intensity of the Hg(7) and Hg(8)
modes compared to Ag(2) mode has also been observed.
This result as well as the local effect of Al–C60 interaction

suggest that covalent bonding may play a major role in the
interaction between Al/C60 as that reported by Maxwell et al.
[184].

Cu/C60 Hebard et al. found that C60 covered on the sur-
face of a Cu layer showed a metallic characteristic [863]
and a similar result was also observed by STM research
on a C60 layer covered upon the surface of a Cu substrate
[14]. Moreover, it was reported that the cover of C60 on
a layer of metal can effectively affect the conductivity of
metal films [3, 15]. Cu/C60 nanodispersion films grown by a
co-deposition method were obtained and the structures were
observed by TEM [869, 870, 874, 875]. The uniformly granu-
lar microstructure and the small clusters or grains in Cu–C60
films might form a kind of doped fullerene nanostructure so
that electrons could be transferred from metal atoms to the
surface layers of C60 at the interface [869].

The temperature dependence of the conductivities has
been measured in-situ [874]. The linear relationship
ln��/�RT� ∝ �1/T � was observed when the temperature was
lower than 250 K, and the relation ln��/�RT� ∝ �1/T 1/4� was
observed for temperatures higher than 260 K. The values of
conductivity of these films (typically in the range of 10−2–
102 S cm−1� are much higher than that of the pristine C60
solid (∼10−7 S cm−1�. The conduction of Cu/C60 interface
compounds is dominated by the electrons hopping between
the localized states [874].

A Raman backscattering spectra method was performed
on Cu/C60 as-grown films [869, 875]. The peak width of the
pentagon-pinch mode [Ag(2)] becomes wider and the peak
position shifts to the lower frequency as the atomic ratio
of Cu/C60 increases. The vibrational frequencies of the soft-
ened modes are about 6 cm−1 lower than that of the pristine
mode so it can be inferred that about one electron is trans-
ferred to C60.

Ag/C60 Ag/C60 nanodispersion films have been prepared
by the co-deposition method [866]. Linear relationships of
ln� versus 1/T were observed in electrical conductivity
measurement from ∼200 to ∼300 �C and the conductivities
are in a range similar to those in Cu/C60 films [869]. The
shift of the soft Ag(2) mode in Raman spectra indicated that
about 1–1.5 electrons are transferred from Ag to C60. More-
over, Although the peak positions of the Hg(7) and Hg(8)
modes are about the same as that of C60, the relative inten-
sities of them increase significantly in the Ag–C60 film and
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this increase is difficult to interpret with the charge transfer
model. A plausible explanation is that Ag atoms may dif-
fuse into the C60 lattice to form a limited dilute interstitial
solid solution under high temperatures similar to the result
observed in the Al–C60 system [863]. The conductance of
discontinuous granular Ag films covered by C60 was mea-
sured in-situ during C60 covering [876]. An anomalous peak
of conductivity was observed when the thickness of the C60
overlayer was around 1.6 nm. This result indicates that 1–
2 monolayer(s) of C60 covered upon the granular Ag films
are “metallic,” which is attributed to the charge transfer
between Ag and C60 [876].

Charge transfer has also been observed in Ag deposited
C60 films grown on the Si(111)-(7× 7) surface by using scan-
ning tunneling microscopy [877]. It is found that for individ-
ual Ag atoms and very small Ag clusters, the charge transfer
is inhibited or less effective, and there is no chemical bond-
ing between Ag and C60. Only after the Ag atoms aggregated
to form Ag clusters larger than a critical size will the charge
transfer will become effective. From the lateral size distri-
bution of the Ag/C60 clusters, the critical size is concluded
to be no more than 4 nm. Furthermore, the results indicate
that the growth of the Ag/C60 clusters should be limited to
sizes smaller than 10 nm. This self-limiting growth process
and the critical size effects provide a possible method to con-
trol the growth of metal clusters with a narrow distribution
size.

4.3.2. Magnetic-Metal/C60 Composites
Ni/C60 Ni/C60 granular films were also prepared by the
co-deposition method [878]. High-resolution transmission
electron microscopy (HRTEM) results show that Ni nano-
particles are well isolated and embedded in an amor-
phous C60 matrix in the films. Raman spectra indicated
that the charge transferred to each C60 molecule in
an N(Ni):N(C60�= 30 film is ∼4 electrons, and that in
N(Ni):N(C60�= 1
5 and 6 films are ∼2 electrons. The
charges transferred from Ni to C60 reduce when the Ni nano-
particles become smaller (the average sizes of Ni particles in
N(Ni):N(C60� = 1
5, 6, and 30 films are 2.6, 3.3, and 6.6 nm,
respectively). This is attributed to the quantum size effects
of Ni nanoparticles [878].

Measurements of the surface magneto-optical Kerr effect
show that the coercivities (HC� of Ni/C60 films are enhanced
significantly. In other words, the critical size of superpara-
magnetic transition (3.3 nm) is much smaller compared to
Ni nanoparticles embedded in graphite (13.6 nm) [879] or
SiO2 matrix [880]. It was suggested that the enhancement of
HC may be attributed to surface spin disorder of Ni parti-
cles induced by the strong interfacial interaction between Ni
and C60.

Fe, Co/C60 Unlike the C60 based materials we discussed,
Fe, Co/C60 composite films obtained by adding C60 as a minor
component into Fe, Co matrix have also been investigated
[881]. The concentrations of the as-deposited thin films were
expressed in a formula of BxC60 (M = Fe, Co). TEM images
showed that the grains are extremely uniform in the film.
Raman spectroscopy shows that most of the fullerenes are
stable in the films and the electronic diffraction shows no

graphite phase; the carbon interfacial phase is mainly com-
posed of fullerenes.

Out-of-plane hysteresis loops for the Co162C60 films show
that both the remanence and the coercivity increase sig-
nificantly in the films. These values are comparable to
the promising perpendicular recording media, Co–Cr and
Co–CrTa [882]. These C60 comprising media have the poten-
tial to achieve ultrahigh storage density because the C60
molecules limit grain growth, reside at grain boundaries,
and reduce the magnetic coupling between grains which can
lower media noise [883].

The in-plane major hysteresis loops and the virgin mag-
netization curve of the Fe73C60 film display a fast switching
property, which suggests this material had the potential to
be used in magnetic memory, magnetic switches, spin valves,
magnetic springs, and other magnetic devices. The unifor-
mity of the grains and distribution of C60 may contribute to
this fast switching ability.

5. LOW-DIMENSIONAL STRUCTURES

5.1. Heterofullerenes

5.1.1. Introduction
Heterofullerenes (“dopeyballs,” “heterohedral” fullerenes)
are fullerenes in which one or more carbon atoms in the
cage structure are substituted by a noncarbon atom (i.e.,
a heteroatom). In this case, heterofullerene formation is
a kind of “on-ball” or “in-cage” doping of the fullerene
cage. First spectronscopic evidence for heterofullerenes was
observed in gas phase of heterofullerene ions produced
by laser vaporization of a graphite pellet containing boron
nitride powder [884].

Through modification of the cage structure of hetero-
fullerene, significant modification of geometry, chemical
functionality, and electronic character of the fullerenes
would occur. So it was anticipated that these hetero-
fullerenes should exhibit a variety of properties and lead to
formations of various derivatives due to the in-cage intro-
duction of guest atoms.

5.1.2. C59N/(C59N)2
The aza[60]fullerene C59N is formed by substituting a nitro-
gen atom for a carbon atom in the C60 cage structure. Neu-
tral C59N is an open shell molecule due to the trivalency of
nitrogen leaving a “dangling bond” on an adjacent carbon
atom in the cage (see Fig. 37a). Aza[60]fullerene in the first
oxidized state is sometimes called aza[60]fulleronium, for
which one resonance structure is shown in Figure 37b. C59N
radical is highly reactive and it easily bonds to form (C59N)2
dimer, the most stable form of azafullerene (see Figure 38),
or is hydrogenized to form hydroazafullerene C59NH.

Synthesis Up to now, the azafullerenes are the only
known heterofullerenes which can be isolated as pure
substances.

Nitrogen-doped fullerenes can be synthesized basically by
vaporization of graphite in nitrogen containing atmosphere
[885, 886] or by laser ablation of fullerene derivatives which
possess organic ligands bound to the carbon cage through
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Figure 37. Important resonance structures of (a) aza[60]fullerene radi-
cal and (b) aza[60]fulleronium.

a nitrogen atom [887], or by condensed-phase organic syn-
thesis. But the latter which yields aza[60]fullerene dimer is
proved to be the only efficient method leading to the isola-
tion of macroscopic quantities of azafullerenes so far. There
are two different methods succeeding organic synthesis.

In 1995 it was found to occur by the effective forma-
tion of azafulleronium C59N+ in the gas phase during
fast atom bombardment mass spectrometry of a cluster
opened N -methoxyethoxy methyl ketolactam, so Humme-
len et al. applied this process in solution in the presence
of strong acid and isolated C59N as its dimer (C59N)2 [888].
In 1996, Grösser et al. succeeded in converting a bisaza-
homofullerene [889] to the aza[60]fullerene dimer (C59N)2
in a different way [890]. By both these methods high-purity
(C59N)2 samples can be obtained after high performance liq-
uid chromatography (HPLC) purification.

Properties

Structure Properties It was found that the C59 dimer is
formed by linking two cages in a trans-configuration by one
single bond to minimize the repulsion of the nitrogen atoms
and to optimize the whole structure (see Fig. 38). The link
is made by the two carbon atoms (C, C′) each of which
joins two hexagons together with the N atom in a C59N
molecule. The molecule has C2h symmetry. The C–C′ dimer
bond was calculated to be 1.609 Å, (i.e., 0.05 Å longer than
that between two average sp3 cabon atoms) [891]. The bind-
ing energy was calculated to be ∼18 kcal mol−1 [891].

The bonding energy is relatively low and the dimer can be
cleaved both thermally and photochemically into two C59N

radicals [892]. Light-induced ESR measurement of a solu-
tion of (C59N)2 in 1-chloronaphthalene, using 532 nm laser
pulses, yielded a spectrum with three equidistant lines of
equal intensity, indicative of 14N hyperfine interaction [893].
The hyperfine coupling constant is 3.73 G. The reported val-
ues for the g factor of C59N
 are 2.0011(1) and 2.0013(2),
higher than that of C60 radical anion, 1.9991 [894]. This

Figure 38. Schematic 3D structure for a (C59N)2 molecule.

unusually low g value of C
−
60 can be explained in terms of

Jahn–Teller distortion that splits the triply degenerate t1u
states, thus leading to quenching of angular momentum.

Electronic Properties Based upon the extended SSH
model for C59N, the calculated results are very consistent
with those from the SCF-MO method. The lattice structure
of C59N is different from that of pure C60 due to effects
of the dopant ion, but the deformations of the substituted
fullerene cage for the C59N are mainly limited in the vicinity
of the dopant ions [895]. As one electon is doped into the
LUMO of C60 in C59N, it was changed so significantly that
the energy level near the Fermi level and the correspond-
ing smaller bandgap between HOMO and LUMO was about
0.3 eV [895, 896]. The calculated gap was much smaller
than that for C60. The HOMO states are mainly localized
on the N–C double bonds and the excessive electron density
is concentrated on the impurity sites. The excessive electron
density of the N atom is 0.27, which implies that electronic
charge accumulates on the doped N site and the N atom
exists as an acceptor [895].

The electronic properties of (C59N)2 in thin films have
been studied by using PES and EELS [897, 898]. It was
found that the HOMO of (C59N)2 is located mainly on N
atoms and the intermolecular C–C′ bond. In contrast, the
LUMO has mainly a C-character. The optical gap of the
dimer is ∼1.4 eV, some 0.4 eV smaller than that of C60 (1.7–
1.8 eV). It was obtained from the energy-loss functions that
the static dielectric constant #1(0) of (C59N)2 is about 5.6,
which is larger than that of C60 [#1�0� ∼ 4], reflecting the
smaller energy gap of the heterofullerene dimer.

Properties of (C59N)2 Solid Solid structural investiga-
tion of (C59N)2 using X-ray powder diffraction techniques
showed that samples of (C59N)2 obtained by recrystalliza-
tion from CS2 exhibit a hexagonal structure (space group
P63/mmc or a subgroup). The hexagonal phase remains
stable under hydrostatic compression to 22 GPa, signify-
ing it is somewhat less compressible than pristine C60 [899].
The diffraction patterns point to a CS2 content of about
1/2 molecule per formula unit. The CS2 can be removed by
sublimation of the material in vacuo at temperatures of 500–
600 �C. This leads to a monoclinic structure with the space
group of at most probably C2/m, where the C59N dimers sit
on the sites of a monoclinic c-centered Bravais lattice with
lattice parameters a = 17
25 Å, b = 9
96 Å, c = 19
45 Å,
and K = 124
32�, T = 295 K [900]. (C59N)2 are observed to
be unstable at temperatures higher than 200 �C in UHV.

5.1.3. Other Heterofullerenes
Borafullerenes Borafullerenes were the first reported
heterofullerenes observed in 1991 [884]. In 1996, the macro-
scopic preparation of borafullerenes was realized by using
the arc-evaporation method on graphite rods doped with
either boron nitride, boron carbide, or boron [901]. Extrac-
tion and enrichment were used for the heterofullerene
content of the soot, involving pyridine extraction and subse-
quent treatments of the extract with CS2 and pyridine. XPS
spectra of the extract showed a peak at 188.8 eV that was
assigned to boron (1s level) in borafullerene (C59B mainly).
The extracted materials appeared to be moisture sensitive,
leading to the formation of boron oxide or boric acid [901].
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There is another method to synthesize borafullerene by
high-temperature laser ablation of a B4C-graphite compos-
ite rod under an argon atmosphere. The product was ana-
lyzed with a laser desorption/ionization mass spectrometer,
revealing that C59B (m/z = 719) was formed together with
the C60 molecule [902].

Azafullerenes with Multinitrogen Atoms The synthe-
sis of C58N2 is possibly complicated if the formations of
the two N sites are not simultaneous, which may cause an
open shell intermediate as found in the synthesis of (C59N)2,
giving rise to an undesired reaction route. Synthetic route
toward C58N2 starting from C60 [903] has been proposed;
recently, (1,3,5)pyridinophanes having [4.3.2]propellatriene
units were synthesized as precursors to macrocyclic polyyne
C58H4N2 and diazafullerene anion C58N−

2 was detected in
the laser desorption mass spectrum of the pyridinophanes
[904].

A new fullerene-like material, consisting of cross-linked
nano-onions of C and N, was reported [905]. Growth of the
onion shells takes place atom by atom on a substrate surface
and yields thin solid films during magnetron sputter deposi-
tion. The N content in the onions, up to 20%, is the highest
measured for an azafullerene in the solid phase. Total energy
calculations of C60−2nN2n molecules suggest the existence of
a novel C48N12 molecule.

Azaborafullerenes Recently, it was reported that C58BN
can be produced by a BN substitution reaction of fullerene
C60upon irradiation by a KrF excimer laser at room temper-
ature [906] and isolated by HPLC. Mass spectra and X-ray
photoelectron spectroscopy analysis confirmed the substi-
tuted formation of C58BN (m/z = 721).

Heterofullerenes with Heteroatoms Other than N, B
Early theoretical calculation of Si in-cage doped hetero-
fullerenes (C59Si, 1,2-, 1,6-, and 1,60-C58Si2� predicted that
these structures are stable and show a steady decrease of
the bandgaps with an increasing number of Si atoms [907].
First evidence for the possible existence of silicon het-
erofullerenes is provided by analyzing the products from
pulsed-laser vaporization of silicon–carbon composite rods
by time-of-flight mass spectrometry (TOF-MS) [908], which
showed small peaks that would match the masses of SiC+

n

clusters (61 ≥ n ≥ 56). Recently, silicon heterofullerenes
have been synthesized in a laser vaporization source from
targets processed as mixtures of graphite and silicon pow-
ders [909] or SixC1−x mixed composition targets [910, 911].
Another method to generate silicon in-cage doped fullerenes
is laser-induced photofragmentation of parent clusters of
composition C60Six which are produced in a low pressure
condensation cell, through the mixing of silicon vapor with
a vapor containing C60 molecules [912]. It was indicated
from the analysis of photofragmentation mass spectra that
at least three Si atoms can be incorporated in fullerenes, the
Si atoms are located close to each other in fullerenes, and Si
doping was also predicted to increase the fullerene chemical
reactivity [911]. Ab initio calculation of optimized geometri-
cal structures of C59Si and C58Si2 isomers showed that the
geometrical modifications of the heterofullerenes occur in
the vicinity of the Si dopant atom [913].

In the case of oxygen, there is some possible evidence
for the existence of O heterofullerenes in the form of

C59O+ ions in gas-phase experiments [914] or C59O−1 anions
produced via collision-induced dissociation of oxy-fullerene
anions C60O−

2−4 [915].
Evidence for the existence of C59P has been identified in

mass spectroscopy. The formation of these heterofullerenes
was achieved by evaporating phosphorus and carbon simul-
taneously but at different positions in a radio frequency fur-
nace (i.e., at different temperatures) [916].

Existence of substitutionally doped fullerenes C59M has
also been identified by mass-spectrometric evidence, where
M represents the atom of the transition metals such as Fe,
Co, Ni, Rh, and Ir. These in-cage doped fullerenes were
produced by the photofragmentation of precursor metal–
fullerene clusters C60Mx [917]

5.2. C120 (C60 Dimer)

Since the discovery of the photopolymerization of C60 via
92+2: cycloaddition [534, 807], there have been a lot of the-
oretical studies [918–924] on the smallest subunit of a C60
polymer: C120 (C60 dimer), a dumb-bell-shaped all-carbon
molecule polymerized from two individual C60 molecules
(see Fig. 39). The most stable isomer of C120 is confirmed
to be polymerized via the same 92+ 2: cycloaddition mecha-
nism of C60 polymers (i.e., the double intramolecular bonds
broken and a four-atom ring formed by covalent C–C bonds,
accompanied with rehybridizations from sp2 to sp3).

5.2.1. Synthesis
C120 can be synthesized by many methods, such as pho-
topolymerization [534, 808], solid-state mechanochemical
reaction [925–927], quasihydrostatic compression of C60
[928], and squeezing of a C60 compound [929].

The photopolymerization method gave the first evidence
for the existences of C60 dimer and polymer [534, 808]. It was
observed that solid C60 exposed to visible or ultraviolet light
forms a polymerized phase which is no longer soluble in
toluene.

The solid state mechanochemical reaction of C60 with
KCN by the use of a high-speed vibration milling (HSVM)
technique is the first efficient method to synthesize bulk
C120 [925, 926]. In a standard procedure, a mixture of C60
and 20 molar equivalents is placed in a capsule and vig-
orously vibrated under HSVM conditions for 30 min in a
glovebox filled with nitrogen. Separation of the reaction
mixture by flash chromatography on silica gel, eluted with
hexane/toluene and then with toluene/o-dichlorobenzene
(ODCB), gives 70% of recovered C60 and 18% of C120 [925,
926]. It was found that this reaction can take place effi-
ciently also by the use of potassium salts such as K2CO3

Figure 39. Schematic 3D structure for a C120 (C60 dimer) molecule.
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and CH3CO2K which contain nucleophilic anions, metals
such as Li, Na, K, Mg, Al, and Zn (while Ni and Cu are
not effective), and organic bases such as 4-(dimethylamino)-
and 4-aminopyridine [925, 927]. Single crystals of C120 can
grown in an ODCB solution since it is hardly soluble in most
common organic solvents but has a reasonable solubility in
ODCB [925, 926].

The quasihydrostatic compression method for the dimer-
ization of C60 is achieved under a high-pressure, high-
temperature treatment [928, 930, 931]. It was shown that the
dimerization occurs even at room temperature in the entire
pressure range above ∼1.0 GPa. However, the formation of
a dimer phase as a stable modification is at least at temper-
atures above 400 K. No condition was found that may yield
pure C60 dimers so far. A typical condition with the pres-
sure, temperature, and treatment time of 1.5 GPa, 423 K,
and 1000 s yields about 80% C60 dimers [930].

Squeezing of a C60 compound was reported to be a high
yield selective synthesis method of C60 dimers [929]. Squeez-
ing the organic molecular compound crystal (ET)2C60 [ET =
bis(ethylenedithio)tetrathiafulvalene] at 5 GPa and 200 �C
followed by removing unreacted ET molecules by sonication
in CH2Cl2 produces C60 dimers, with a yield of about 80%.
Most of the product is soluble in o-dichlorobenzene, while
there remains a small amount of insoluble material, which
may be one-dimensional oligomers or ladder polymers.

5.2.2. Structure
The isolated C120 forms a dark brown powder. The 13C NMR
spectrum exhibited 15 signals (including one overlapped sig-
nal) in the sp2 region and one signal at 76.22 ppm in the sp3

region, which are fully consistent with the assigned structure
with D2h symmetry [925]. It was also indicated that C120 is
indeed the essential subunit of these polymers by comparing
the data with the 13C NMR spectra of C60 polymers.

The single crystal structure was determined by X-ray crys-
tallography; it was found that there is no obvious difference
in the length of the four bonds in the 92 + 2: cycloaddition
four-atom ring. The intracage bond length was determined
to be 1.575(7) Å, and intercage bond length was found to be
1.581(7) Å [925]. In single crystals grown in an ODCB solu-
tion, the C120 molecules are arrayed in highly order layers,
which is different from the face-centered cubic structure of
C60 [925].

5.2.3. Electronic Structure
The lowered symmetry of the C120 as a consequence of
dimerization molecule will result in an increased splitting of
energy levels and a narrowing of the optical bandgap [920].
The presence of sp3 intermolecular bonds and the caused
distortion of the C120 molecule also change its electronic
structure.

The electronic DOS confirms universal expectations about
the electronic and vibrational energy levels. Due to the
dimerization of C60, the LUMO t1u states split into a quasi-
doublet and singlet state but the HOMO hu state mixes
strongly with the lower gg and hg levels leading to a gener-
ally broader DOS [932].

5.2.4. Properties
Far-infrared vibrational property investigation of the C60
dimer showed that all the modes are nondegenerate. Hg(1)-
derived modes are allowed in the dimer and appear as a
weak quadruplet near 250 cm−1 [933]. The number of T3u(1)-
derived modes is three, in agreement with group-theory pre-
dictions for the D2h symmetry of the dimer.

In room-temperature solution, a systematic study of the
photophysical properties and nonlinear absorptive optical
limiting responses of the C60 dimer was given [934]. It was
found that the absorption, fluorescence (spectrum, quantum
yield, lifetime), and photoinduced electron-transfer proper-
ties of the C60 dimer are somewhat different from those of
C60 but qualitatively similar to those of other C60 derivatives,
indicating that the dimer may be considered as a pair of
1,2-functionalized C60 derivatives. The triplet–triplet absorp-
tion of the C60 dimer is noticeably weaker than those of
C60 and other C60 derivatives, corresponding to lower opti-
cal limiting responses of the C60 dimer at 532 nm. It was
also concluded that the C60 dimer is photochemically sta-
ble since there is no meaningful change in both absorption
and fluorescence spectra of the dimer solution after 10 h of
continuous photoirradiation.

The thermal behavior of the C60 dimer was investigated
in the range 80–220 �C at a rate of 1 �C min−1 using dif-
ferential scanning calorimetry [925]. An endothermic peak
from 150 to 175 �C and centered at 162 �C was found in
the heating process, while no such peak was observed in the
cooling scan. It was also found that the C60 dimer could dis-
sociate quantitatively into C60 by heating its ODCB solution
at 175 �C for 15 min. C120 should have equal chemical reac-
tivity to C60 considering their close reduction potentials.

5.3. Endohedral C60

Endohedral fullerenes are novel forms of fullerene-based
materials in which the fullerenes are encapsulated by
atom(s) (even some small molecules) in their inner hol-
low space (see Fig. 40). These new fullerene derivatives are
usually described using the symbol “@” conventionally and
conveniently with the encaged atom(s) listed to the left of
the “@” symbol. For example, a C60-encaged metal species
(M) is written as M@C60 [935]. In recent years endohedral
fullerenes have attracted a lot of interest due to their fasci-
nating properties and novel electronic structures.

Figure 40. Schematic 3D structure for an endohedral fullerene
molecule.
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5.3.1. M@C60, M = Metal
The first evidence for endohedral metallofullerenes based
on C60 (M@C60� was proposed from a magic number due to
LaC60 in a mass spectrum prepared by laser vaporization of
a LaCl2-impregnated graphite rod [936]. Further evidence
showing that the La C+

60 ions did not react with H2, O2, No,
and NH3 confirmed that the active metal atoms are indeed
encapsulated inside the C60 cage [937].

Original soot containing M@C60 (M = Y, Ba, La, Ce,
Pr, Nd, Gd, Er, Eu, and Dy) is usually produced by arc-
discharge-heating of an MxOy/graphite (MxOy = Y2O3,
BaO, La2O3, CeO2, Pr6O11, Nd2O3, Gd2O3, Er, and Eu2O3�
composite rod under a 50–100 Torr He atmosphere [938–
941]. But the extraction of M@C60 from the soot is diffi-
cult because of almost all known M@C60 so far showing
high reactivity and they are insoluble and unstable in nor-
mal fullerene solvents such as toluene and carbon disulfide
(CS2�. Ca@C60 has been extracted by pyridine or aniline
[942], M@C60 (M = Y, Ba, La, Ce, Pr, Nd, Gd, and Sr) can
be extracted by aniline [943], and Li@C60 prepared by an
ion implantation technique can be extracted by CS2 [942,
943].

Pure samples of Eu@C60, Er@C60, and Dy@C60 have
obtained by combining sublimation and HPLC with ani-
line as an eluent [939–941]. The X-ray-absorption near edge
structure spectrum showed that the valence of Eu atom in
Eu@C60 was +2 [939], while the Raman spectrum indicated
that the valence of Dy atom in Dy@C60 is +3 [941] with 3
electrons transfering from the Dy atom to the C60 cage. It
has also been indicated that the Dy in Dy@C60 is located
at an off-center position 1.25–1.30 Å from the center of the
C60 cage, and the UV-visible–IR spectrum suggested that
the HOMO–LUMO gaps of Dy@C60, Er@C60, and Eu@C60
molecules are small [939–941].

5.3.2. R@C60, R = N, P
Endohedrals of group-V elements N@C60 and P@C60 can be
prepared by an ion implantation method [944, 945]. The C60
fullerene is continuously evaporated onto a substrate and
simultaneously bombarded with low-energy (40 eV) nitro-
gen or phosphorous ions. The resulting film is subsequently
scratched from the substrate and dissolved in toluene and
filtered. The soluble part contains only intact fullerenes,
with the ratio of encapsulated to empty fullerenes typically
on the order of 10−4. HPLC techniques are used to obtain
pure endohedral fullerenes. These two systems are soluble
in organic solvents and stable at room temperature while
As@C60 is calculated to be unstable [946]. Experimentally,
ESR studies [944, 945, 947–950] revealed that the encap-
sulated nitrogen and phosphorus are located at the center
of the cage, the N or P atom is in quartet electronic spin
ground state S = 3/2�4S3/2�, and the highly reactive 4S spin
states of N and P do not interact with the C60 cage. The fact
of well-isolated electron spin of group-V atoms encapsulated
in fullerenes and the easy positioning of endohedral C60
offer a very flexible possible implementation of quantum-
information bits for a promising spin quantum computer
[951].

5.3.3. X@C60, X = Noble Gases
Noble gas atoms can also be trapped in C60 cages. In fact,
the C60 molecule cage is large enough to enclose all of the
noble gases including helium, neon (Ne), argon (Ar), kryp-
ton (Kr), and xenon (Xe) [952, 953].

The noble-gas endohedral fullerenes are usually prepared
by treating the fullerene with the gas under high tem-
perature and pressure [952, 953]. Treatment at ∼650 �C
and ∼3000 atm yields a C60/X@C60 (X = He, Ne, Ar,
Kr, Xe) mixture with the ratio of encapsulated to empty
fullerenes only on the order of 10−3. Recently, remark-
able enrichment of Ar@C60 (with a purity of 40%) [954],
Xe@C60 (with a purity of 31%) [955], and Kr@C60 sam-
ples [956] with a purity as high as 90% has been realized by
HPLC using a semipreparative PYE[2-(1-pyrenyl)ethylsilyl]
column (10× 250 mm) with toluene as the eluent [957].

The fact that noble gases with smaller masses do not
interact significantly [952, 953] (the interaction is suggested
to be van der Waals force mainly) with the inner parts of
�-orbitals of the C60 cage implies that the chemical and
physical properties of these compounds will not differ much
from those of empty C60 molecules. But 129Xe NMR spec-
troscopy study shows that in the case of Xe, the 5p elec-
trons of the Xe are much closer to and interact much more
strongly with the �-electrons of the C60 [955].

5.4. C60Mn

The exohedral metal complexes of C60, usually written as
C60Mn, where M is the metal species, can be categorized as
the third type of C60 complex compared to the hetero- and
endohedral fullerenes (see Fig. 41). The study of gas phase
C60Mn compounds has been stimulated by the discovery of
the superconductivity of alkali doped fullerites. C60Mn com-
plexes are suitable model systems for studying the electronic
properties of nanostructures and understanding the funda-
mental interactions between two nanosystems, particularly
metal–covalent interfaces.

5.4.1. Alkali Metals and Alkaline Earth Metals
In a pioneering experimental work, Wang and co-workers
first studied the photoelectron spectra of C60K−

n clusters, n=
0–3, and they found evidence for charge transfer from the
alkali atoms to the C60 molecules [958]. The electron affini-
ties of the species were found to have a linear relationship

Figure 41. Schematic 3D structures for two types of exohedral metal–
fullerene clusters (C60Mn�. (a) A “wet” structure where metal atoms
spread over the fullerene cage. Here a C60M12 molecule with one metal
atom on each 12 pentagon facet. (b) A “dry” structure where metal
atoms form an adsorbed droplet on C60.
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with the number of K atoms. This indicated that C60Kn are
quite ionic because each K atom donates its outer 4s elec-
tron to the t1u LUMO of C60. A dipole-supported state is
found in KC−

60, yielding an inter-K-C60 stretching vibration
of 140 cm−1.

Zimmermann et al. have given a systematic study on alkali
metal–fullerene clusters by using photoionization time-of-
flight mass spectrometry [959]. The C60Mn clusters were pro-
duced by coevaporation of fullerenes and metal in a gas
aggregation cell. It was suggested that the stability of the
alkali metal–fullerene clusters seems to be determined pri-
marily by the electronic rather than the geometric config-
uration. The C60M6 clusters are found to be particularly
stable formations for any alkali metal. Coating a fullerene
with more than seven alkali metal atoms led to an even–odd
alternation in the mass spectra, which signals the beginning
of metal–metal bonding [959]. But C60Li12 was found to be
an exception to the electronically determined cluster stabil-
ity. It retains the iscosahedral symmetry of the C60 molecule
because each Li atom was found to be stable when above
one of the pentagonal faces. C60Li12 is very stable both in
the singly and the doubly ionized state. The origin of the
enhanced stability might be interpreted to be of geometric
origin [959, 960]. Alkaline earth metal covered fullerenes
C60Mn (n = 0–500; M = Ca, Sr, Ba) were also studied in
these works [959, 961]. It was suggested that these clusters
are formed by the completion of metal layers around a cen-
tral C60 molecule; the first layer is complete when one metal
atom is situated above each of the 32 facets of the C60 cage.

Recently, the electronic and geometric properties of
C60Na−n and C60Au−

n cluster anions were investigated by
TOF-MS and PES [962]. The C60–Na and C60–Au clusters
were produced in a double-rod laser vaporization source.
Both the adiabatic electron affinity and the vertical detach-
ment energy, extracted form the PES spectra, exhibit even–
odd alteration with the successive addition of Au atoms on
C60. So odd-n species have high relative stability. C60Aun
takes a “dry” structure where Au atoms aggregate as a clus-
ter (see Fig. 41a). In contrast, C60Nan adopts the direct bind-
ing of the Na atoms into stable trimers, each sodium atom
lying above a pentagonal ring; thus C60Nan takes a “wet”
structure where the Na atoms spread over the fullerene
cage (see Fig. 41b). For C60Nan clusters, strong periodi-
cal oscillations are observed with a high cluster stability at
smaller sizes (n = 3, 6, 9, and 12). When n > 12, the sodium
atoms begin to exhibit a metallic layer behavior considering
the much smoother adiabatic electron affinity (AEA) and
vertical detachment energy (VDE) variations [963]. Addi-
tional PES experiments, performed with a 5.83 eV pho-
todetachment energy, have shown that for n = 1 to 3 the
charge transfer from the valence orbital of the Na atoms to
the fullerene LUMO is approximately complete, whereas at
n = 4 this charge transfer is only partial. This result not only
points out the specificity of Na compared with the larger
alkali elements but also suggests a full rearrangement of the
cluster geometric configuration at the intermediate sizes.

In contrast to the previous work, another individual study
based on the measurement of the polarizability and dipole
of isolated C60Nan (n = 1–34) molecules in a static electric
field showed the existence of a permanent electric dipole
for every size with increasing n from 1 to 34; these results

cannot be explained by a metal shell around the C60 with
a regular distribution but are in agreement with a sodium
cluster bound to the C60 molecule (i.e., a sodium droplet
on C60) [964]. For clusters with more than one sodium atom
(n > 2), it was suggested that there is a strong decrease
in ionization potential as the sodium cluster size increases,
and a full electron transfer from sodium atoms to the C60
molecule is expected.

The electric dipole moment of isolated single-alkali-atom-
C60 molecules (C60Li, C60Na, C60K, C60Rb, and C60Cs) has
been measured by molecular beam deflection experiments
[965]. It was shown that the dipole increases from 12.4 D for
C60Li to 21.5 D for C60Cs. These results indicated a strong
electron transfer from the alkali atom to the C60 cage, which
is partial for Na and almost complete for K and Cs. It was
also found that the C60K molecules have a giant polarizabil-
ity at room temperature, equal to 2506 ± 250 Å3, but no
permanent dipole by using the molecular beam deflection
technique [966]. The addition of a potassium atom enhances
by more than a factor of 20 the polarizability of a pure C60
molecule. This giant polarizability is caused by the free skat-
ing of the K atom on the C60 surface. C60K behaves like a
paraelectric system with an electric dipole of 17
7± 0
9 D.

5.4.2. Transition Metals
In the case of transition metals, the compound clusters
C60Mx (x = 0� 
 
 
 � 150; M = Ti, Zr, V, Y, Ta, Nb, Fe, Co,
Ni, Rh) have been produced using modified laser vapor-
ization of a transition metal target in a low-pressure inert
gas condensation cell [917, 967, 968]. It was found that the
metals form complete layers around the central fullerene
molecule (i.e., forming transition metal coated fullerenes).
Mass spectrometric studies on these free metal–fullerene
clusters showed that upon heating with a intensive laser
pulse, these metal–fullerene clusters transform into metal
carbides (M = V, Ti) and bulklike metallo-carbohedrene
clusters (M = Nb, Ta where x < 2) [967]. Photofragmenta-
tion mass spectra of metal–fullerene clusters C60Mx (M =
Fe, Co, Ni, Rh; x = 0� 
 
 
 � 30) reveal the existence of a
reaction channel which yields clusters having the composi-
tion of metal in-cage doped heterofullerenes C59−2nM (n =
0� 
 
 
 � 10) [917]. Additional tandem TOF experiments on
mass selected C59M indicated that the initial fragmentation
step of this new kind of substitutionally doped fullerene
is the loss of a neutral MC molecule [917]. Recently, evi-
dence for the existence of C60Mx (M = Sm, Pt) has also
been observed in photofragmentation study by excimer laser
ablation-TOF mass spectrometry [969].

5.5. C60@Carbon Nanotubes

C60 can be encapsulated into carbon nanotubes in the
form of self-assembled one-dimensional chains and form a
new type of self-assembled hybrid structure called “bucky-
peapods” (see Fig. 42). The novel structure may give
potential applications in data storage [970] and promising
high-temperature superconductors [971].

Pulsed laser vaporization of graphite with certain metal-
lic catalysts can produce both carbon nanotubes and C60
molecules [972]. To obtain nanotube production, most of
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Figure 42. Schematic 3D view for C60@carbon nanotubes.

the C60 is removed by purification and annealing. Neverthe-
less, HRTEM observation showed that C60 encapsulated in
single-wall cabon nanotubes (SWCNTs), usually written as
C60@SWCNTs, can also be obtained via the same method.
The encapsulated fullerenes can coalesce into longer cap-
sules under the action of the electron beam [973] or under
a high temperature treatment [974, 975].

The encapsulated C60 molecules are positioned in a way
that a preferred van der Waals separation (0.3 nm) was
maintained between the cages and the nanotubes. The pres-
ence or absence of encapsulated cages was strongly cor-
related with the tubes’ diameters, mostly observed to be
1.3–1.4 nm [976]. In a row of encapsulated C60 molecules
concentric with a tube axis, the center-to-center distance
between two C60 molecules was observed to be 1.0 nm
[973], whereas for paired C60 molecules, this distance was
0.9 nm [976]. In another study using electron diffraction,
it was found that the intermolecular spacing of adjacent
fullerenes in SWNTs is 0.97 nm, smaller than that of the
three-dimensional bulk C60 crystal but larger than that of
polymerized C60 crystal [977].

Yields of almost 100% C60@SWCNTs have been obtained
by heating SWCNTs in dry air for 50 hours at 400 �C
[978]. Another individual work which yielded ∼90%
C60@SWCNTs in abundance by a vapor phase method
was confirmed by HRTEM observation indicating a sim-
ple lattice of 1.0 nm of the encapsulated one-dimensional
C60 molecules [979]. Both experimental results based on
HRTEM observation [974] and theoretical results using
molecular dynamical calculation [980] suggested an opti-
mum temperature range from 350 to 450 �C and that the
filling mechanism is most likely through the defect on the
surface of SWCNTs but not through the ends of them.

EELS experiments study on C60@SWCNTs showed that
the electronic and optical properties of the encapsulated C60
molecules are very similar to fcc C60 with only small changes
suggesting a weak van der Waals interaction between the
SWCNTs and the C60 molecules [981].

Refined measurements of electrical resistivity, ther-
mopower, and thermal conductivity of highly C60-filled
SWCNTs and unfilled controls from 1.5 to 300 K have
been performed recently [982]. It was shown that additional

conductive paths form via the filling of interior C60 chains,
which can effectively bridge defects on the tube walls, reduce
the electrical resistivity, and also reduce the effects of charge
carrier localization at low temperature [982]. It can also
be indicated from the measurements that the filling of C60
also increases the photon scattering, enhances the thermal
conductivity in some sense, and effectively prevents other
molecules (such as oxygen molecules) from doping into
SWCNTs [982]. Another direct-current electric resistance
measurement carried out by the four-probe method using
the matlike films of C60@SWCNTs showed somewhat dif-
ferent results in that, for the temperature range 5 < T <
300 K, the resistances in logarithmic scale exhibit linear
temperature dependence when the abscissa is represented
by T −1/4, suggesting an electron transport associated with
three-dimensional VRH [978]. Hongo et al. measured the
transport properties and their temperature dependences of
C60@SWCNTs bundles on a membrane structure consist-
ing of a 50–100 nm thick silicon nitride on a Si wafer and
Pt/Ti(30/30 nm) gap electrodes [983]. Their results showing
high resistances of the peapod bundles, with two kinds of
temperature dependence characters: one exhibits linear tem-
perature dependence with respect to T −1/4; the resistance
increases as temperature decreases, which agrees with the
VRH aforementioned mechanism. The other shows resis-
tance saturation at low temperature, which suggested the
existence of weak localization or disorder [984].

A variety of fullerenes were found to exist inside SWC-
NTs, including C60 molecules and 0.7 nm diameter fullerene
capsules of various lengths [976]. Many of the hybrid struc-
tures spontaneously jump during observation. Under the
present experimental conditions, chains containing 2–5 C60
melecules are most often seen to jump and each jump is
typically 1–10 nm. This dynamic behavior could be driven by
beam–specimen interactions.

5.6. (C60)n
In a (C60�n cluster, C60 molecules interact with each other
by weak van der Waals forces. Because the interaction has a
very short range, investigations of C60 clusters are focused on
structure behavior. Experimental studies of fullerene clus-
ters indicate they probably have icosahedral structure, sim-
ilar to inert gas clusters [985]. Systematic optimization of
the lowest energy structures of the (C60�n (n ≤ 57) clus-
ters has been carried out with a genetic algorithm and
database conjugate-gradient method [986]. These structures
show transitions at n = 17 from icosahedral to decahedral
and at n = 38 from decahedral to fcc. The second energy
difference curve indicates that n = 13, 38, 55 (C60�n clusters
are especially stable. However, taking account of the ther-
mal effect, the icosahedral structure instead of decahedral
and close-packed ones is the most stable structure when the
cluster is cooled from a high-temperature state by a molec-
ular dynamics simulation.
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EQUATIONS

T = �h/2e2�R−1 (1)

��n�2

��0�2
= 1− n

720
(2)

"t = "t0 exp�EAt/kBT � (3)

P�T � = P0 exp�−5H/kT � (4)

� = �0 exp�−E'/kT � (5)

�0 = �00 exp�−E'/kT0� (6)

���� T � ∼ �e2kT 9N�EF �:
2'−5�9ln�;ph�/�:

4 (7)

#��� = #1���+ i#2��� (8)

#��� = #1���+ i#2��� (9)

N��� = 9n���+ ik���: (10)

#��� = 9N���:2 = 9n���+ ik���:2 (11)

C��� = #1���#0A/d (12)

D��� = #2���/#1��� (13)

CP�T � = C1T + C3T
3 (14)

k = CvsB/3 (15)

C;2T = C44 (16)

C;2T = �C11 − C12 + C44�/3 (17)

C;2L = C11 (18)

K = �C11 + 2C12�/3 (19)

G = 9�C11 − C12�/2C44:
2/5 (20)

Hc1�T �/Hc1�0� = 1− �T /Tc�
2 (21)

Jc = A�M+ −M−�/R (22)

Jc ∼ Jc�0�91− �T /Tc�
2:n (23)

C = 0
079exp�1/T �1/4 − 1: (24)

GLOSSARY
Buckminsterfullerene Or buckyball, C60, hollow cage car-
bon molecule consisting 60 carbon atoms named for R.
Buckminster Fuller because of the resemblance of its molec-
ular structure to his geodesic domes. Buckminsterfullerene
(C60) was originally detected in soot in 1985; isolation was
first reported in 1990.
C120 Also called C60 dimer. A dumb-bell-shaped all-carbon
molecule consisting of two C60 molecules connected by two
single C–C bonds via cycloaddition.
Endohedral C60 Novel C60-based complex in which the
fullerene molecule (C60) is encapsulated by atom(s) or some
small molecules in the inner hollow space of its carbon cage.
These kinds of molecules are usually written as M@C60; M is
the endohedral species.
Exohedral C60 Novel C60-based complex in which the
fullerene molecule (C60) is adsorbed by exohedral atoms
(usually metal atoms, including alkali metals, alkaline earth

metals, and transition metals), forming gas-phase stable
compounds.
Fullerene superconductivity Some kinds of metal doped
C60 compounds have superconductivity. The M3C60 (M =
alkali metal) system is the most widely studied of them. The
highest Tc found in M3C60 is about 30 K (Rb3C60). It is
widely believed that M3C60 are s-wave BCS-like supercon-
ductors, driven by the coupling to the intramolecular Hg

phonons and probably with some strong-coupling effects.
Fullerene Any of a class of carbon molecules in which the
carbon atoms are arranged into 12 pentagonal faces and 2
or more hexagonal faces to form a hollow sphere, cylinder,
or similar figure. The smallest possible fullerene molecule
may have as few as 32 atoms of carbon, and fullerene-like
molecules as few as 20 carbon atoms. The most common
and stable fullerene is buckminsterfullerene (C60).
Fullerite Solid state form of fullerene; usually means solid
state C60. It usually forms black powders or black–brownish
crystals.
Heterofullerene Fullerenes in which one or more carbon
atoms in the carbon cage structure is substituted by a
noncarbon atom (heteroatom), also called “dopeyballs” or
heterohedral fullerene, including borafullerenes (C59B� 
 
 
 ),
azafullerenes (C59N�C58N2�C69N� 
 
 
 ), and heterofullerenes
with heteroatoms other than N, B.
Metal doped C60 compound Or metal doped fullerite.
A kind of material formed by intercalating metal atom
into the interstitial sites of C60 host lattice. The metal usu-
ally used includes alkali metal, alkaline earth metal, and
some lanthanide metals. Some kinds of these materials have
superconductivity.
Metal/C60 composite A kind of phase-separated solid of
M/C60. These metals (such as Al, Cu, Ag, etc.) usually have
high cohesive energy and cannot be intercalated C60 lattice.
The most common composites are multilayer films and the
nanodispersion films.
Polymerized C60 Solid C60 can be polymerized by
irradiation of intense visible or ultraviolet light, or under
high-temperature, high-pressure treatment. During poly-
merization, some of the internal C–C bonds of C60
molecules are broken and connected via intermolecular
cycloaddition.
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1. INTRODUCTION

1.1. Genesis of Calixarenes

About 150 years ago, Adolph von Baeyer demonstrated
the formation of a hard, resinous, and noncrystalline prod-
uct from the reaction of aqueous formaldehyde with phe-
nol that remained essentially uncharacterized for almost
70 years. However, three decades later, Leo Baekeland
smartly designed a process for this product, which he mar-
keted under the name “bakelite,” with tremendous commer-
cial success [1]. In 1942 Zinke and Ziegler researched the
products of the reaction of phenol and its substitutes with
formaldehyde.

Phenol itself reacts with formaldehyde in acid or base
at the ortho- and para-positions to form a highly cross-
linked three-dimensional polymer in which each phenolic
residue is attached to three other neighbors as shown in
Figure 1. On the other hand, para-alkylphenol can react only
at its two ortho-positions and thereby forms a linear one-
dimensional polymer (Fig. 2) by reducing the cross-linking
possibilities, in addition to the formation of several macro-
cylic oligomers. However, the same reaction in the presence
of base at high temperatures yielded high melting and high

molecular weight substance to which Zinke assigned a cyclic
tetrameric structure [2], where the product was proven to
be a mixture later on as shown in Figure 3. This problem
was not overcome until late 1970s when Gutsche became
intrigued by the emerging area of enzyme mimics where he
explored the Zinke cyclic tetramers as cavity-containing sub-
stances appropriate for enzyme mimic building blocks. He
later showed that a careful control of reaction conditions
could provide good yields of pure compounds of various ring
sizes, calix[n]arenes.

1.2. Scope of the Chapter

The main aim of this chapter is to bring into focus the newer
developments of calixarenes and its derivatives and the many
applications exhibited by these systems. In order to fulfill
such a focus, the authors take the approach of showing the
developments that took place since the realization of sim-
ple calixarenes and their putative applications in biology and
materials leading to the nanoscience of such supramolecular
systems. Since the work carried out as well as the under-
standing of calix[6 & 8]arenes is rather limited in the litera-
ture, we confine our discussions mostly to calix[4]arenes.

1.3. Nomenclature

The name calixarene is of Greek origin (Greek calix, a
chalice or cup; arene referring to the aromatic ring), having
recognized the cyclic tetramer in the conformation in which
all of its four aryl groups are oriented in the same direc-
tion of a chalice or cuplike shape [3–7] similar to that of
a Greek crater vase (Fig. 4). The substitution at the para-
position preceeds calix[n]arene in order to accommodate the
number of aryl groups present by giving a numerical value
to [n]. For example, the cyclic tetramer derived from p-
tert-butylphenol is written as p-tert-butylcalix[4]arene. For a
more systematic application of the calixarene nomenclature,
the basic name calix[n]arene is retained, and identities of all
substituents are indicated and their positions are specified by
a number (e.g., calixarene is derived from p-tert-butylphenol
and formaldehyde is named as 5,11,17,23-tetra-tert-butyl-
25,26,27,28-tetrahydroxycalix[4]arene as shown in Fig. 5).
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Figure 1. Schematic view of a highly cross-linked three-dimensional
polymer, bakelite, obtained from the condensation of phenol with
formaldehyde.

OH OH OH

RR R R

OH

Figure 2. Schematic view of one-dimensional polymer formed from
the linear condensation of para-substituted phenol with formaldehyde.
R = any alkyl group.

OH

OHOH
OH

OH

m
 

+ CH2O
HO--

Figure 3. Cyclic condensation of p-tert-butyl phenol with formaldehyde
resulting in the formation of highly ordered structures referred to as
calixarenes. Ring size can be controlled based on the reaction condi-
tions, leading to p-tert-butyl calix[4, 6, 8]arenes �m = 1� 3� 5�.

Figure 4. Structure of calix[4]arene resembling Greek crater vase.
Adapted from [3], V. Bohmer and J. Vicens, “Calixarenes: A Versatile
Class of Macrocyclic Compounds.” Kluwer Academic, Dordrecht, 1991.
© 1991, Kluwer Academic Publishers.
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Figure 5. Structure and numbering scheme for calix[n]arenes, where
n = 4� 6, and 8.

As this nomenclature is very inconvenient, in this chapter we
have also used the appropriate short form as used by others
in the literature.

2. CALIXARENE CONFORMATIONS
Calixarenes generally show conformational mobility in solu-
tion and are frozen into a particular conformation only
upon crystallization. X-ray crystallographic structures have
been established for simple and functionally modified cal-
ixarenes. Simple calixarenes have many conformational iso-
mers because of two possible rotational modes of phenol
units, the para-substituent and the oxygen through the annu-
lus rotation (Fig. 6), and hence shows fluxional behavior
[8]. Functionalized calixarenes, at either the lower or upper
rim, would have further influence on the conformational
mobility and in some derivatives such mobility is frozen.
Calix[4]arene shows four conformers and these are des-
ignated by Gutsche and co-workers as the “cone” (C2v,
C4v), “partial-cone” (Cs), “1,2-alternate” (C2h), and “1,3-
alternate” (D2d) forms [9] as shown in Figure 7. All the four
conformations are accessible by rotation about the bridging
methylene groups. In the cone conformation all four pheno-
lic OH groups are involved in circular hydrogen bonding.

On the other hand, calix[6]arene can assume 8 up–down
conformational isomers, designated as cone, partial-cone,
1,2-alternate, 1,3-alternate, 1,4-alternate, 1,2,3-alternate,
1,2,4-alternate, and 1,3,5-alternate. Because of the increased
flexibility of this system, additional conformations are pos-
sible in which one or more aryl rings assumes a position
approximately in the average plane of the molecule desig-
nated as an out alignment and named a winged conforma-
tion by Gutsche. In p-tert-butylcalix[8]arene, the molecule

O

R

n

R'

Para-substituent
through the annulus 
rotation

Oxygen through the 
annulus rotation

Figure 6. Annulus rotation in calixarenes. R = any substituent includ-
ing tert-butyl group.
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Figure 7. Conformations exhibited by calix[4]arene: (a), (b), (c), and
(d) represent cone, partial-cone, 1,2-alternate, and 1,3-alternate confor-
mations respectively. R1 = any group and R2 = any group including the
tert-butyl group.

exists in a pleated loop form. For calix[8]arene, there are
16 up–down forms, as well as many others in which one or
more aryl groups assume the out alignment [10].

3. ORGANIC FUNCTIONALIZATION
Since the pathway for conformational inversion in the
calix[4]arene involves rotation of the aryl groups in a direc-
tion that brings the OH groups through the annulus of the
macrocyclic ring, the most obvious way to curtail this motion
is by derivatization. Thus, functionalization of calixarenes
at the lower rim (phenolic OH groups) or at the upper
rim (para-position of the aromatic moiety) often produces
derivatives with reduced conformational mobility (Fig. 8). It
is indeed possible to selectively introduce organic function-
alities both on the lower rim as well as on the upper rim
of calix[4]arenes. Due to chemical modifications, calixarenes
and their derivatives can act as useful receptors or baskets
for a range of guests including neutral, cationic, and anionic
species. In these modifications the calix[4]arene acts as a
platform to which an array of functional groups is attached
resulting in the cone conformation and hence is capable of
acting as the primary binding site.

3.1. Lower Rim Functionalization

The lower rims of the calixarenes are already function-
alized with hydroxyl groups which provide excellent sites
for the introduction of other functional groups, by either
direct acylation or alkylation (Williamson method) by bring-
ing in groups such as –CH2C(O)R (R = alkyl [11, 12],
or aryl [13], or N(alkyl)2 [14, 15], or –NHCH(R′)COOH
(gly, ala, asp, glu) [16] or –NH-CH2Py [16], –CH2CH2OR
[17, 18], –CH2P(O)Ph2 [19, 20], CH2–pyridyl [21, 22],
CH2CN [12, 23], –CH2C CH) [23]. Further, selective alky-
lation in terms of the degree as well as the site speci-
ficity can be achieved by appropriately manipulating the

OH

R

OH

R

OHOH

R
R

OH

R

OH

R

OH

R

OH

R

Lower rim

Upper rim

Figure 8. “Lower rim” and “upper rim” in calix[4]arene where R = tert-
butyl.

experimental conditions [24, 25]. In the literature, strate-
gies are reported for di-functionalization of distal (1,3) and
proximal (1,2) positions in p-R-calix[4]arenes [26]. We have
recently obtained 1,3-di-derivatives built through amide link-
ages originating from amino acids, heterocyclic amines, and
saccharide amines and further derivatized so that 2,4-OH
groups are methylated [27, 28]. The conformational freezing
can also be achieved by bridging between transannular oxy-
gens at the lower rim resulting in crown etherlike structures
[29, 30].

3.2. Upper Rim Functionalization

The p-tert-butyl group attached to the phenyl ring is
removed by de-alkylation using AlCl3-phenol as catalyst [31,
32]. A variety of methods are available to selectively or
totally introduce functional groups into the p-position of
the phenyl ring, which includes electrophilic substitution,
such as halogenation (Cl, Br, and I) [33, 34], nitration
[35], sulphonation [36, 37], acylation [31], and formylation
[38–40]; para-Claisen rearrangement [41]; chloromethylation
[42] and subsequent replacement of chloride, resulting in
the formation of a variety of potential ligands; and Man-
nich reaction with dialkylamines followed by conversion of
nitrogen into quaternary structure and then treatment with
nucleophiles [43].

4. METALLOCALIXARENES
Calixarenes and their functionalized derivatives provide
the basic structural framework for developing coordination
chemistry, and when properly tuned with appropriate func-
tional groups to provide biomimetic model systems. Both
simple (parent) and functionalized calixarenes possessing O,
S, N donor groups either at the upper rim or at the lower
rim have been used as ligands to complex the transition
metal ions.

4.1. Metal Ion Complexes of
Simple Calixarenes

Simple calixarenes can bind to metal ions via deprotonated
phenolate moieties at the lower rim. Neutral complexes of
p-tert-butyl-calix[4]arene (metal to ligand ratio) using Ti(IV)
(2:2), Fe(III) (2:2), Co(III) (3:2), Nb(V) (1:1 with Nb O),
Ta(V) (1:1 with Ta O), Mo(VI) (1:1 with M NR), and
W(VI) (1:1 with W O or W(Cl)2) were reported in the lit-
erature as shown in Figure 9a–f [44–49]. Harrowfield et al.
[50–54] have reported a series of lanthanide metal ion com-
plexes of europium, terbium, and cerium with p-tert-buytl-
calix[4]arene. The two europium ions were coordinated to
the calixarene either as a 2:2 metal/calix[4]arene complex
(Fig. 9g) or as a 2:1 metal/calix[8]arene complex.

4.2. Calixarenes Possessing Pendant
Binding Sites

Introduction of appropriate functional groups on either the
upper or lower rim leads to the derivatives of a versatile
nature and would be of great use in a variety of applica-
tions. Calixarenes possessing different donor groups (N, P, S)
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Figure 9. (a)–(f) Transition and (g) lanthanide metal ion complexes
of p-tert-butyl calix[4]arene, where dmf = N ,N -dimethylformamide;
thf = tetrahydrofuran; R = t-Bu, H; S = CH3CN.

including pendant acids have been synthesized [16]. Some
of these molecules and their coordination chemistry aspects
are summarized in this section.

4.3. Coordination Chemistry Aspects
of Calixarenes with Pendant
Nitrogen Donors

Nitrogen containing donor groups have been introduced at
either the lower or upper rim of the calix[4]arene as shown
in Figure 10 [55, 56]. Interaction of ligand (a) with Ni(II),
Cu(II), Pd(II), Co(II), and Fe(II) metal salts yields no com-
plexes attributable to the presence of four mobile ethy-
lamine arms that prevented the formation of rigid and/or
closed cavities. However, when ligand (b) is reacted with
Ni(ClO4)2·6H2O and NaN3, it yields a binuclear complex
(d) and when ligand (c) is reacted with Ru(bipy)2 complex,
it results in the formation of a (bipy)2Ru(bipy-calixarene)
complex.

4.4. Coordination Chemistry Aspects
of Calixarenes with Pendant
Sulphur Donors

A limited number of thio-derivatives of calixarenes, viz.,
tetra mercaptocalix[4]arene and dihydroxy-di mercapto-
calix[4]arene, were reported in the literature [57–61]. The
former exists in 1,3-alternate conformation both in the free
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R R R R
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Figure 10. (a)–(c) Calix[4]arene derivatives with pendant nitrogen
donors; (d) dinuclear nickel complex of (b); R = p-O2SC6H4Br.

state as well as in its complexed state. The complex with
Hg(acetate)2 yielded 2:1 with tetra-mercaptocalix[4]arene
and 1:1 with dihydroxy-dimercaptocalix[4]arene, and in both
cases the calixarene exists in 1,3-alternate conformation as
shown in Figure 11.
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SH
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OHSHOH SH

But But

ButBut

But But

ButBut
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Figure 11. Two thiocalix[4]arene derivatives and their mercury
complexes.
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5. PHYSICAL PROPERTIES
OF CALIXARENES

A few physical properties, such as melting point, solubility,
and pKa’s, are discussed in this section both for the organic
derivatives as well as for their inorganic ones.

5.1. Melting Temperatures
of Calixarenes

Melting point is a characteristic property of many cal-
ixarenes. The parent calixarenes containing the free hydroxyl
groups melt at high temperatures and increase progressively
going from calix[4]arene to calix[6]arene to calix[8]arene
and the melting points are generally in the range 340–
450 �C. It has been noticed that even the nature of the
substituent present in the p-position affects the melting
point (Table 1, compounds 1, 4, 6). It is understood from
the literature that [62] calix[6]arenes produced from p-n-
alkyl-phenols exhibit melting points as low as 110 �C when
the substituent is p-n-octadecyl. The melting point is also
known to be affected by the position of the substituents on

Table 1. Melting points and solubilities of calixarene derivatives.

Codes Compounds Melting point (�C) Solubility

1 p-tert-butylcalix[4]arene 342–344 less soluble in CHCl3

2 p-tert-butylcalix[6]arene 380–381
3 p-tert-butylcalix[8]arene 411–412
4 p-phenylcalix[4]arene 407–409
5 p-phenylcalix[8]arene >450
6 p-n-octadecylcalix[4]arene 110 more soluble in CHCl3

7

OH

OH

OH

OH R3

R2

R1

R4

R1 R2 R3 R4

a t-Bu CO2Et

CO2Et

CO2Et

Me

Ph

Ph

Ph Me

Me

b t-Bu

c t-Bu

185–190,
270
368

8 tetramethyl ether of p-tert-butylcalix[4]arene 226–228
9 tetrabenzyll ether of p-tert-butylcalix[4]arene 230–231

10 trimethylsilyl ether of p-tert-butylcalix[4]arene 411–412
11 tetraacetate of p-tert-butylcalix[4]arene 383–386
12 gly-ester of p-tert-butylcalix[4]arene 182 CHCl3

13 gly-dev of p-tert-butylcalix[4]arene 210 DMSO
14 ala-ester of p-tert-butylcalix[4]arene 176–178 CHCl3

15 ala-dev of p-tert-butylcalix[4]arene 196–198 DMSO
16 glu-ester of p-tert-butylcalix[4]arene 168–170 CHCl3

17 glu-dev of p-tert-butylcalix[4]arene 172 DMSO
18 p-acetylcalix[4]arene Hot bezene
19 calix[4]arene tetraacetate Insoluble in benzene
20 tetracarboxymethyl ether of p-tert-butylcalix[4]arene Water

the “upper rim” of the calix[4]arene (Table 1, compounds
7a–7c). The effect of substituents on the melting points has
been observed in the case of isomeric compounds that dif-
fer only in the arrangement of identical groups around the
“upper rim” of the calixarene. Thus Bohmer’s compounds
[63] 7a, 7b, and 7c in Table 1 have melting points 185–190,
270, and 368 �C respectively. Hence derivatization of the
calixarenes greatly affects the melting point. Lower rim cal-
ixarene derivatives of esters and ethers generally melt at
temperatures lower than the parent compound (Table 1).
For example, 8 and 9 melt at 226–228 and 230–231 �C,
respectively (Table 1). However, there are exceptions where
the trimethylsilyl ether of p-tert-butylcalix[4]arene at the
lower rim melts at 411–412 �C and the tetraacetate melts
at 383–386 �C. Among the calix[4]arene derivatives 12–17
(Table 1), the esters melt at lower temperatures than their
carboxylic acid counterparts indicating a decrease in the
hydrogen-bond interactions. Generally the decrease in the
melting point upon derivatization at the lower rim is consis-
tent with a decrease in hydrogen bonding interactions and a
similar trend observed with the derivatives at the upper rim
is consistent with an increase in the hydrophobic nature.
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5.2. Solubility

Simple calixarenes are insoluble in water and aqueous base
and are only slightly soluble in organic solvents; however,
they are sufficiently soluble in chloroform, pyridine, or car-
bon disulfide [64]. It is this feature that makes some of
the calixarenes difficult to isolate, purify, and character-
ize. Alkyl groups in the para-position of a calix[4]arene
affect the solubility in organic solvent and the solubility
increases as the chain length increases (Table 1, compounds
1 and 6) [65]. Lower rim derivatives of esters and ethers of
calix[4]arenes show increased solubility and the difference
in solubility may be used to separate the components from
a mixture. For example, No et al. [66] separated the prod-
uct, p-acetylcalix[4]arene, from its reactant, calix[4]arene
tetraacetate, which is soluble in hot benzene.

Water soluble calixarenes were developed due to their
ability to interact with ions and molecules and also due to
their catalytic properties. A first water soluble calixarene,
tetracarboxymethyl ether of p-tert-butylcalix[4]arene, was
synthesized by Ungaro et al. [67] whose solubility was found
to be in the range 5 × 10−3 to 5 × 10−4 M depending upon
the accompanying cation. p-Carboxy-calix[4–8]arenes were
found to be soluble in 10−3 M aqueous base as reported by
Gutsche et al. [33, 42, 43]. However, p-sulphonato calix[4–
8]arenes were much more soluble than the counter-carboxy-
derivatives and the former is soluble up to an extent of 0.1 M
as reported by Shinkai et al. [36, 37]. However, the upper
rim aminocalixarenes are moderately soluble in dilute aque-
ous acid [42, 43, 55].

5.3. pKa
Due to their low solubility it was difficult to obtain the
dissociation constants for the OH groups of the p-tert-
butylcalixarenes. The pK1 values were found to be 6.0 and
4.3 for the mono-nitrocalixarenes (Figure 12a and b) in
1:1 water:methanol by measuring their ultraviolet absorp-
tion as a function of pH as reported by Bohmer et al. [68].
Thus these nitro-calixarenes are somewhat more acidic than
p-nitrophenol. The pK difference of 1.7 units between the

OH

OH

OH

OH MeMe

NO2

R1

CH2

t-Bu

4
R2

Figure 12. (i) Mono-nitro calix[4]arenes: R1 = Me, 1a; R1 = t-Bu, 1b.
(ii) Tetraesters and ethers of p-tert-butylcalix[4]arene: R2 = OCOCH3,
2a; R2 = OCO2Et, 2b; R2 = OCH2CO2Et, 2c; R2 = OCH2CO2But , 2d;
R2 = OCH2CONEt2, 2e; R2 = OCH2COCH3, 2f.

two compounds that differ only in a single p-alkyl sub-
stituent is attributed to the conformational effects arising
from the relative sizes of the methyl and tert-butyl groups.

6. SPECTRAL PROPERTIES
OF CALIXARENES

Spectral properties, such as vibrational, electronic, nuclear
magnetic resonance (NMR), and mass, of both organic and
inorganic derivatives of calixarenes are discussed in this sec-
tion by taking several examples. Luminescence spectral stud-
ies are presented in Sections 8.5 and 8.6.

6.1. Vibrational Spectroscopy

One of the most distinct features in the infrared spectra
of the calixarenes is the observation of very low frequency
for �OH, viz., 3150 cm−1 in the case of calix[4]arene and
3300 cm−1 in case of calix[5]arene, which is attributed to the
strength of intramolecular hydrogen bond interaction involv-
ing the –OH groups at the lower rim in these calixarenes [69,
70]. In the fingerprint region between 1500 and 900 cm−1,
the spectra look almost similar in all the calixarenes. How-
ever, in the 900–500 cm−1 region, the patterns vary to some
extent depending upon the derivative.

As shown in Scheme 1, the parent, p-tert-butylcalix
[4]arene 1, shows a band at 3186 cm−1 for �OH. Esterification
of 1 resulted in 2 and in the spectrum of 2 the �OH and �C O
appear at 3425 and 1757 cm−1 indicating the disruption of
the circular hydrogen bond to some extent upon derivatiza-
tion. The base hydrolysis of 2 resulted in the corresponding
diacid 3, where �OH and �C O appear at 3424 and 1747 cm−1

respectively. In case of 3, �Phe-OH overlaps with the carboxylic
�OH and thereby exhibits a broad band as compared to its
precursor, 2. Upon treating with SOCl2, the acid is con-
verted to acid-chloride, 4, where both peaks have shifted to
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Scheme 1. Stepwise syntheses of p-tert-butylcalix[4]arene derivatives. (i)
BrCH2CO2Et, K2CO3, acetone, reflux; (ii) 15% aq. NaOH, EtOH,
reflux; (iii) SOCl2, benzene, reflux; (iv) amino acid ester.HCl, Et3N,
THF, RT; (v) LiOH, THF/H2O; (vi) 2-(2-amino methylpyridine), Et3N,
RT. R′ = CH3, R′′ = Gly, 5a; R′ = CH3�R′′ = Ala, 5b; R′ = CH2Ph,
R′′ = Asp, 5c; R′ = CH2CH3�R′′ = Glu, 5d; R′ = Gly, 6a; R′ = Ala,
6b; R′′ = Asp, 6c; R′′ = Glu, 6d.
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higher frequencies (Fig. 13). The reaction of acid-chloride,
4, with the amino acid esters [71] yields the corresponding
amides (5a–5d) that exhibit characteristic ester and amide
bands in the ranges 1741–1754, 1679–1685 (amide I), and
1531–1539 cm−1 (amide II, �NH). Thus the data are indica-
tive of the formation of the pendants with peptide linkages.
Conversion of these by base hydrolysis to the correspond-
ing carboxylic acids (6a–6d) resulted in a frequency shift of
amide bands to lower values shown in Figure 14.

6.2. Ultraviolet Spectroscopy

The linear and cyclic oligomers show two absorption bands
at 280 and 288 nm in the ultraviolet spectra. The ratio of
the absorptions at these two wavelengths is a function of the
size of the ring. Conforth and co-workers [2] carried out
the lower rim alkylation of calixarenes by monitoring the
disappearance of the absorption at 300 nm (characteristic of
the free phenol) and the growth of absorption at 270–280 nm
arising from the ether.

Figure 13. Fourier transform infrared (FTIR) spectra corresponding to
the structures showed under each spectrum. (A), (B), (C), (D), and (E)
respectively correspond to the compounds 1, 2, 3, 4, and 7 which were
given in Scheme 1.

Figure 14. FTIR spectra corresponding to the structures shown under
each spectrum. (A), (B), (C), and (D) respectively correspond to the
compounds 5c, 6c, 5d, and 6d which were given in Scheme 1.

6.3. Nuclear Magnetic
Resonance Spectroscopy

In the 1H NMR spectrum of p-tert-butylcalix[4]arene at
room temperature, resonances from the aromatic protons,
the tert-butyl protons, and the hydroxyl protons are observed
as singlets, and those from the CH2 protons are observed
as a pair of doublets. However, these doublets collapse to
a singlet when the temperature is raised from 20 to 60 �C
in chloroform [72]. On the basis of nuclear Overhauser
effect experiments, Ungaro et al. [67] assigned the higher
field doublet to the equatorial protons (closer to the aro-
matic rings) and the lower field doublet to the axial protons
(closer to the hydroxyl groups). Gutsche et al. [73, 74] have
shown that calix[8]arenes behave in a similar manner but
calix[6]arenes show only a singlet resonance even at room
temperature and split at lower temperature. Calix[4]arene
and calix[8]arene can be differentiated [75] by the fact that
in pyridine the former retains the pair of doublets at 0 �C
whereas the latter shows only a singlet at temperatures as
low as −90 �C.

Rao et al. [16] reported that the 1H NMR spectra of
1 (Scheme 1) shows a single tert-butyl signal at 1.26 and
an AB quartet for bridged methylene group at 3.50 and
4.30 ppm and a singlet for aromatic protons at 7.05 ppm.
The phenolic proton appeared as a singlet at 10.30 ppm that
disappears upon D2O exchange. The 1H NMR spectra of
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1,3-di-derivatives (2, 3, and 4) exhibited doubling of peaks
for tert-butyl groups (0.93–1.05 and 1.26–1.27 ppm) and aro-
matic protons (6.78–6.93 and 7.06–7.08 ppm), one each cor-
responding to the substituted part and the unsubstituted
one. Spectra of these also exhibited an AB quartet for the
bridged methylene group in the ranges 3.32–3.41 and 4.13–
4.45 ppm. A singlet for the methylene group arising from
O–CH2–CO was observed in the range 4.66–5.03 ppm. The
spectrum of 2 shows signals corresponding to the ethyl ester
group which is absent in 3 and 4. Thus the data suggest that
the substitution in the di-derivatives is of 1,3-alternate type
and the calix[4]arene exists in the cone conformation. The
splitting pattern observed for the bridged –CH2 group in
1H NMR spectra provides a signature for the type of con-
formation present.

In case of the 1,3-di-derivatives built using peptide link-
ages, 5 and 6, the protons and/or carbon (in 13C NMR) as
well as that of calixarene resonances were assigned by cor-
relation spectroscopy (COSY) and hetero multiple quantum
coherence experiments. The 1H NMR data corresponding
to these derivatives are given in Table 2. In the 1H NMR
spectra, the amide N–H proton signals appeared in the
range 9.27 to 9.63 (CDCl3) and 8.97 to 9.20 ppm (DMSO-
d6) for 5a–5d and 8.72 to 9.14 ppm for 6a–6d (DMSO-d6).
These chemical shifts were comparable with those observed
in case of the tetra-substituted amino acid ester derivatives
[76]. The positions of amide proton signals were confirmed
through the cross-coupling peaks of C�H in COSY experi-
ments. While the amide –NH protons were not exchanged
upon addition of D2O in the case of 5, these were found to
be exchanged in the case of 6 due to the changes in the con-
firmation of the pendant groups. From these results it can
be concluded that there exists strong intramolecular hydro-
gen bonding in 5 in CDCl3. However, 5 when measured
in DMSO-d6 showed upfield shifts of amide proton signals
indicating the disruption of intramolecular hydrogen bond
interactions present in the molecule. However, the pheno-
lic –OH proton signals disappear upon D2O exchange. The
aromatic protons (Ar–H) in 5a (gly- derivative) appeared as
two singlets whereas 5b–5d (ala-, asp-, and glu- derivatives)
showed two doublets due to the presence of pendant chiral
amino acid units. For the same reason, the axial and equa-
torial calixarene bridged CH2 protons showed two pairs of
doublets in 5b–5d. This chiral effect is also seen in the sig-
nals of OCH2CO protons as two doublets. In case of 6a–6d,
a similar splitting pattern was observed. All the spectra were

Table 2. 1H NMR data of 1,3-diderivatives of p-tert-butylcalix[4]arene with aminoacids and their corresponding esters.

Compounda NH OH Ar-H C�H OCH2CO ArCH2Ar C�H C�H C(CH3�3

5a 9.27 7.83 7.25, 6.92 4.14 4.63 4.23, 3.43 1.27, 1.03
5b 9.42 7.85 7.08, 6.93 4.74–4.69 4.53, 4.69–4.74 4.31, 3.40, 4.18, 3.46 1.47 1.28, 0.97
5c 9.63 7.92 5.03 4.77, 4.37 4.29, 4.14, 3.42, 3.24 2.97 1.24, 1.04
5d 9.37 7.78 6.99, 6.83 4.65 4.85, 4.31 4.24, 4.13, 3.40, 3.26 2.29 3.97 1.19, 0.96
6a 8.89 8.41 7.17 4.03 4.53 4.23, 3.47 1.20, 1.13
6b 9.09 8.30 7.22–7.17 4.41–4.36 4.77, 4.31 4.41–4.36, 4.15, 3.54, 3.45 1.40 1.20, 1.12
6c 8.88 8.20 7.14 4.76 4.61 4.26, 3.43 2.81–2.78 1.20, 1.17
6d 8.87 8.17 7.20–7.12 4.40–4.33 4.75, 4.40–4.33 4.40–4.33, 4.21, 3.51, 3.44 2.08–1.99 2.36–2.32 1.20, 1.11

a Refer to Scheme 1 for compound names.

indicative of the presence of cone conformations of these
1,3-di-derivatives.

6.4. Mass Spectrometry

Rao and co-wokers [16] have reported mass spectral data
for the calixarene 1,3-diderivatives of amino acid and
their esters formed through peptide linkage. The molecular
weights were confirmed by the presence of molecular ion
peaks in the mass spectra obtained by the FAB mass method
or the EI method.

7. STRUCTURES BY X-RAY
CRYSTALLOGRAPHY

Single crystal X-ray diffraction provides a powerful means
of determining the molecular and crystal structures. The
lower rim derivatives of the calix[4]arenes can exist in any
one or more of the possible four conformations as given in
Section 2. Undoubtedly, X-ray crystallography is the most
confirmative way to ascertain the conformations exhibited
by the calixarenes and their derivatives. In several cases
the solid state structural studies were further augmented by
NMR conformational analysis in solution.

7.1. Crystal Structures of Calixarenes
and Their Derivatives

The earliest example was reported by Rizzoli et al. [77],
wherein the tetraacetate of p-tert-butylcalix[4]arene was
shown to exist in partial-cone conformation as shown in
Figure 15. Ester and ether derivatives, such as 1b–1f
(Fig. 12), exist in cone conformation [14, 29, 78, 79]
for which X-ray structures have been obtained. The
synthesis of 25, 27-dimethoxy-26, 28-dimethylester-p-tert-
butylcalix[4]arene was reported and its structure was estab-
lished wherein it is observed that the calixarene asssumes
a partial-cone conformation [80]. The corresponding potas-
sium salt of this ester exists in 1,3-alternate conformation
whereas in the sodium salt the calixarene is in a distorted
cone or flattened partial-cone conformation (Fig. 16). The
crystal structure of a tetra(benzyl)amide of calix[4]arene
exhibits a distorted cone conformation [81]. Syntheses of
lower rim substituted aryl ethers of p-tert-butylcalix[4]arene
were reported [82] where the crystal structure of one of
the 1,2-disubstituted compounds exists in a partial-cone con-
formation. One of the aryl ether pendants is sandwiched
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Figure 15. Lower rim tetraacetate derivative of p-tert-butylcalix[4]-
arene. Open circles denote carbons and filled circles denote oxygens.
Adapted from [77], C. Rizzoli et al., J. Mol. Struct. 82, 133 (1982).
© 1982, Elsevier Science.

between two neighboring O-unsubstituted phenyl rings
within the calixarene cavity. Synthesis and structure deter-
minations of thiacalix[4]arenes bearing four keto-groups and
four amido-groups on the lower rim have been reported.
All three derivatives have been found to adopt 1,3-alternate
conformation [83]. A calix tube is formed when two thia-
bridged calix[4]arenes were connected at their lower rim
phenolic oxygens through four ethylene linkers [84]. This is
shown to adopt a flexible C2v flattened cone arrangement
as shown in Figure 17. Zinic et al. [85] reported the synthe-
sis of chiral calix[4]arene derivatives with four O-(N -acetyl-
phenylgly-OMe) or O-(N -acetyl-Leu-OMe) strands. X-ray
structure analysis of the glycine derivative revealed distorted
cone conformation with C2 symmetry and the structure is
organized into infinite chains by intra- and intermolecular
hydrogen bonds. The solid and solution structures of the cor-
responding sodium complex were identical with cone con-
formation having C4 symmetry.

A number of lower rim O-alkylated derivatives of mono-,
di-, tri-, and tetra-substituted picolyl ones with or without
p-tert-butyl groups were synthesized and their conformations

Figure 16. Crystal structures of (a) 25,27-dimethoxy-26,28-dimethyl-
ester-p-tert-butylcalix[4]arene (partial-cone conformation); (b) its potas-
sium ion complex (1,3-alternate conformation), and (c) its sodium ion
complex (flattened partial-cone conformation). Open circles denote
carbons, filled circles denote oxygens, and circles with a line denote
nitrogens. Sodium and potassium ion centers are labeled in the figure.
Adapted from [80], I. Oueslati et al., Tetrahedron Lett. 41, 8439 (2001).
© 2001, Elsevier Science.

Figure 17. Crystal structure of thiacalix[4]arene tube. Big and small
open circles denote carbons and hydrogens respectively; filled circles
denote oxygens and circles with lines denote sulphurs. Adapted from
[84], S. E. Matthews et al., New J. Chem. 25, 1355 (2001). © 2001, Royal
Society of Chemistry.

were established [21]. It has been found that the type of base
used during the synthesis [20 equivalents of the picolylchlo-
ride (HCl), NaH (70–80% cone), K2CO3 (36% of partial
cone, 55% of 1,3-alternate, and 9% of cone), or Cs2CO3
(54% of partial cone, 18% of 1,3-alternate, and 9% of
cone)] influences the conformation of the tetra-substituted
picolyl derivative of calix[4]arene obtained. Such influence
of the base used in the reaction on the conformation of
the tetraalkylated calix[4]arenes was also reported by Rein-
houdt and co-workers [86]. This group also reported that the
tetraethyl ether of p-tert-butylcalix[4]arene exists in a fixed
1,2-alternate conformation [87] for which the X-ray struc-
ture was determined as shown in Figure 18.

The reaction of p-tert-butyl calix[4]arene with a flexible
and reactive sebacoyl chloride yielded the singly intrabridged
calix[4]arene derivative [88]. The crystal structure of
this compound showed a distorted cone conformation
(Fig. 19). Selective functionalization of calix[4]arenes at the

Figure 18. Molecular structures of (a) tetraethyl ether of p-tert-
butylcalix[4]arene in a fixed 1,2-alternate conformation; (b) 1,4-
dimethyl-2,3-diethyl ether of p-tert-butylcalix[4]arene in partial-cone
conformation. Open circles denote carbons and filled circles denote
oxygens. Adapted from [87], L. C. Groenen et al., J. Am. Chem. Soc.
113, 2385 (1991). © 1991, American Chemical Society.
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Figure 19. Singly intrabridged structure (using sebacoyl chloride) con-
necting 1,3-phenolic moieties in p-tert-butylcalix[4]arene in a distorted
cone conformation. Open circles denote carbons and filled circles
denote oxygens. Adapted from [88], J.-D. Van Loon et al., J. Org. Chem.
55, 5176 (1990). © 1990, American Chemical Society.

upper rim led to the formation of 26,28-dimethoxy-11,23-
dinitrocalix[4]arene, the crystal structure of which (shown in
Fig. 20) reveals that the macrocycle is in a flattened cone
conformation [89]. A series of bridged calix[4]arenes with
two opposite phenolic units connected by an aliphatic chain
were synthesized [90]. The length of the chain was varied
from 5 and 16 carbon atoms. 1H NMR spectra support that
the cone conformation is fixed in these compounds. X-ray
analysis also revealed a distortion of the ideal cone confor-
mation with shorter connecting chains, which is attributed
to the weaker intramolecular hydrogen bonds.

7.2. Structures of the Metal Ion
Complexes of Calixarenes
and Its Derivatives

The treatment of calixarenes and its derivatives with inor-
ganic salts and/or compounds results in the formation of
the complexes, whose three-dimensional structures can be
established by X-ray crystallography. Power and co-workers
established the first crystal structure of a calix[4]arene–
transition metal ion complex by the reaction of p-tert-

Figure 20. Structure of 26,28-dimethoxy (lower rim)-11,23-dinitro
(upper rim) calix[4]arene in a flattened cone conformation. Open cir-
cles denote carbons, filled circles denote oxygens, and circles with a line
denote nitrogens. Adapted from [89], J.-D. Van Loon et al., Tetrahedron
Lett. 30, 2681 (1989). © 1989, Elsevier Science.

butylcalix[4]arene with Ti(NMe2)4 [44]. The structure shows
two titanium ions sandwiched between two calixarene units
and the calixarene exists in a partial-cone conformation with
the titanium centers in tetrahedral coordination geometry.
Similarly, iron and cobalt complexes of calix[4]arene were
synthesized and their structures were determined by X-ray
crystallography. The iron assumes a distorted trigonal pyra-
midal geometry and that of cobalt is irregular (Fig. 9).

Andreeti and co-workers [91] treated p-tert-butylcalix[6]
arene with Ti(OPr)4 and the resultant product exhibited a
structure consisting of two calixarene units in a cone confor-
mation coordinated with two titanium centers as a Ti–O–Ti
unit, with distorted trigonal bipyramidal geometry around
each titanium center.

Harrowfield et al. [92] have synthesized an europium com-
plex of p-tert-butylcalix[8]arene whose crystal structure was
found to contain two europium atoms in a pinched con-
former of the cyclic octamer. Ripmeester and co-workers
have reported [93] that xenon is encapsulated in the p-tert-
butylcalix[4]arene cavity and behaves both as a guest and
as a cavity probe. 129Xe NMR and X-ray diffraction data
show that the Xe occupies two cavity sites (Fig. 21).
Oxomolybdenum (VI) binds four oxygen atoms from a
calix[4]arene with cone conformation, and in the lattice
this unit is co-crystallized with a free calix[4]arene by
trapping a nitrobenzene between these two units [47]. Reac-
tion of mercury(II)acetate with p-tert-butyl-1,3-dihydroxy-
2,4-disulfanylcalix[4]arene yielded a mononuclear complex
in which the Hg(II) ion is coordinated linearly to two
arenethiolate groups [61] and the calixarene adopts a
1,3-alternate conformation (Fig. 22). Calix[4]arene–W(VI)–
(OAr)2 complex is exhibited in the lattice self-assembly
of these, resulting in a columnar structure as reported by
Floriani’s group [94].

Reaction of a 10-fold excess of NaH and LiH with
p-tert-butylcalix[4]arene in THF results in the formation of
the corresponding salts of mono-oxyanion and di-oxyanion
calixarenes respectively [95], where the additional metal
coordination sites are filled by MeOH and H2O to result
in tetra-coordination around Li+ and penta-coordination
around Na+ as shown in Figure 23a and b. Reaction
of the hexamethyl ether of p-tert-butylcalix[6]arene with
TiCl4 in toluene [96] resulted in crystals of [(calix[6]arene)–
(Cl3TiOTiCl2)2] (Fig. 24).

Figure 21. Clathration of Xe (labeled in the figure) into the p-tert-
butylcalix[4]arene cavity as a guest. Open circles denote carbons and
filled circles denote oxygens. Adapted from [93], E. B. Brouwer et al.,
J. Chem. Soc., Chem. Commun. 939 (1997). © 1997, Royal Society of
Chemistry.
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Figure 22. (a) Cone conformation of p-tert-butyl-1,3-dihydroxy-2,
4-disulfanylcalix[4]-arene (top view) and (b) its Hg complex (linear) in
1,3-alternate conformation (lateral view). Open circles denote carbons,
circles with lines represent sulphurs; filled circles denote oxygens in
(a); circles with dots represent oxygens in (b); and filled circles in (b)
denote Hg. Adapted from [61], X. Delagiue et al., J. Chem. Soc., Chem.
Commun. 609 (1995). © 1995, Royal Society of Chemistry.

Reactions of aluminium alkyls with a number of cal-
ixarene methyl ethers have been established [97, 98]. The
reaction of tetramethyl ether of p-tert-butylcalix[4]arene
with Me3Al in benzene–toluene solution resulted in crystals,
the structure of which shows that the calixarene is in 1,2-
alternate conformation with two molecules of Me3Al per
calixarene. On the other hand the reaction with MeAlCl2
or EtAlCl2 resulted in a complex having the same compo-
sition but the calix[4]arene takes up an 1,3-alternate rather
than the 1,2- conformation observed in the previous case.
The 1,3-bis(trimethylsilyl)ether of p-tert-butylcalix[4]arene
has been synthesized and used as a dianionic ligand for com-
plexing Ge and Sn [99]. The crystal structure of the Ge
complex exhibits exo/endo isomerism (Fig. 25a and b).

Transition metals can be used for shaping and electron-
ically enriching the calix[4]arene cavity so that the �-basic
cavities can be adapted to alkali–metal cation complex-
ation in the hydrophobic zone [100]. Thus the structure
of the calixarene–alkali metal cation was determined by
X-ray diffraction (XRD) wherein the calixarene assumes

Figure 23. Structures of (a) [Na(MeOH)(H2O)2][p-tert-butylcalix[4]
arene]·MeOH and (b) [Li(MeOH)2(�-H2O)][p-tert-butylcalix[4]arene].
MeOH. Open circles denote carbons, filled circles denote oxygens, and
circles with crosses denote metal ions. Adapted from [95], F. Hamada
et al., Supramol. Chem. 2, 19 (1993). © 1993, Taylor & Francis, Ltd.

Figure 24. Structure of calix[6]arene[TiCl2(�-O)TiCl3]2. Adapted from
[96], S. G. Bott et al., J. Chem. Soc., Chem. Commun. 610 (1986).
© 1986, Royal Society of Chemistry.

a flattened cone conformation. Complexes of Fe(III) and
Er(III) of a calix[4]arene diamide were reported [101] to
form 1:1 complexes where the calix[4]arene is found to be
in cone conformation.

Two extended-array metallocalixarenes derived from the
ring opening of imido-molybdenum precursors have been
synthesized and their structures were determined [102]. It
is observed that the metallocalixarenes are organized in a
“cup-to-cup” arrangement that gives rise to a calixarene
“socket” and this potentially hosts guest molecules.

A calix[4]arene derivative, 1-carboxylic acid-3-diethyl
amide, exhibited efficient extraction properties toward rare-
earth ions and the crystal structure of a neutral 1:1 uranyl
complex of dinuclear nature was determined [103]. Synthe-
ses and X-ray crystal structures of neutral dimeric europium
(Fig. 26), samarium, and monomeric lutetium complexes
and the selective extraction properties of the 1,3-acid-diethyl
amide substituted calix[4]arene ligand have been deter-
mined [104]. While the monomeric lutetium complex is
seven-coordinated (Fig. 27), both the dimeric complexes
exhibit eight-coordination around each metal ion. The struc-
tures show that the substituted calix[4]arene exists in cone
conformation.

Figure 25. Molecular structures of [p-tert-butylcalix(trimethylsilyl)2]Ge:
(a) exo-form and (b) endo-form. Open circles denote carbons, filled
circles denote oxygens, and circles with lines denote Ge. The big open
circles represent Si. Adapted from [99], T. Hascall et al., J. Chem. Soc.,
Chem. Commun. 101 (1998). © 1998, Royal Society of Chemistry.
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Figure 26. Crystal structure of [Eu(1,3-diacid-diethylamide substituted
calix[4]arene)(EtOH)]2. Open circles denote carbons, filled circles
denote oxygens, and circles with a line denote nitrogens. Adapted from
[104], P. D. Beer et al., J. Chem. Soc., Chem. Commun. 1117 (1996).
© 1996, Royal Society of Chemistry.

Complexes of La(III), Eu(III), Gd(III), Tb(III), and
Lu(III) with the lower rim functionalized tetrakis[2-
(diethylcarbamoyl-methoxy)ethoxy]calix[4]arene have been
synthesized and the crystal structure of the Lu complex
was established where Lu(III) is 9-coordinated in which
the calixarene is in the cone conformation [105]. Cal-
ixarene derivatives of phosphine oxide moieties [calix-
(OCH2CH2POPh2)n, where n = 4, 6, 8] attached to the
lower rim have been reported to exist in distorted cone con-
formation [106]. These act as receptors for the extraction
of Eu(III), Th(IV), Pu(IV), and Am(IV) in nuclear waste
treatment.

The reaction of 5,11,17,23-tetra-tert-butyl-25,27-dihy-
droxy-26,28-bis[{N -(2-diphenyl phosphino)phenyl} carboxy-
amidemethoxy]calix[4]arene with [Cu(CH3CN)4]ClO4 and
Pt(COD)Cl2 formed complexes whose structures were
determined by X-ray analysis. The copper complex has
two seven-membered metallocycles, the platinum complex

Figure 27. Crystal structure of [Lu(1,3-diacid-diethylamide substituted
calix[4]arene)(H2O)] monomer. Open circles denote carbons, filled cir-
cles denote oxygens, and circles with a line denote nitrogens. Adapted
from [104], P. D. Beer et al., J. Chem. Soc., Chem. Commun. 1117
(1996). © 1996, Royal Society of Chemistry.

has one five-membered metallocycle, and both complexes
assume the cone conformation [107].

X-ray studies reveal that the dimeric supramolecular
assemblies of water-soluble calix[4]arenes are formed by
a combination of hydrophobic effects and either hydrogen
bonding or secondary bonding [108]. It is observed that
for copper complex, the dimeric association is based on a
secondary bonding interaction between the copper(II) ion
and a sulfonato oxygen atom combined with hydrophobic
interactions.

The coordination form and hence the cavity of the
calix[4]arene ligands can be controlled by other ligands in
transition-metal calix[4]arene complexes, if strong direct-
ing co-ligands such as oxo groups are used. Radius [109]
described the synthesis and structure of Ti(IV) and Mo(VI)
complexes of 1,3-dimethoxy-calix[4]arene where TiCl2 and
MoO2 moieties arising from TiCl4 and MoO2Cl2 control the
coordination form and hence the cavity. While the ligand
adopts an elliptically distorted cone conformation in TiCl2
complex as shown in Figure 28, the same adopts a partial-
cone conformation in the molybdenum complex (Fig. 29).

Transition-metal complexes of 5,11,17,23-tetra-tert-butyl-
25,26,27,28-tetrakis(diethyl-carbamoylmethoxy)calix[4]arene
in the cone conformation have been synthesized and the
crystal structures of Fe(II), Ni(II), Cu(II), Zn(II), and
Pb(II) complexes have been established by Ogden and
co-workers [110]. The structures of the complexes of Fe(II),
Zn(II), and Pb(II) are almost similar with the metal ions
coordinated to all eight oxygen atoms of the ligand as can
be seen in Figure 30. The copper complex is somewhat
different with four bonds slightly shorter than the remaining
four. On the other hand, the nickel structure is completely
different where the ligand has undergone rearrangement
to accommodate the metal cation in a distorted octahedral
environment (Fig. 31). The same group also reported
Fe(III) complexes of 5,11,17,23-tetra-tert-butyl-25-hydroxy,
26,27,28 tris(diethylcarbamoylmethoxy)-calix[4]-arene whose
structure was determined by XRD [111]. The structure
shows that Fe(III) is bound to all seven oxygen atoms of
calix[4]arene with Fe–Ophenolic distance being the shortest
(Fig. 32).

Figure 28. Molecular structure of [p-tert-butylcalix[4]arene(OMe)2-
O2TiCl2] in elliptical distorted cone conformation. Open circles denote
carbons, filled circles denote oxygens, and circles with lines denote chlo-
rines. Adapted from [109], U. Radius, Inorg. Chem. 40, 6637 (2001).
© 2001, American Chemical Society.
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Figure 29. Molecular structure of [p-tert-butylcalix[4]arene(OMe)2-
O2MoO2] in partial conelike mode. Open circles denote carbons and
filled circles denote oxygens. Adapted from [109], U. Radius, Inorg.
Chem. 40, 6637 (2001). © 2001, American Chemical Society.

8. APPLICATIONS
Parent calixarenes are insoluble in water, have generally low
solubility in most organic solvents, and are characterized
by their high melting points. However, through appropriate
derivatization these exhibit good solubility in either medium
[112]. Aqueous solutions (0.1 M) can be prepared with
p-sulphonato-calix[4]arene. The acylated calixarenes possess
antioxidant and heat stabilizing properties that are useful
for the plastics. Thus simple calixarenes, their functionalized

Figure 30. Structure of lead(II) complex of p-tert-butylcalix[4]arene
tetraamide together with the included MeCN. Open circles denote car-
bons, filled circles denote oxygens, and circles with a line denote nitro-
gens. Adapted from [110], P. D. Beer et al., J. Chem. Soc., Dalton Trans.
1273 (1995). © 1995, Royal Society of Chemistry.

Figure 31. Structure of the nickel(II) complex of p-tert-butylcalix[4]-
arene tetramide with included acetonitrile molecule. Open circles
denote carbons, filled circles denote oxygens, and circles with a line
denote nitrogens. Adapted from [110], P. D. Beer et al., J. Chem. Soc.,
Dalton Trans. 1273 (1995). © 1995, Royal Society of Chemistry.

derivatives, and the metal ion complexes of all these offer
a number of applications having impacts in chemistry, biol-
ogy, and materials. Details of some such applications are
presented in this section.

Figure 32. Molecular structure of [Fe(p-tert-butylcalix[4]arenetriamide-
H)](FeCl4)2]. Open circles denote carbons, filled circles denote oxygens,
and circles with a line denote nitrogens. Adapted from [111], M. I.
Ogden et al., J. Chem. Soc., Dalton Trans. 3073 (2001). © 2001, Royal
Society of Chemistry.
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8.1. Supramolecular Formation

Undoubtedly the most useful property of calixarenes and its
derivatives is their ability to function as molecular baskets
and bind neutral and/or ionic guests resulting in supramolec-
ular arrays. Rapid and extensive developments have taken
place through exploration of the receptor property of the
simple calix[4]arene and its functionally modified deriva-
tives, thereby contributing to the area of analytical devices.
Inclusion complexes of neutral guest molecules, such as
toluene, benzene, xylene, anisole, and pyridine, in the chal-
icelike molecular cavity of calix[4]arene have been reported
[113]. Attractive CH3 · · ·� interactions may contribute to
the binding. Based on the X-ray diffraction studies, Atwood
[114] and co-workers demonstrated a water inclusion com-
plex of an upper rim sulphonated calix[4]arene (Fig. 33).
The water molecule occupies a distorted conical cavity with
its two hydrogen atoms directed toward the two nearest jux-
taposed benzene rings. Structures of this type may provide
important clues about how water molecules interact with
aromatic moieties in biological systems. A 1:1 clatharate
complex of calix[4]arene–tetracarbonate and acetonitrile is
reported to have C4v symmetry. In this clatharate, the ace-
tonitrile resides in the hydrophobic cavity with nitrogen
atom protruding from the lower rim.

8.2. Calixarenes as Receptors

Calixarenes can function as ion receptors by selective trans-
port of alkali cations from one aqueous phase to another
through a chloroform membrane containing the p-tert-butyl-
tetramer, -hexamer, or -octamer [115]. When the source
phase was neutral, practically no transport was observed,
but when the source phase was made basic to allow ion-
ization of the hydroxyl groups ion transport takes place,
the octamer showing the fastest rate with cation selectiv-
ity order Cs+ > Rb+ � K+ > Na+ > Li+. The presumption
that neutral alkali phenoxides contain the cation in or near
the cavity has received support from a recent X-ray anal-
ysis of neutral cesium salt of the tetramer [116]. Here the
cation is found in the center of the cavity. The four phenolic
C–O bonds are completely equivalent, indicating a rapidly
exchanging network of hydrogen bonds around the four oxy-
gen atoms. It is reported that the calix[4]arene was selec-
tive for sodium as compared to the other group I and II
metal ions [117]. The studies also showed that there was
a size selective effect manifested by a peak extraction of

Figure 33. Inclusion complex of a calix[4]arene sulphonate with water
as guest. Adapted from [51], J. M. Harrowfield et al., J. Chem. Soc.,
Chem. Commun. 1159 (1991). © 1991, Royal Society of Chemistry.

cesium by the ester derivative of calix[6]arene. Thus, among
the alkali cations, calix[4]arene derivatives have the highest
affinity for Na+.

Some advantages of calixarene as receptors are evident
from the complexation of UO2+

2 species because the uranyl
ion requires hexagonal coordination unlike many compet-
ing heavy metal ions that have an octahedral coordination
sphere. Shinkai and co-workers [118] have found stabil-
ity constants for UO2+

2 with sulphonic and carboxylic acid
derivatives of calix[6]arene, up to 1019 mol−1 and selectivity
factors of 1011–1019 when compared to the divalent cations,
viz., Mg2+, Zn2+, Ni2+. Though most of the complexation
studies with calixarenes deal with alkali and alkali earth
cations, the derivatives containing soft donor atoms like N
and S act as effective receptors for a range of transition-
metal ions. Therefore, changing the nature of the sub-
stituents/pendants at the lower rim can produce dramatic
changes in the selectivity. For instance, if the ester moiety
at the lower rim of p-tert-butyl calix[4]arene is substituted
by soft donors, like thio and thioamide groups, the selectiv-
ity is shifted from Na+ to Ag+. Similarly, phosphine deriva-
tives have been synthesized to study their complexation with
lanthanide and actinide ions for the selective extraction of
radioactive elements from nuclear waste.

8.3. Calixarenes as
Ion-Selective Electrodes

Calixarenes containing cation complexing groups at the
lower rim possess the molecular requirements for the type
of ionophores used in ion-selective electrodes. This is so,
because calixarenes possess rigid cavities that are predis-
posed to selectively complex with cations and the high
lipophilicity associated with the t-butyl groups prevents the
organic derivative and its cation-complexed product from
leaching nonpolar membrane into aqueous solution. Ion
selective electrodes for K+ and Cs+ have been successfully
developed using dioxacalix[4]arene [119] and calix[6]arene
[120] respectively. Calix[4]arene derivatives containing S and
N donor groups have been developed as ion selective elec-
trodes as well as used to make chemically modified elec-
trodes suitable to determine Hg2+, Pb2+, Ag+, and Cu2+

[121]. Ion selective field effect transistors containing a calix-
spherand as the ionophore enable the quantitative deter-
mination of K+ in the presence of even a large excess of
Na+ [122].

8.4. Calixarenes as Biosensors

A tetra-ester derivative of calix[4]arene, 1 (Fig. 34), has been
used to make bench and miniaturized Na+ selective elec-
trodes [123] and for Na+ detection in flow injection analysis
[124]. These devices have been used to determine Na+ in
human blood plasma [125]. This sensor has also been used
along with several other sensors in an array giving accurate
assays of ions in blood [126] and mineral water [127].

8.5. Calixarenes as Optical Sensors

The signal in potentiometric sensors is generated by selec-
tive exchange of cations into the membrane phase, which
is mediated by a calixarene ligand. However, for optical
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Figure 34. Schematic representation of the structure of calix[4]arene
derivatives used as optical sensors (suitable for absorption studies) in
their “cone” conformation.

transduction, an optically responsive mechanism must be
coupled with the ion–ligand complexation process. This can
be achieved by co-immobilizing a lipophilic, acido-chromic
dye in the membrane with the ligand. The complexation
of the metal ion by the ligand results in the expulsion of
a proton from the dye to the sample phase, which main-
tains overall charge neutrality [128]. This approach has
been used to design a series of ion-selective optical sen-
sors (optodes), based on the same type of calixarene lig-
ands (Fig. 34) that is used for ion-selective electrodes. The
dyes, such as acridine derivatives, can produce optodes with
longer lifetimes [129]. It is also possible to attach acido-
chromic groups directly on the upper or lower rim of the
calixarene [130]. A calix[4]arene derivative [131] contain-
ing the nitrophenol-azaphenol chromophore, 3 (Fig. 34), in
chloroform changes color upon addition of Li+ in the pres-
ence of tri-n-dodecylamine (TDDA). On complexation of
Li+, the labile proton of the dye is transferred to TDDA,
and the color changes from a pale yellow to deep brown-
ish red by shifting the absorption maximum from ∼380
to ∼530 nm. A mixture of tetraester of calix[4]arene, 2
(Fig. 34), Girard’s reagent P derivative of butyraldehyde,
and chromoionophore ETH5294 has been used to detect low
molecular weight aldehydes. 1,1′-Binaphthyl (at the lower
rim) as well as the bis(indolphenol) (at the upper rim)-
derived calix[4]arene crown ether derivative (Fig. 35) was
developed as a sensor to differentiate the entiomers of host
amines and amino acids through color change. While one
of the enantiomers respond through change in visual col-
oration, the other does not when these are interacted with
this calix[4]arene derivative [132].
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Figure 35. Schematic structure of 1,1′-binaphthyl (on lower rim) as well
as bis(indophenol) (on upper rim)-derived calix[4]arene as molecular
sensor for chiral recognition (n = 0� 1).

Some of these chromogenic calixarene derivatives
reported are novel and have important analytical applica-
tions, such as light-switching properties, where the deriva-
tive possesses a fluorescent pyrene group in the 1-position
and a p-nitrobenzyl quencher in the 3-position as shown in
Figure 36 [133]. Fluorescence is absent in the cation-free
form of the calixarene, but the presence of a cation guest in
the cavity forces the lower rim into a more open conforma-
tion, with quencher and fluorophore spatially separated, thus
allowing fluorescence to occur. Thus, these receptors are
of use in fluorescence-based ion sensors. Also, calixarenes
functionalized on their lower rim to contain luminescent
ruthenium(II) trisbipyridal complex [134] are found to act
as potential amine sensors.
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Figure 36. Schematic representation of the structure of calix[4]arene
derivative possessing pyrene group on the lower rim as sensor that is
suitable for fluorescence studies.
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8.6. Electrochemiluminescence
of Calixarenes

Upper rim carboxylic acid derivatives of calixarenes shown
in Figure 37, when coated on a porous silicon electrode
surface, exhibited interesting luminescence properties [135,
136] in 1.0 M H2SO4 electrolyte solution through anodic oxi-
dation of the calixarene derivative. It was found that both
the duration as well as efficiency of the light emission are
affected depending upon the nature of the calixarene deriva-
tive used. Electrochemiluminescence can be generated for
longer periods of time for these coated porous Si junctions
relative to the untreated porous Si ranging from up to 3 h
for calix[4]arene-coated porous Si to about 30 min for the
calix[n]arene (n = 5, 7, 8) derivatives. These observations
are attributed to packing differences between different cal-
ixarene carboxylic acid derivatives as thin films and subse-
quent bias-induced Si nanoparticle oxidation in the porous
matrix. The studies also focused on the effect of electro-
chemiluminescence on the size of the calixarene as well as
on the chain length of the carboxylic tether to the rim.

8.7. Calixarenes as Catalysts

Shinkai and co-workers [137, 138] have studied kinetics
with a series of sulfonato-calixarene derivatives shown in
Figure 38 as catalysts for the reaction of addition of water
to 1-benzyl-1, 4-dihydronicotinamide to form 1-benzyl-6-
hydroxy-1,4,5,6-tetrahydronicotinamide. The results showed
that the calixarenes having a protic lower rim (a and
b) are better catalysts than those lacking this feature
(c and d). The same reaction was carried out using
p-(carboxyethyl)calixarenes [43] (Fig. 37, with n = 6),
and it was found that p-sulphonato calix[6]arene is
about four times more effective as a catalyst than
p-(carboxyethyl)calix[6]arene. This is attributed to the
greater concentration of negative charge at the upper rim
of the calixarene, the six sulfonato groups being held more
rigidly in place than the more flexible carboxyethyl moieties.

8.8. Biomimetic Catalysis

Although calix[4]arene-based molecular receptors have been
reported [139, 140], calix[4]arene-based enzyme models have
hardly been developed [141–146]. A Ba(II) complex of
crown ether attached to the lower rim of calix[4]arene was

CH2
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n

Figure 37. Schematic representation of the structure of calixarene
carboxylic acid derivatives (n = 5–8) at the upper rim used in
electrochemiluminescence.
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Figure 38. Addition of water to 1-benzyl-1,4-dihydronicotinamide cat-
alyzed by sulphonato calix[6]arenes in the presence of acid (AH).

reported to exhibit trans-acylase activity in the methanolysis
of p-nitro phenyl acetate [147].

Calix[4]arene-based binuclear complexes (Fig. 39) have
been shown to efficiently catalyze phosphate diester cleav-
age with a high degree of cooperation between the two ZnII

or the two CuII centers [139–143]. It has been observed that
the binuclear zinc complex 3-Zn2 having calixarene moi-
ety exhibits a very high activity in the trans-esterification
of the RNA model substrate HPNP (2-hydroxypropyl
p-nitrophenyl phosphate). The catalytic activity of mononu-
clear calix[4]arene 2-Zn and the reference complex 1-Zn,
lacking the flexible calix[4]arene backbone, are low by a fac-
tor of 50 and 300 respectively [144, 145]. The binuclear ZnII

complex of the bis(aminomethyl)pyridine ligand 3 shows a
higher catalytic rate than its CuII analog 3-Cu2. This is in
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contrast to the dinucleating bisimidazolyl ligand 5, which
forms a highly active CuII complex, 5-Cu2, and a weakly
active ZnII complex, 5-Zn2. Comparison of dinuclear CuII-
calix[4]arene 5-Cu2 with binuclear ZnII shows that the high
catalytic activity of 5-Cu2 in HPNP trans-esterification is
mainly a result of a high turnover rate (kcat) combined
with a moderate substrate-catalyst binding constant (Kass).
However, the observed low activity of 3-Zn2 is mainly due
to strong substrate-catalyst affinity along with a relatively
moderate turnover rate. This agrees well with the reported
higher phosphate affintiy of ZnII. The differences observed
in the reactivity between the ZnII complexes (3-Zn2 and
5-Zn2) and the CuII complexes (3-Cu2 and 5-Cu2) are reflec-
tive of their preferential coordination geometries [142, 143].
It was therefore concluded that the tether length and the
geometry of the binding arms of the ligands determine
the catalytic activity and the mechanism of catalysis. Pro-
posed mechanisms for HPNP cleavage by calix[4]arene com-
plexes of 3-Zn2 and 5-Cu2 are shown in Figure 40. Hence
these calix[4]arene based binuclear complexes can be used
as models for binuclear metallo-phosphodiesterases [141–
145]. Extension to systems with a third metal ion binding
site afforded a trinuclear ZnII complex 4-Zn3 (Fig. 39) that
mimics trinuclear ZnII phosphodiesterases [142, 146] due to
the cooperative action of three ZnII centers resulting in an
enhanced reactivity.

8.9. Calixarenes as Liquid Crystals

Tungsten complexes with 8 and 12 dodecyloxy side chains
on lower rim were found to exhibit liquid crystalline phase
[148]. Swager et al. reported a new type of columnar liq-
uid crystal with a rigid bowlic core based on tungsten–oxo
calix[4]arene complexes which is stable over a very wide
temperature range. These complexes display mesophases of
unusually high stability and novel host–guest effects, which
suggests that head-to-tail organization occurs in the meso-
morphic state.
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Figure 40. Proposed mechanism for 2-hydroxypropyl para-nitrophenyl
phosphate cleavage by calix[4]arene based model complexes, 3-Zn2

(left) and 5-Cu2 (right) [R = –CH2–CH2–O–CH2–CH3].

8.10. Calixarenes in Nonlinear Optics

Organic molecules with � electron systems and unsymmet-
rical charge distributions are useful in nonlinear optics, for
frequency-doubling of laser light and electro-optic switch-
ing [149, 150]. Reinhoudt and co-workers [151] reported
that the tetranitrocalix[4]arene, shown in Figure 41, contains
four nonconjugated D-�-A dipoles within a single molecule
and it can be present in four idealized conformations with
different relative orientations of the intramolecular non-
linear optic-phores. The high � value of the tetranitro-
calix[4]arene enables a high degree of orientation upon
poling in a polymeric matrix [152]. It is reported that
calix[4]arene based chromophore, calix[4]stilbazole, forms
densely packed, highly ordered monolayers on silica sur-
faces [153]. The second order nonlinear optical properties
of calix[4]arene for its different conformations have been
investigated theoretically [154]. For further details on this
subject, one may refer a recent textbook [155], Nonlinear
Optics of Organic Molecules and Polymers.

8.11. Nanocavities

The design and synthesis of nanoscale molecular containers
such as cavitands [156–158], hemicarcerands [159], and cap-
sules [160–162] result in the selective binding, separation,
and sensing of smaller molecules and ions, molecular trans-
port and delivery, stabilization of reactive intermediates, and
catalysis through encapsulation [163]. They also mimic the
hydrophobic pockets of enzymes [164]. Synthetic calixarene
derivatives having cavities of 15–20 Å contribute to molecu-
lar recognition thus giving new directions into nanotechnol-
ogy, microfabrication, and molecular biology [165, 166]. The
nanocavities can be used for the encapsulation of drugs and
their active transport/delivery through cell membranes. In
calix[4]arenes, the aromatic rings were fixed in the perfect
cone conformation through the covalent bridging of prox-
imal phenol oxygens with diethylene glycolic chains [167].
Thus the calix-cavitands formed are more rigid and show
better affinity toward guest molecules. The crystal struc-
tures of calixarenes and the smaller cavitands derived from
them showed that the guest molecule is positioned above the
plane of the four carbon atoms of the cyclic polyaromatic
skeleton [165, 166, 168–170]. The cavity’s depth is generally
less than 4 Å and this space is just sufficient for one methyl-
sized fragment to be included. Several approaches have been
developed to enlarge the cavity and achieve better guest
entrapment. For example, triethylene glycol footed deep
cavitands are functionalized with four m-amidinium groups

O2N NO2
NO2 NO2

nPrO

nPrO
OnPr

OnPr

Figure 41. para-Nitro-calix[4]arene where phenolic oxygens are alky-
lated with n-propyl group.
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at the upper rim in order to effectively bind mono- and dinu-
cleotides in buffered aqueous and methanol solutions [171].
In addition to charged interactions and hydrogen bonding,
the cavity also contributes to the overall binding process. A
proposed adenosine monophosphate complex of this cavi-
tand is shown in Figure 42. 1H NMR and molecular mod-
eling studies suggest that the adenine part is located deep
inside the host cavity [172].

The cavitand shown in Figure 43 is a much deeper and
open ended container molecule with a nanoscale cavity
∼14 Å deep and 12 Å wide reported to date [173]. Accord-
ing to molecular modelling, such a cavity is able to accom-
modate up to three benzene or chloroform sized molecules.
However, its complexing ability toward small organic guests
in nonpolar solutions appeared to be poor. The electron-rich
interior resulted in considerable interactions with electron
deficient fullerene C60 in toluene as shown in Figure 43.
The open-ended nature of the cavitand is responsible for its
host–guest properties.

An alternative strategy to make deep cavitands is
to employ self-assembly through intermolecular hydrogen
bonding. Multicomponent cavitands have been constructed
by MacGillivray in the solid state by co-crystallization of
resorcinarene (R = Me) and 4,4′-bipyridine from ethanol
in the presence of an aromatic or polycyclic guest. This
resulted in an one-dimensional wavelike polymer structure
(guest = ferrocene, 1,1′-diacetyl ferrocene, p-chlorotoluene,
adamantanon, and [2.2]paracyclophane), where the guest
molecules interact with the aromatic walls through multiple
C–H· · ·� contacts as shown in Figure 44 [174–176].

8.12. Clamshell-Shaped
Molecular Containers

Geometrically, clamshell-shaped hosts impose more con-
strictive binding than cavitands and their inner cavities are
still exposed to the bulk exterior. Unlike self-assembling

Figure 42. Proposed complex of cavitand with adenosine monophos-
phate as molecular recognition unit [R = –(CH2)3(OCH2CH2)3OCH3].
Adapted from [171], K. T. Chapman and W. C. Still, J. Am. Chem. Soc.
111, 3075 (1989). © 1989, American Chemical Society.

Figure 43. Deep cavitand with nanoscale cavity having electron rich
interior provides considerable interaction for filling with fullerene, C60.
Adapted from [173], F. C. Tucci et al., J. Org. Chem. 64, 4555 (1999).
© 1999, American Chemical Society.

capsules, their cavities are constructed through cova-
lent bonding. Reinhoudt et al. reported the synthesis of
large clamshell-shaped hydrophobic surfaces by linking two
calix[4]arenes with one resorcinarene or one calix[4]arene
with two resorcinarenes as shown in Figure 45 [177]. Four
strong intramolecular hydrogen bonds between the bridging
acetamide CH2C(O)–NH and the oxygens of the cavitand
acetal bridges were found to significantly rigidify the struc-
ture of these extended surfaces. The resultant hosts (Fig. 45)
bind corticosteroids, carbohydrates, nucleosides, and alka-
loids in CDCl3 solutions.

8.13. Self-Assembling Nanocapsules

Self-assembly represents an alternative way to construct
nanocavities and their host–guest complexes [160, 161].
With appropriate curvature and carefully designed posi-
tioning of interacting sites, calixarene-based self-assembling
systems generate capsules. Capsules have been organized
through hydrogen bonding and metal–ligand interactions.
An example of self-assembling cavities is the calix[4]arene
tetraurea dimer shown in Figure 46 [178, 179]. This has an
internal volume of only 50–250 Å3 and can entrap a single
guest molecule of moderate dimensions [180, 181].

Figure 44. Self-assembling cavitand formed between recorcinarene and
4,4′-bipyridine through intermolecular hydrogen bonds. The cavities are
filled with guest molecules, such as ferrocene, p-chlorotoluene, adaman-
tanon, and [2.2]paracyclophane. Adapted from [174], L. R. MacGillivray
and J. L. Atwood, J. Am. Chem. Soc. 119, 6931 (1997). © 1997, Ameri-
can Chemical Society.
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Figure 45. Clamshell-shaped molecular containers formed by linking
calix[4]arene and resorcinarene (either in 1:2 or in 2:1 ratio) through
hydrogen bonds, possessing hydrophobic interiors to bind carticos-
teroids, carbohydrates, nucleosides, or alkaloids. Adapted from [177],
I. Higler et al., J. Org. Chem. 61, 5920 (1996). © 1996, American Chem-
ical Society.

Figure 46. Self-assembling calixarene capsule formed from calix[4]-
arene tetraurea dimer through intermolecular hydrogen bonds. R =
Alk, R1 = Alk, Ar, Ts. Adapted from [178], K. D. Shimizu and J. Rebek,
Jr., Proc. Natl. Acad. Sci. USA 92, 12403 (1995). © 1995, National
Academy of Sciences.

8.14. Spheres and Tubular Structures

The p-sulfonatocalix[4]arene has been reported to assem-
ble in an up–up fashion to result in curved structures by
Atwood and co-workers [182], using a reaction system con-
sisting of Na5[p-sulfonatocalix[4]arene, pyridine N -oxide,
and La(NO3)3·6H2O in 2:2:1 ratio. The hydrophobic regions
of the calixarenes are assembled in an up–up radial sym-
metric fashion along the surface of a sphere, where they
constitute an organic shell around an aqueous polar core.
This spherical assembly measures ∼28 Å across and has a
volume of ∼11,000 Å3. The interior of the sphere consists
of two Na(H2O)6 ions surrounded by an additional 24 water
molecules. The cavities of the calixarenes are situated just
below the polar surface of the sphere and constitute a series
of hydrophobic pockets. Twelve pyridine N -oxide molecules
penetrate the polar surface of the sphere and are bound
within the hydrophobic pockets via �-stacking interactions.
Their oxygen atoms extend outward and coordinate to La3+

ions above the surface of the sphere. The hydrophilic inter-
stitial regions between the spheres contain, in addition to
La3+ ions, an array of water molecules and hydrated Na+

ions. The core of each sphere has a diameter of ∼15 Å and
a volume of ∼1700 Å3. Adjacent spheres are tethered to one
another by coordination of sulfonate oxygen atoms to inter-
stitial lanthanum ions. Thus these La(III) ion centers are
both first- and second-sphere coordinated to the calixarene
molecules.

When the three components are taken in a molar ratio of
2:8:1, crystals obtained revealed a tubular assembly of ∼28 Å
in diameter. The calixarene molecules are arranged along
the surface of a cylinder that is analogous to the spherical
assembly in that there is a polar core, a hydrophobic midre-
gion constituting the tube, and a polar outer shell. How-
ever, the organic shell is not composed of purely calixarene
molecules but contains pyridine N -oxide molecules interca-
lated between the aromatic rings of adjacent macrocycles.
The calixarene and the pyridine N -oxide molecules form a
chiral helical assembly along the length of the tube. The
helix consists of a single strand of alternating calixarene and
pyridine N -oxide molecules and there are 4.5 such units per
turn. Both the hydrophilic core and the hydrophilic inter-
stices between the tubules contain complex arrays of sodium,
lanthanum, and water molecules.

8.15. Synthetic Nanotubes

Calix[4]arenes in 1,3-alternate conformations have a �-basic
benzene hole or interlayers through which metal ions can
easily pass with the help of cation–� interaction [183]. This
plays a crucial role in metal ion transport across ion chan-
nels, metal ion inclusion in fullerenes, and intercalation of
metal cations into graphite layers [184]. Nanotubes of 1,3-
alternate calix[4]arenes having a well-defined inner diameter
for the metal tunneling have been reported (Fig. 47) [185].
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Figure 47. Synthetic nanotubes of 1,3-alternate-calix[4]arene having a
�-basic hole for metal tunneling.

9. CONCLUSIONS
It is evident from the literature that the field of calixarenes
has been going through rapid phase changes during the
past two decades ever since these were synthesized in pure
and in large quantities. During the initial period, the lit-
erature was primarily focused on developing methods for
organic derivatization, particularly of calix[4]arenes, at both
its lower and upper rims. As a result of this, the literature
of calix[4]arenes on one hand became very rich with a spec-
trum of organic derivatives; on the other hand, such an out-
come led to the rational design of calix[4]arene derivatives

to suit special applications of these based on their intrin-
sic properties. Properties such as metal ion binding and the
capacity to hold and/or recognize molecules or species of
calix[4]arenes have been guided and thoroughly refined by
the rational design followed by the development. The metal
ion complexation chemistry of calix[4]arene derivatives is
still going on at a very slow pace. While the biomimetic
chemistry of calix[4]arene derivatives is in its early phase,
their ability to host organic and/or inorganic species in their
neutral, cationic, or anionic form seems to have grown very
rapidly during the past few years. Characterization of both
the organic and the corresponding inorganic derivatives of
calixarenes by different spectral and crystallographic meth-
ods has become an important feature in the current liter-
ature on calixarenes. Very recent studies have shown the
putative utility of carefully designed calix[4]arene derivatives
to act as catalysts, hosts, receptors, sensors, cavitands, and
nanomaterials as reported in this review chapter. Based on
the rate at which the studies are going on with the cal-
ixarenes in the literature, it is logical to draw a conclusion
that the smartly designed derivatives of calix[4]arene would
be occupying a pivotal role in molecular recognition, analyt-
ical devices, and materials science and technology that leads
to the enrichment of the knowledge of nanoscience in order
to eventually get into nanotechnology of calixarenes in the
very near future.

GLOSSARY
Arene cavity The cavity formed by the enclosure of the
aromatic rings in a calixarene.
Calix[n]arenes A group of phenolic macrocyclic molecules
resulting from the condensation of para-substituted phe-
nol and formaldehyde (n refers to the number of phenolic
units).
Crystal structure Three-dimensional arrangement of
atoms derived from single crystal X-ray diffraction that
provides information about the structure, conformation,
and geometry of the molecule.
Functionalization Chemical modification on the lower or
upper rim leading to the formation of derivatives containing
appropriate functional groups.
Lower rim The rim containing the phenolic –OH groups
in a para-substituted calixarene.
Metalloenzymes Those enzymes that exhibit their function
as a result of the presence of a specific metal ion.
Receptor A molecule that possesses the ability to bind to
neutral or ionic species through recognition.
Upper rim The rim containing the groups present at the
para-position in a calixarene.
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1. INTRODUCTION
The invention of scanning force microscopy (SFM) by Binnig
et al. in 1986 [1] was a first bridge between microscopy
and micromechanics. SFM measures the interaction forces
between two surfaces from the micrometer level down to the
atomic scale. Intermolecular forces are not the only forces
that can be detected by this technique. A wide variety of
different signal domains such as magnetic [2], electrical [3],
electrochemical [4], elastic [5], thermal [6], biological [7],
and chemical [8] signals can be detected with high sensitivity
and (moderate) speed through transduction into a mechan-
ical motion of a cantilever beam. SFM measures the small
forces acting on a sharp tip at the apex of a thin beam
clamped at one side, the cantilever. The force on the tip
bends the cantilever, which acts as a force transducer. The
support of the cantilever is mounted into a holder and the
motion of the beam is measured via the tunneling effect,
with an interferometer, or via the optical lever deflection
technique, the latter being the most commonly used method
in commercially available SFMs due to its high resolution
and its low costs. Newly developed smart force sensors use
micromachined devices with integrated piezoresistive, inte-
grated piezoelectric, and integrated capacitance detection of
the cantilever deflection.

It is possible to produce inexpensive force sensors in
a reproducible way by taking advantage of the batch sil-
icon micromachining techniques developed for integrated
circuit (IC) process technology. Miniaturization and mass

production are the main reasons for the success of SFM in
research laboratories and industrial applications. These lead
to cantilevers with low spring constants for a high sensi-
tivity to the applied forces or high resonance frequencies
for faster response times and insensitivity to external dis-
turbances. The commercial cantilevers are typically made of
silicon, silicon nitride, or silicon oxide and are available in a
great variety of different shapes, dimensions, and force sen-
sitivities [9–14]. Recent developments combine the newest
IC and complementary metal oxide semiconductor (CMOS)
technologies to get intelligent cantilevers [15–23], extremely
small cantilevers [24–31], or large arrays [32–39].

In the last few years a second evolution in the world
of nanoscience was seen, and cantilevers were applied in
scenarios other then detecting surfaces. Because of their
above-mentioned benefits of high sensitivity, small dimen-
sions, short response times, and low prize they were used
to detect changes in temperature, surface stress, and mass
in picogram amounts of analyte without touching the sur-
face any more. Cantilevers were used in sensor systems to
get a completely new type of miniaturized transducer based
on fundamental principles of physics such as the bimetallic
effect, surface stress, or the harmonic oscillator. With can-
tilever sensors it is possible to push “the powers of 10” into
a region in which otherwise only time-consuming and expen-
sive analytical tools can be applied or which is completely
inaccessible by means of macroscopic techniques.

In this chapter the fundamental physics of microcantilever
sensors will be described as well as recent methods, exper-
iments, and prospective directions of the newest sensing
systems. The discussion is limited to chemical and/or bio-
logical sensors as well as radiation sensors. Physical sensing
devices such as accelerometers [40, 41], gyroscopes [42], or
flow sensors [43, 44] with beam architecture will be excluded,
but micromachined cantilevers show interesting abilities to
enhance the power of these devices, too.

2. SENSORS AND BIOSENSORS
(Bio-)chemical sensors are miniaturized devices that con-
vert a chemical state into an electrical signal. The chemi-
cal state is determined by different concentrations, partial
pressures, or activities of particles such as atoms, molecules,
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ions, or biologically relevant compounds to be detected in
the gas, liquid, or solid phase [45]. A sensor can be divided
into three main components. The first is the recognition site
with a sensitive or selective layer that recognizes the signal
of interest. In some cases there is also a preprocessing ele-
ment (e.g., filter, temperature, catalyst, or preconcentration)
that can add further selectivity or sensitivity. The second
part of a sensor system is the signal transducer. It converts
the chemical or biological information into the physical sig-
nal (e.g., mass change into frequency change of a quartz
crystal microbalance [46]) which then can be detected, fil-
tered, amplified, and displayed by a readout system as the
third part (Fig. 1). There are a huge variety of transducer
principles, but in the present context only acoustic (often
called mass-sensitive) transducers are of importance. The
advantage of using acoustic sensors compared with classical
analytical techniques or most optical sensors is the possibil-
ity of working label-free.

An optimal sensor system should be highly selective, sta-
ble, and sensitive to the analyte (“sss”). It should be able
to work continuously and time-resolved to allow for on-line
or in-line detection of changes in concentrations. This is
only possible if the sensor response is completely reversible.
By the combination of several different sensors into arrays
with pattern recognition and multicomponent analysis of
the complex data pattern the challenge to analyze complex
mixtures could be met successfully. Such arrays are often
called “electronic nose” [47] or “electronic tongue” [48]
although there are only a few similarities to the functions
of a human nose and tongue. In an ideal electronic nose or
tongue, each single sensor should respond to only one ana-
lyte with a signal proportional to the analyte concentration,
ensuring complete reversibility. The vector space spanned
by such sensor signals would consist of orthogonal basis vec-
tors, which would make the required data processing easy
and the sensor response unique. In reality, sensor signals
are never unique and cross-sensitivities occur. The scientist
or user has to select the best sensors with respect to the
application, that is, sensitive layers that cover the range of
possible interactions.

A biosensor is often defined as a compact analytical
device incorporating a biological or biologically derived
sensing element either integrated within or intimately asso-
ciated with a physicochemical transducer [49]. Its recogni-
tion layer therefore consists of an enzyme, antibody, nucleic
acid, microorganism, cell, or tissue. However, biological
molecules can also be detected unspecifically on a nonbio-
logical sensor surface, which will also be covered in this
review.

Figure 1. Schematic drawing of a sensor system. The information about
the chemical nature and concentration of the analyte will be transduced
into an electrical signal that can be displayed and stored.

The detection elements may be divided into three groups:
In catalytic biosensors enzymes catalyze a reaction. In affin-
ity sensors a specific recognition reaction between a recep-
tor and a ligand, that is, a key–lock interaction, is detected.
This includes antibody–antigen, nucleic acid–nucleic acid,
enzyme–enzyme inhibitor, and other receptor systems. The
third class includes all other principles, for example, mem-
brane transport through specific pores or whole-cell sensors,
in which one or more of the above-mentioned interactions
can occur.

In this chapter only those systems in which mass changes
take place are relevant. Therefore, mainly affinity sensors
will be stressed in the following. One problem in the defini-
tion of an affinity biosensor is the antagonism of specificity
and reversibility. A rule of thumb is that with increas-
ing strength of the chemical interaction between sensi-
tive layer and target analyte, sensitivity and selectivity are
enhanced whereas the reversibility of the sensor decreases.
Reversibility can be achieved either by selecting an appro-
priate chemical interaction (e.g., solubility interactions) or
by refreshing cycles of the system (e.g., purging with ref-
erence/neutralizing gas/solution, adsorbing/desorbing steps)
[50]. This reversibility is in strong contrast to the highly spe-
cific binding process of, for example, antibodies and anti-
gens with high-affinity constants. Therefore, most affinity
biosensors are not sensors according to the defintion given
above but can be better described as dosimeters because the
biomolecules pile up on the surface with exposure time.

3. TRANSDUCTION PRINCIPLES
In general there are three different methods to transduce
the recognition event into a micromechanical motion. First,
the frequency change due to additional mass loading or a
change in the force constant can be measured; that is, the
cantilever is used as a microbalance. Second, the bending of
a bimetallic cantilever can be used as temperature sensor. In
addition, cantilevers can work as stress sensors by measuring
the bending due to changes in the surface stress at one side
of the cantilever. The transduction principles are shown in
Figure 2.

3.1. Resonant Behavior of
Cantilever Beams

A basic understanding of the mechanical behavior of can-
tilever beams is crucial to develop cantilever sensors with
optimized sensitivity and geometry. (However, those readers
only interested in the general subject may skip this section.)
The spring constant, resonance frequency, and correspond-
ing quality factor will be derived in this section using the
one-dimensional Euler–Bernoulli differential equation of an
initially flat, thin, homogenous cantilever beam [51]:

ÊI
�4w�x�t	

�x4
+�
A+�	

�2w�x�t	

�t2
+

�w�x�t	

�t
=q�x�t	 (1)

Ê and 
 denote the apparent Young’s modulus [see Eq. (2)]
and specific mass density of the beam material, A = hb,
the cross-sectional area, and I is the moment of inertia. 
is the damping coefficient per unit length per unit velocity,
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Figure 2. Schematic drawings of the possible cantilever transduction
principles: (a) bimetallic temperature and heat sensor; (b) surface stress
sensor; (c) microbalance due to additional mass loading.

and � is an additional mass per unit length. q�x� t	 repre-
sents the driving load in N/m. The additional mass � can
either exist due to adsorbing molecules on the surface or
describe the mass of molecules of the surrounding media
that are accelerated by the vibration of the beam. This leads
to dependence of the resonance frequency, respectively, the
resonance behavior, in general from the surrounding media.
Effects of rotary inertia and shear deformations are not
included in Eq. (1) nor are nonlinear terms due to a large
vibration amplitude. Under the assumption of a beam struc-
ture with b � h, the apparent Young’s modulus is given by

Ê = E

1 − �2
(2)

where � is the Poisson’s ratio and E is the Young’s modulus
of the beam material. The moment of inertia for a rectan-
gular beam can be calculated as

I =
∫ b

0

∫ h/2

−h/2
z2 dz dy = 1

12
bh3 (3)

By assuming a harmonic time dependence a variable sep-
aration with w�x� t	 = W�x	T �t	 can be performed. For the
case without an additional driving load this leads to [52]

ÊI
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0=const (4)

The time variable can be written as

d2T �t	

dt2
+ 


A + �

dT �t	

dt
+ �2

0T �t	 = 0 (5)

The solution is a function of time which is equal to that of
the model of the one-dimensional harmonic oscillator with
T �t	 = Be−�t sin��0t + �	.

The variable of position can be written as

ÊI


A + �
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− �2

0W�x	 = 0 (6)

The solution of a homogenous fourth-order differential
equation is the sum of four linear independent solutions,

W�x	 = c1 cos
(

�

L
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+ c2 sin
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with the constants c1, c2, c3, and c4 assuming the boundary
conditions

W�0	 = 0
dW�x	

dx

∣∣∣
x=0

= 0
d2W�x	

dx2

∣∣∣
x=L

= 0

d3W�x	

dx3

∣∣∣
x=L

= 0 (8)

with L as the length of the cantilever and the nondimen-
sional parameter, �, defined by(

�

L

)4

 = 
A�2
0

ÊI
(9)

The first two boundary conditions are due to the fact that
one end of the beam is clamped. The third excludes any
bending moment at the free end of the cantilever and the
fourth excludes any torsion [53]. By assuming the boundary
conditions, a characteristic equation can be calculated:

cos � cosh � = −1 (10)

with discrete values �a for � for the first four modes [54]

�0 = 1"875� �1 = 4"69� �2 = 7"86� �3 = 11"00 (11)

By inserting these parameters into Eq. (9) the resonance
frequency of a clamped beam with rectangular cross-section
can be calculated as

�a� 0 = 2#fa� 0 =
�2

ah√
12L2

√
E


�1 − �2	 + �
= �2

a

L2

√
ÊI


A + �

with a = 0� 1� 2� " " "" (12)

With the introduction of the quality factor

Q = ��
A + �	


(13)

the resonance frequency of a cantilever beam can then be
expressed as

�a = �a� 0 ·
[
1 + 1

4Q2

]−1/2

(14)

�a� 0 is the resonance frequency in the undamped case  = 0.
From Eq. (13) one can expect the quality factor to increase
linearly with the resonance frequency of the cantilever beam.
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Looking at Eq. (12) one can use the model of the one-
dimensional harmonic oscillator

f = 1
2#

√
k

m · n
(15)

with n = 0"24 as a geometrical parameter for the fundamen-
tal mode of a rectangular cantilever beam and k as the force
constant:

k = Ê

(
h

L

)3 b

4
(16)

An additional mass uniformly distributed over the surface
can be correlated with a frequency change by

)m = − k

4#2n

(
1
f 2

0

− 1
f 2

m

)
(17)

where fm is the frequency of the loaded beam

fm = 1
2#

√
k

m∗ + n)m
= f0√

1 + )m
m

(18)

A Taylor series taking into account only the first order and
fm = f0 + )f results in

fm ≈ f0

(
1 − 1

2
)m

m

)
⇒ )f

f0
≈ −1

2
)m

m
(19)

By using the material parameters the sensitivity per unit area
can be written as

)m

A
≈ −4#

√
n · L2 ·

√

3�1 − �2	

E
· 2)f (20)

The minimum detectable mass is given if one takes
the minimum measurable frequency change. By considering
that all material parameters are constant, the only variable
parameter is the length of the cantilever. To achieve a bet-
ter mass resolution and therefore a higher mass sensitivity
the length of the cantilever has to be reduced. However, the
length reduction is usually accompanied by a reduction of
area also. The second possibility for getting a higher fre-
quency change for a given mass change is to operate the
system at higher modes.

Besides the frequency characteristics, the force constant
is another important parameter. According to Eq. (17) the
force constant has to be known if a quantitative calculation
of the mass change due to the frequency change is per-
formed. In the literature the mechanical behavior and the
determination of spring constants is well described for vari-
ous methods [55–61]. In Eq. (16) the force constant can be
calculated from the material parameters. In reality the mate-
rial parameters are unknown variables because of the pro-
duction process of the cantilevers. The length and the width
of the cantilever can be controlled quite well during the
etching process, but the thickness of the cantilever is the crit-
ical parameter. In addition, the Young’s modulus of the bulk
material can change due to reflective coatings on one side
of the cantilever. This could be calculated, too, but there are
more elegant possibilities to calculate the force constant.

One possibility is to measure the static deflection of the
cantilever because of the influence of defined forces [62, 63]
or pressing with a reference spring [64, 65]. Dynamic meth-
ods will use the mean square amplitude of the thermal noise
[53, 66] or the frequency shift due to adding a known mass
at the apex [67] of the cantilever. For the thermal noise
method especially, an easy and fast method for determina-
tion of the spring constant of soft cantilevers, the sensitivity
of the optical detection system has to be known. The most
common method for the determination of this lever sensi-
tivity is that the cantilever is brought into contact with a
hard surface and then moved a known distance. The slope of
the resulting cantilever deflection versus distance yields the
sensitivity, assuming that the piezo scanner driving the can-
tilever is calibrated. A method without touching the surface
by using the drag forces of a moving cantilever is presented
in [68].

The third important parameter to characterize the move-
ment of a cantilever is the quality factor Q. The quality
factor of a resonator is defined as

Q = 2#
W0

)W
(21)

where W0 is the stored vibrational energy and )W is the
total energy lost per cycle [compare Eq. (13) for Q described
by material parameters]. The frequency stability of a res-
onator depends on different parameters. One is the noise
acting on the resonator as well as the ability to store the
energy that is applied to it. The minimum detectable fre-
quency shift *� of a cantilever with resonance frequency �0
under the influence of a thermal noise kBT can be estimated
to be [69]

*� =
√

�0kBTB

kQ�A2� (22)

where B, k, kB, and T denote the bandwidth, spring con-
stant of the cantilever, Boltzmann constant, and absolute
temperature respectively. �A2� is the mean square vibra-
tional amplitude. From Eq. (22) it becomes obvious that an
improved frequency resolution of the resonator is associ-
ated with an improved quality factor. The dissipation mecha-
nisms that contribute to )W can be distinguished as internal
damping due to the physical structure of the resonator and
external damping caused by viscous and turbulent flow of
the surrounding media. The inverse quality factor can then
be written as [70]

1
Q

= ∑
i

1
Qi

= 1
Qint

+ 1
Qext

(23)

Qint represents all dissipation effects due to the internal
structure of the cantilever, whereas Qext includes all external
effects (like viscous media) that act on the cantilever.

The gas damping in microstructures can be accessed by a
finite-element simulation and is described in [71]. Another
approach uses the model of a moving string of beads [72]
instead of a beam-shaped geometry. The resulting drag force
is the sum of the drag forces of the individual spheres. By
assuming that the motion of the cantilever is in a viscous
medium (e.g., liquids) the Reynolds numbers are not small
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and the drag force becomes not only proportional to the
speed but also to the acceleration. The damping can then
be expressed as

 = 6#,R

(
1 + R

*L

)
(24)

The additional or induced mass can be expressed as [73]

� =
(

2
3

)
#R3
L

(
1 + 9

2
*L

R

)
(25)

whereas R is the radius of the sphere, , is the viscosity
of the medium, and 
L is the density. *L = √

�2,/
L�	
can be derived from the Navier–Stokes equation and equals
the thickness of an additional layer of molecules sticking
at the sphere that have to be moved during the oscillation.
The mass of the cantilever can therefore be described by
a virtual mass m′ = m∗ + mI (mI describes the additional
mass of the accelerated molecules) [74].

The relative frequency change due to damping can be
approximated by

)�

�0
= −#R3
L

3
Lb

(
1 + 9

2
*L

R

)
(26)

The change in resonance characteristics leads to a change in
the quality factor [75]

Q = �abh2
√


E/12
6#,RL�1 + R/*L	

(27)

where 
 and E denote the mass density and the Young’s
modulus of the beam material and *L is again the width of
the boundary layer perpendicular to the direction of motion
around the sphere. This result indicates an increasing quality
factor with decreasing length or increasing resonance fre-
quency. For more information on this complex theme, see,
for example, [74, 76–78].

It can be seen from Eq. (22) and the above derivations
that the quality factor is an important parameter in the res-
onance characteristics of a cantilever. An increased quality
factor indicates a decreasing minimum detectable frequency
change and therefore a better resolution (and sensitivity) of
the sensor system. To increase the quality factor the method
of active feedback can be used (Fig. 3). This was first intro-
duced in [79] and is normally used for increasing speed and
resolution in tapping-mode atomic force microscopy [80, 81].

The active feedback electronic consists of a variable phase
shifter . and a gain amplifier G. The equation of motion of
a damped feedback system can be written as

z̈�t	 + �ż�t	 + �2z�t	 = F0e
i�t + F2 (28)

where k is the force constant, � is the damping constant,
and F2 is a second periodic force generated by the feedback
circuit. The original signal of the oscillator z�t	 = Aei�t is
amplified with G and phase shifted with #

2 and fed back into
the original system:

F2 = G · Aei��t+#/2	 = Gei#/2z�t	 (29)

Figure 3. Schematic drawing of an active feedback circuit with a vari-
able phase shifter and gain amplifier (black and dotted lines) first pre-
sented by [79] and a self-oscillating system (only black lines).

The first-time derivative

dz

dt
= i�ei�t = �zei#/2 ⇒ F2 =

(
G

�

)
dz

dt
(30)

leads to an effective reduced damping constant by inserting
Eq. (30) into Eq. (28):

�eff = � −
(

G

�

)
(10)

The reduced damping leads to a reduced full width at
half-peak maximum and therefore to a smaller minimum
detectable frequency shift.

Besides the actively driven system the electronic feedback
circuit can be designed in a way that the system is self-
oscillating and no further actuation has to be done. The
electronic circuit has to be designed in a way that only the
resonance frequencies of the cantilever are amplified and
fed back and that the environmental noise is high enough
to start the oscillation; that is, it has to contain the reso-
nance frequency. This principle is well known from quartz
crystals driven by an oscillation circuit to build a microbal-
ance [82, 83]. Examples of cantilever sensors driven by a
self-oscillating system will be discussed later.

3.2. Bending Behavior of
Cantilever Beams

A uniform surface stress acting on an isotropic material
increases (compressive stress) or decreases (tensile stress)
the surface area. If this stress is not compensated for at
the opposite side of a thin plate or beam, the whole struc-
ture will bend (Fig. 4). Between the areas of compressive
stress and tensile stress there is a neutral plane that is not
deformed. Because of the bending, a force F is acting at
the distance x and in the neutral plane results in a bending
moment M = F · x. Therefore the radius of curvature R is
given by

1
R

= d2z

dx2
= M

ÊI
(31)
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Figure 4. Side view of a thin beam. The beam bends around a neutral
plane N with a curvature R due to a force F . The origin of the bending
can be also be a change in the surface stress (see text).

where Ê is the apparent Young’s modulus and I is the
moment of inertia, which is given by Eq. (3) for rectangular
beams.

The change in the surface stress at one side of the beam
will cause a static bending and the bending moment can be
calculated [84] by

M = )3bh

2
(32)

)3 = 31 − 32 is the differential surface stress with 31 and
32 as surface stress at the upper and lower sides of the
cantilever, respectively. Inserting this into Eq. (31) yields
Stoney’s formula [85]

1
R

= 6�1 − �	

Eh2
)3 (33)

By taking into account the boundary conditions of a can-
tilever (R � L	 [86], Eq. (33) can be solved and the dis-
placement of the cantilever s can be written as

s = 3L2�1 − �	

Eh2
)3 (34)

Changes in surface stress can be the result of an adsorp-
tion process or electrostatic interactions between charged
molecules on the surface as well as changes in the surface
hydrophobicity and conformational changes of the adsorbed
molecules.

In addition to surface stress-induced bending, the vol-
ume expansion of bimaterial cantilevers can result in a static
bending. A bimaterial cantilever undergoes bending due to
gas adsorption if the volume expansion coefficients of the
two materials are different [87].

3.3. Thermal Effects on Cantilevers

By assuming a beam with a constant cross-section consist-
ing of only one material, a change in the surrounding tem-
perature will change the physical dimensions of the beam
due to thermal expansion and the elastic properties of the
beam material. In considering Eq. (12) the length L, width b,
height h, and the Young’s modulus Ê show a temperature

dependence. With the assumption of a constant Poisson’s
ratio the relative change of the resonance frequency with
temperature can be written as

1
f0

�f

�T
= 1

2

(
3

1
h0

�h

�T
− 3

1
L0

�L

�T
+ 1

b0

�b

�T
+ 1

E0

�E

�T

)
(35)

The subscript zero indicates the variable to be at the starting
temperature T0. The isotropic thermal expansion coefficient
is given by

5 = 1
h0

�h

�T
= 1

L0

�L

�T
= 1

b0

�b

�T
(36)

and the temperature coefficient of the Young’s modulus by

6 = 1
E0

�E

�T
(37)

If these equations are inserted into Eq. (35), the
temperature-dependent relative frequency change will be

1
f0

�f

�T
= 1

2
�5 + 6	 (38)

These considerations do not take into account different
beam materials in a sandwich structure cantilever. A com-
posite beam of two materials with two different thermal
expansion coefficients undergoes a static bending if the tem-
perature changes. For uniform heating the bending z is pro-
portional to the adsorbed heating power and is expressed by
the differential equation [88]

d2z

dx2
= 6�51 − 52	

h1 + h2

h2
2K

�T − T0	L
2 (39)

with

K = 4 + 6
(

h1

h2

)
+ 4

(
h1

h2

)2

+ E1

E2

(
h1

h2

)3
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(
h2
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)
(40)

By assuming � as the thermal conductivities of layers 1 and
2 and P as the total power on the sensor, the bending is
derived as

z = 5
4

�51 − 52	
t1 + t2
t2
2K

L3

��1T1 + �2T2	b
P (41)

Devices can be calibrated in-situ by following the bending of
the sensor for a known power transduced into heat at the
sensor [89].

Because of the above explanations, on the one side the
cantilever can be used as a highly sensitive temperature
sensor, but on the other side every temperature change
will cause trouble if another parameter like the frequency
change is the measured quantity.
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3.4. Cantilever Deflection
Detection Techniques

The most common method to measure the deflection of
a cantilever is the optical lever technique [90]. This tech-
nique works with a focused laser diode beam at the free end
of the cantilever, which is reflected into a split photodiode
or a position-sensitive detector. When the cantilever bends,
the reflected light moves on the photodetector surface. This
movement is proportional to the cantilever deflection.

Another optical detection method is based on the inter-
ference effect [91–93]. The interference occurs between a
reference laser beam and the reflection from the cantilever.
This can be realized with a cleaved end of an optical fiber
brought close to the cantilever [94]. One part of the light
is reflected at the interface fiber/surrounding media and the
other part is reflected at the cantilever back into the fiber.
These two beams interfere inside the fiber and the interfer-
ence signal can be measured with a photodiode. Interfer-
ometry is very sensitive and provides a direct and absolute
measurement of the displacement, but it is limited by the
wavelength of the laser light and therefore works only for
small deflections.

If the distance between two parallel plates is changed, the
capacitance between these plates is changing, too. This is
used in capacitive sensors to measure the distance between
the plates. If one of the plates is a cantilever, small changes
in distance can be measured [95–97]. This technique is
highly sensitive and provides absolute displacements, but
it is unable to measure large displacements and does not
work in electrolyte solutions because of the Faradaic cur-
rents between the capacitor plates [98]. It is therefore only
of limited use in biosensor applications.

Alternative approaches use interdigital cantilevers as an
optical diffraction grating. The reflected laser light forms a
diffraction pattern, where the intensity is proportional to the
cantilever deflection [99, 100]. This can be used for atomic
force microscopy and infrared detection [101, 102] and is
proposed for chemical sensing [103].

An alternative method uses piezoresistive cantilevers. If a
piezoresistive material is set under stress, it changes its elec-
trical conductivity. Implemented into cantilevers this effect
can be used to monitor stress and therefore the bending of
the cantilever. Such stress sensors can be integrated on a
cantilever structure with a Wheatstone bridge measuring the
resistivity [104–107]. A lot of developments are under way in
the field of piezoresisitive cantilevers to gain better resolu-
tion and error-free measurements. The advantage compared
to standard optical techniques is that neither additional opti-
cal components nor laser alignment is needed. Also the
readout electronics can be integrated on the same chip using
CMOS fabrication [16, 17], and they are unaffected by opti-
cal artifacts arising from distributions of the surrounding
medium. The disadvantage of most piezoresistive cantilevers
is that they only can be used in nonliquid environments
because of Faradaic currents that will resut in a short circuit.
Recent improvements allow the fabrication of thin, passi-
vated resistors on cantilevers that can be used in electrolyte
solutions [108]. Drift compensation is possible due to the
development of a symmetrical configuration where the out-
put signal is the difference between a sensing and a refer-
ence cantilever [23]. Piezoresistive cantilevers can also vary

their surface temperature by increasing the electrical current
flow through the resistor layer. This is proposed to be imple-
mented as a tool for breaking ligand–receptor bindings for
the regeneration process of the sensing layer in biosensor
applications [98].

3.5. Cantilever Actuation Methods

For cantilever sensors based on the measurement of the fre-
quency change it is necessary to drive the cantilever. With-
out any external actuation the cantilever is only driven by
the thermal noise kBT . At room temperature the thermal
energy is very low, and long measurement times are the con-
sequence. A better way to drive the cantilever is to apply
an external force. In the most commercially available scan-
ning probe microscopes this is done by an external driving
piezo mounted near the cantilever. The excitation takes part
through mechanical stimulation by shaking the cantilever as
well as the complete measurement setup. In a liquid environ-
ment the disadvantage of this method is that a lot of stand-
ing waves are generated through the acoustic stimulation of
the medium. This can be avoided by direct driving of the
cantilever using a piezoresistive layer similar to the piezore-
sisitive readout [22, 106, 109–112]. Lorentz forces can be
used for the actuation of a cantilever either by evaporating
a magnetic layer on the cantilever and applying an external
magnetic field [113–117] or by a conductive pathway on the
cantilever with an alternating current and the application
of an constant external field [118–121]. Instead of magnetic
actuation it is also possible to drive the cantilever with elec-
trostatic forces [118, 122–125] or by an additional heater at
the bottom of the cantilever [16, 18, 126].

4. SENSOR APPLICATIONS
IN THE GAS PHASE

As is described above two basic operation principles are
possible for micromachined beams: measurement of the fre-
quency change or measurement of the static bending. In
this section an overview from the first experiments to recent
developments in the field of sensor applications in the gas
phase is given.

First, experiments with the deflection detection will be
introduced. The bending of a cantilever is very sensitive
to changes in the environment of the cantilever and, more
interesting, is very sensitive to changes at the surface of the
cantilever. Even the smallest changes of the material prop-
erties due to adsorbing molecules will cause a static bend-
ing. One problem is that the changes have to occur only on
one side of the cantilever and that the processes are very
complicated and often not completely understood. Often a
bending that occurs cannot be explained in full detail and
therefore it is nearly impossible to make quantitative mea-
surements. The other problem of the bending measurements
compared to frequency measurements is that they are very
prone to disturbances in the environment such as temper-
ature changes (if one does not want to measure them) or
vibrations.

Measuring the frequency changes seems to be better
because one can easily quantify mass changes and the oper-
ation is a lot more stable. But there are other problems to
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deal with: First of all the measurement setup is more com-
plicated because of the active driving of the cantilever and
one needs a complicated electronic device for the frequency
feedback. In addition, the frequency change can arise from
temperature changes and/or changes in the force constant.

This shows that each method has advantages and disad-
vantages and one has to decide upon the nature of the task
that one has chosen. It is best to measure both the bending
and the frequency change at one time. In this case the sur-
face effects can be separated from mass effects. Most mod-
ern sensor systems measure the bending and the frequency
change simultaneously.

4.1. Deflection Detection

The first experiments with microcantilevers beams published
in 1994 dealt with temperature measurements and surface
stress-induced deflections. Tiny heat fluxes were detected
with bimetallic cantilevers by measuring the static deflection
of the apex of a cantilever due to temperature changes. In
[127] the observation of a chemical reaction with a sensitivity
of 1 pJ and a temperature limit of ∼ 10−5 K was published,
whereas in [128] thermal and ambient temperature-induced
deflections were described. Then calorimeters and pho-
tothermal spectroscopy were presented with bending can-
tilevers as sensors. The use as a calorimeter for investigating
surface catalytic reactions was achieved by coating the sensor
with a thin Pt layer, which catalyzes the exothermic conver-
sation of H2 and O2 to form water [88]. The thermal analysis
of picoliter volumes was shown with the enthalpy change
detection during the phase transition of n-alkanes [129–131].
The measurement of heat transfer during a chemical reac-
tion was also described in [132].

By coating the sensor with a specific photon-absorbing
material, it was possible to monitor heat effects as a func-
tion of wavelength [133]. With a multilayer architecture can-
tilevers could be used for photothermal spectroscopy as well
[134]. In [135] a radiation dosimeter was presented with
ultraviolet cross-linking polymers coated at one side of a
cantilever as optical detectors. The exposure to radiation
causes a bending in the cantilever. Sensing infrared radia-
tion with high sensitivity and resolution was already shown
in [136–139]. In [140] cantilevers were introduced as vibra-
tion sensors to control the power between two optical fibers.

The capability of micromachined cantilevers as stress sen-
sors was shown with the adsorption of molecules to a freshly
cleaved gold surface. The unspecific adsorption of ambi-
ent molecules like water or hydrocarbons [128] could be
seen as well as the forming of self-assembled monolayers
of thiols on the gold surfaces [141–144]. The alkanthiols
formed a monolayer producing a compressive stress, which
can be time-resolved, monitored, and fitted with a Langmuir
kinetic. Cantilevers can be used to monitor thin film growth
processes [84, 145] too. Good overviews of early cantilever
sensor achievements are given in [89] and [146]. By mea-
suring the electric field emanating from a charged-particle
collecting sphere, cantilevers can be used as charged-particle
flux detectors [147].

Bending microcantilevers can be used as chemical sen-
sors by coating one side with a sensitive layer. This layer
will amplify the bending effect compared with an uncoated

cantilever. This was shown for the water adsorption of an
uncoated and a gelatine-coated cantilever [148].

For (specific) chemical sensing a sensitive or selective layer
is necessary to get any kind of signal, because without coat-
ing there will not be any interaction between the cantilever
and the analyte. Polymer-coated cantilevers can be used to
monitor concentration changes of different volatile organic
compounds [149, 150]. It is easy to apply the polymers to the
sensor surface with spray coating, a polymer solution with
an airbrush pistol, or the use of a patch-clamp pipette and a
micromanipulator. The polymer sticks due to physisorption
at the surface and no further modification is necessary.

By using array architectures with sensitively coated can-
tilevers and uncoated reference cantilevers, it is possible to
distinguish between a real signal and an error signal and to
improve the signal-to-noise ratio. Cantilever arrays with dif-
ferently coated cantilevers have been realized by a number
of different groups. In [151–156] a system with a sequen-
tial optical readout was described for an array of eight can-
tilevers. Through coating with different polymers a great
variety of organic compounds could be analyzed using mul-
tivariate data analysis techniques. The qualitative and quan-
titative analysis of mixtures of different organic solvents,
perfume oils, flavors, and whiskies was performed. A mul-
tiple input chemical sensing unit with coated cantilevers,
which are produced by including microelectromechanical
system (MEMS) processes, was presented in [157, 158].
In [159] a complete microcantilever system with coated
cantilevers was described. In [103] chemical sensing using
optical diffraction from an array of microcantilevers was pro-
posed. The micromachined cantilevers contained embedded
deformable diffraction gratings and are functionalized with
polymer coatings.

The latest inventions use array techniques combined
with the high resolution of bending cantilevers for radia-
tion detection arrays such as quantum well photon detec-
tors [160] or electromagnetic and nuclear radiation [161].
A new field of investigation and invention for microcan-
tilevers is array infrared detectors for building uncooled
infrared devices [37, 102, 162–165] or thermal nanoprobes
[33, 166]. Another approach in chemical sensing combines
the adsorption-induced stress and the photoinduced stress
of target molecules in one device. Microcantilevers that
have adsorbed molecules will undergo photoinduced bend-
ing that depends on the number of adsorbed molecules on
the surface. Also, when microcantilevers undergo photoin-
duced bending, molecules will adsorb on their surface differ-
ently. Depending on the wavelength and cantilever material
used, the bending direction can be altered. By combining
this with a chemically sensitive coating, a tunable selectivity
is achieved [167–170].

A last approach of a microcantilever sensing device brings
an array of piezoresistive cantilevers in contact with a sensi-
tive layer. The swelling of the sensitive layer due to analyte
exposure is measured directly by measuring the bending of
the cantilever [171].

4.2. Frequency Detection

Mass-sensitive devices are well established in the wide field
of sensors. One of the most popular representatives is the
quartz crystal microbalance (QCM) device. They are well
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described in the literature, work in gaseous and liquid envi-
ronments, and are relatively cheap and easy to handle.
They are driven by an oscillation circuit and are therefore
very insensitive against external disturbances, providing very
good mass sensitivity [172–174]. The reason for new mass-
sensitive devices based on microcantilevers is the low mass
of cantilevers compared with that of quartz crystal systems.
If one calculates the mass sensitivity of a commercially avail-
able QCM with 10 MHz compared with that of a cantilever
made of single crystal silicon with a fundamental frequency
of 100 kHz, one gets a 1000 times higher mass resolution
for the cantilever [175]. The mechanical properties together
with the low price and fast response times make vibrat-
ing beams ideal candidates for new sensor systems. The
first use of a coated beam structure as a chemical sensor
was reported in [176], and it was first shown in practice
with scanning probe microscopy cantilevers in [128], prob-
ing the resonance frequency shift due to water adsorption
on the cantilever surface. The first CMOS processed beams
for sensor purpose were presented in [177]. With these
early devices a mass resolution ranging from nanograms to
picograms was predicted. The sensitivity of the humidity
sensing device could be enhanced by coating with gelatine
or phosphorous acid [148, 178]. An early experiment for
testing cantilevers as mass-sensing devices was the adsorp-
tion of mercury vapors to gold-coated cantilevers [146, 148,
179]. The first interactions between adsorption, force con-
stant change, and frequency change were described in [84].
If the evaporated mercury layer is too thick, the change in
the elastic properties of the beam material will completely
compensate for the mass effects due to adsorption. A way
to enhance the sensitivity of microdevices to mass loading is
the use of materials with a high surface-to-mass ratio as a
coating material. This was shown for humidity sensing with
a few zeolite single crystals attached to a cantilever sen-
sor [180–182]. Good overviews of the first experiments with
cantilever sensors are given in [89] and [146]. A microme-
chanical sensor for charged-particle flux detection is demon-
strated in [147] with 5 particles. Frequency and damping
rate variation due to electrostatic force gradients were mea-
sured. In [30] cantilevers are used as a low-cost detector in
molecular beam experiments to measure the ratio of neutral
to ionized clusters and the molecular beam profile with an
array architecture of cantilevers.

In all these experiments no additional electronic circuit
for active feedback was integrated. They were all driven
either by the thermal energy or with an additional piezo-
electric crystal as is used in scanning probe microscopes for
the tapping mode.

A typical application of cantilever sensors is the detection
of volatile organic compounds with an array of differently
coated cantilevers. The selective coating consists of poly-
mers that have shown their versatility in QCM systems [183].
The effect is based on a solubility interaction between an
adsorbed analyte and the polymer. The closer the chemical
properties of the analyte and the polymer, the more ana-
lyte is solved in the polymer matrix. This effect increases
the density and the polymer gets heavier and starts to swell.
With these effects and the chemical selectivity of different
polymers it is possible to build a sensor array for analyzing
mixtures of organic solvents.

A chemical sensor based on a micromechanical cantilever
array consisting of eight differently coated cantilevers with a
sequential readout system using a time multiplexing scheme
was introduced in [154, 184]. In this setup the cantilever
motion is detected via beam deflection with an array of ver-
tical cavity surface-emitting lasers and a position-sensitive
detector. The time-multiplexing scheme allows only one can-
tilever at a time to be monitored. In the dynamic mode the
cantilever is driven by a piezoelectric actuator and the fre-
quency change is controlled with a phase locked loop (PLL)
controller. This system enables the simultaneous detection
of the frequency change and the static bending.

A different approach uses an array of piezoresistive can-
tilevers with an integrated microheater for calorimetry and
mass detection [33]. For microbalance purposes the fre-
quency change during the outgasing process of photoresist
due to ultraviolet exposure was monitored.

In [185–188] the parallel frequency readout of an array of
polymer-coated mass-sensitive transducers for sensor appli-
cations is described. The coated cantilevers were exposed
to vaporized organic solvents. Parallel detection of the ther-
mal noise of the cantilevers was possible with an optical
beam deflection technique. By adding a cylindric lens in
front of the laser diode a line focus is formed, which can be
used to illuminate a whole array of cantilevers. The light is
reflected from the beams and collected in a split photodi-
ode. The Fourier spectrum of the detector signal represents
the response of the cantilever array to thermal excitation
and reveals the resonance frequencies of each individual
cantilever. The advantage is the simultaneous detection of
several cantilevers and the improvement of the sensitiv-
ity by measuring higher eigenmodes. However, this method
is very time consuming (the Fourier analysis requires long
recording times), and it is impossible to monitor the bend-
ing of the cantilever at the same time. The data were eval-
uated with principal component regression (partial least
squares, one method of the multivariate data analysis) for
quantitative and qualitative analysis. Therefore, the predic-
tion of unknown concentrations in a binary mixture was
possible.

A new way to enhance sensitivity is the use of bridge
structures, which are both-ends-supported beams. In [189]
the fabrication of a micromechanical mass-sensitive res-
onator using silicon-on-insulator substrates was presented.
Bridge structures have a 6.3 times higher fundamental fre-
quency compared with one-end-supported beam structures
and therefore have a higher mass sensitivity. The resonators
are driven electrostatically and read out optically by means
of the beam deflection method.

In all these experiments no additional electronic circuits
for active feedback have been integrated. They were all
driven either by the thermal energy or with an additional
driving system (piezoelectric crystal or electrostatical) as is
used in scanning probe microscopes for the tapping mode.
As described in Section 3.1 the sensitivity can be enhanced
by enhancing the quality factor. The quality factor is related
to damping and an active feedback loop reduces damp-
ing. This was realized in the latest cantilever sensor systems
where one can find stable self-oscillating cantilevers with
extremely enhanced sensitivity.
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In [190] a feedback driven system was developed. In this
approach an additional feedback circuit is added and PLL
device actively drives the frequency. Due to the magnetic
actuation this system can be used in a liquid environment as
well (see Section 5.3).

A promising approach for microcantilever applications is
the combination of the sensitivity of micromachined beams
with CMOS technology. By including the CMOS process in
cantilever fabrication, it is possible to integrate the electron-
ics on the substrate and to get extremely compact devices.
A CMOS resonant beam gas-sensing system with on-chip
self-excitation was presented in [38, 50, 121, 191–194]. In
these devices the cantilever is thermally excited with two
heating resistors in the cantilever base that are heated peri-
odically. The temperature increase on the cantilever gen-
erates a bending moment due to the difference in thermal
expansion coefficients. The cantilever motion is detected
with a piezoresistive Wheatstone bridge at the base of the
cantilever. The active feedback circuit is integrated on-chip.
The output signal of the Wheatstone bridge is filtered and
amplified, and the phase shift is controlled by a Schmitt trig-
ger that can be adjusted externally. The phase is shifted to
ensure positive feedback. The result is an integrated oscil-
lator operating at the cantilever resonance frequency with
short-term stability of better than 0.1 Hz [38, 195]. The
cantilever has an on-chip thermal actuation and a closed
feedback loop preamplifier circuitry (Fig. 5). For sensor test
purposes the cantilevers were coated with different polymers
for the identification of organic vapors. With multivariate
data analysis it is possible to analyze quantitatively and qual-
itatively a binary mixture of two different organic solvents.
Advantages of this system are the high sensitivity, its com-
pact design, the array architecture, and the integrated elec-
tronics. The disadvantages are the limitations with a gaseous
environment (the CMOS circuits have not been stable in liq-
uids so far) and the fact that the simultaneous detection of
static bending is not possible.

Another approach for the use of scanning probe
microscopy cantilevers as transducers in gas sensor systems

Figure 5. Micrograph of a 150 9m long resonant cantilever with an
on-chip feedback circuit, piezoresistive Wheatstone bridge, and thermal
actuation. Reprinted with permission from [38], D. Lange et al., Anal.
Chem. 74, 3084 (2002). © 2002, American Chemical Society.

was described in [175]. The cantilevers were either actuated
electrostatically or magnetically and read out optically with
the beam deflection technique. For the electrostatic actua-
tion they were integrated in a capacitor-like circuit in which
either the cantilever or the counter electrode was supplied
with alternating current voltage and the other electrode with
direct current voltage or vice versa. For magnetic actuation
the cantilevers were coated with a magnetic material like
iron or cobalt and premagnetized normal to the cantilever
axis. An array was built up of two times three cantilevers
at each substrate with different polymer coatings. The mea-
surement chamber was integrated in a gas-mixing station to
provide different gases and gas mixtures to the measure-
ment system. The readout can only be done sequentially so
far. The cantilever system was integrated in a closed-loop
feedback system in which the signal from the cantilever is
filtered, amplified, and fed back. The closed loop setup pro-
vides stable self-oscillation at the resonance frequency of
the cantilever with a short-term stability of 0.005 Hz for the
electrostatic and 0.01 Hz for the magnetic actuation [196].
The quality factor can be enhanced for a cantilever with
100 kHz from ∼200 with vibrating in air driven by the ther-
mal energy up to 400,000 driven actively. This enhancement
provides a 1000 times higher frequency stability compared
with the systems actuated with thermal energy (Fig. 6). With
this measurement electronics it is possible to measure fre-
quency changes and the static bending of the cantilever
simultaneously.

For gas-sensing purposes different polymers were chosen
so that with multivariate data analysis it was possible to
analyze quantitatively and qualitatively a ternary mixture of
three different organic solvents. A qualitative principal com-
ponent analysis of the mixture after normalizing the data
set is shown in Figure 7. In a principal component analy-
sis (PCA), a high dimensional vector space (one dimension
from each cantilever sensor if only one variable like max-
imum frequency change is evaluated) can be projected to
two (or at least less than the original) dimensions, which
nonetheless contain nearly the whole information. In the
so-called scores plot of a PCA, data points which reflect
similar properties cluster in a certain region. The more
similar the properties, the closer two points are together.
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Figure 6. Frequency spectrum of a cantilever driven by thermal noise
(upper curve, triangles) and of the same cantilever driven with a closed
feedback loop and magnetic actuation (lower curve, squares), measured
with the spectrum analyzer function of a hp4195A [175].



Cantilever-Based Sensors 509

Figure 7. PCA scores plot for the calibration of an array of six polymer-
coated cantilevers showing the first two principal components for quali-
tative and quantitative analysis of a ternary mixture of organics solvents
(before calculation of the PCA the data were normalized).

Which property leads to the clustering depends on the par-
ticular system. Here, data points cluster if interactions with
the sensors and hence their chemical natures are similar. As
can be seen in Figure 7 the data points rearrange in clus-
ters. The larger the distance between two clusters the better
the sensor array is able to separate the two analytes. After
the system was calibrated with a training set of different
ternary mixtures, a linear regression model with the partial
least squares (PLS) method was applied and a prediction
of unknown concentrations could be done. In Figure 8 the
predicted values are plotted against the true concentration
values of an organic solvent. The concentration is given in
parts per million of the carrier gas (synthetic air). Obviously,
an acceptable prediction is achieved.

Advantages of this system are the high short-term stabil-
ity, the easy setup, and the possible use in liquid environ-
ments. The disadvantage is that so far a parallel readout is
not possible.

Figure 8. Predicted concentrations vs. true concentrations for 1-butanol.
The model used for this prediction was a linear regression model (PLS2).
The ternary mixture was evaluated for only one unknown concentration
after training the model with the data from Figure 7.

5. SENSOR APPLICATIONS
IN THE LIQUID PHASE

In biosensing applications there is a need for fast, easy to
use, cheap, and highly sensitive methods for the recognition
of biomolecules. A high grade of parallelization is a must
because of the demand of the pharmaceutical industry for
high throughput screening. All these points can be fulfilled
by micromachined cantilever sensors, and therefore they are
the ideal candidates for biosensing applications.

5.1. Surface Modification

As defined in Section 2 a liquid sensor or, more specifi-
cally, a biosensor has as its main part a transducer combined
with a recognition unit. The recognition element is in most
cases a single-strand DNA, a protein, or an antibody. These
molecules usually will not stick at the surface themselves.
Their long-term stability on the surface is in most cases not
given. Therefore, a chemical surface functionalization has to
be applied to deposit a receptor layer on a cantilever surface.
The ideal case of a surface functionalization is a closed, uni-
form monolayer of the receptor that is covalently anchored
to the surface with enough space to interact with the specific
ligand. The receptor activity should be maintained over time
and resist several regeneration cycles.

To anchor a molecule covalently to a surface the sen-
sor has to be modified and functionalized. Most cantilevers
are made of silicon, silicon nitride, or silicon dioxide. Such
a surface can be activated and functionalized with silanes
[197]. The silanes form a dense polymer covalently linked to
the surface with free functional side groups. These groups
can react with other side groups of the target molecule.
Another popular method for surface functionalization is
the evaporation of thin layers of noble metals like gold.
Alkane chain molecules with thiol side groups form ordered
self-assembled monolayers (SAM) on gold substrates [198].
These uniform, densely packed, and covalently linked mono-
layers can be synthesized with different chain lengths and
end groups. The end groups are used to link other molecules
to the functionalized surface. With the chain length one
can vary the spacer length between the surface and the
active site in the recognition layer and therefore guarantee
the best possible activity. Because of their variability SAMs
are one of the most popular methods used for biosensor
applications.

From the application point of view, one has to decide
which surface modification technique is required. Among
others, the following parameters are involved in the choice
of the chemical surface modification protocol: type of sub-
strate (e.g., plastic, glass, silicon, gold, or ceramics), the
functional unit that has to be attached (e.g., polymers, anti-
bodies, or other proteins or lipids), the type of sample
(e.g., DNA, DNA–protein mixtures, pure proteins, or cells),
and the type of liquid transport (e.g., pressure driven or
electroosmotic). Additional introductions to surface coating
techniques and reviews can be found in [199, 200].

If one wants to use the deflection detection method for
cantilevers, only one side has to be functionalized. Using
thiol monolayers this can be done by evaporating gold only
on one side of the cantilever or incubating only one side
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of a double-sided gold-coated cantilever in the thiol solu-
tion. Incubating only one side always causes stress that has
to be taken into account [143]. In [201] a procedure is
described for coating each side of the cantilever with a dif-
ferent thiol. Nevertheless, surface functionalization is as easy
as it sounds, but if deflection detection is used the exper-
imenter has to ensure that the specific interaction occurs
only at one side of the cantilever and, even more important,
unspecific interaction is blocked. One easy way to block sur-
faces against unspecific adsorptions is treatment with bovine
serum albumin (BSA), a protein with the ability to adsorb
on nearly every surface and to be very resistant to a wide
variety of chemical and physical conditions such as changes
in salt concentration, weak acids and alkaline solutions, and
temperature changes. Besides the property of blocking sur-
faces, the unspecific protein adsorption can be used for
surface modification too. By using functionalized BSA a sur-
face can easily be modified biologically with a close, uni-
form, and compact layer. One example is the modification
with biotinylated BSA to get a biotin surface coverage [202].
Another way to modify surfaces with adsorbing proteins is
protein A. Protein A has nearly the same adsorbing charac-
teristics as BSA, and it is able to bind the Fc fragment of
most immunoglobulin G antibodies [203], which comprise
the largest class of antibodies. With this method an antibody-
coated surface can be prepared. Besides blocking the surface
against unspecific adsorption with BSA or other proteins,
the surface can be covered with a monolayer of nonreac-
tive macromolecules or polymers. Polyethyleneglycols have
proven their suitability for protecting surfaces against the
unspecific absorption of proteins [204, 205].

Organic layers can be created on solid substrates without
the need for reactive surface sites with Langmuir–Blodgett
(LB) film transfer. The LB deposition transfers ordered
layers of amphiphilic molecules from the water/air to the
solid/air interface and allows the precise control of multi-
layer formation [206]. Sol–gels can be used for surface func-
tionalization too [207]. They allow the creation of layers of
porous materials with controlled pore size [98]. An increase
in the active area can act as a catalyst with the pores serv-
ing as a mechanical filter to improve the specificity of the
interaction [208].

5.2. Deflection Detection

With the deflection detection method in liquids it is possible
to use cantilevers as stress sensors by performing electro-
capillary curves with gold- or platinum-coated cantilevers as
working electrodes [209]. The change in voltage causes a
static bending and enables the study of the thermodynamics
of the electrode–electrolyte interface. Similar electrocapil-
lary curves were reported in [89, 210]. In [211] the bend-
ing of a cantilever due to the electrochemical deposition
of polyaniline to one side of the cantilever is reported. By
cyclic oxidation and reduction of the polymer the cantilever
is reversibly deflected and restored to its original position.

Changes in surface energy can also be measured with
bending microcantilevers. In [212] a cantilever deflects
due to changes in the pH value or salt concentration of
the surrounding liquid. This effect could also be shown
for thiol-modified cantilevers [201]. Differences in the

pH dependence of a mercaptohexadecanoic acid-coated
cantilever and a hexadecanethiol-covered reference can-
tilever were reported in [213]. Additional experiments
have been presented with metal-modified and aminosilane-
modified surfaces. Only the change in the pH value
influences the bending; negligible bending was found for
variations in salt concentrations [214]. Trace amounts of
Hg2+ can be detected by using a gold-coated microcantilever
[215]. The bending occurs due to accumulation of the Hg2+

on the gold surface. Coating the surface with a SAM of
a long-chain thiol compound could improve the sensitivity.
The detection of cesium and calcium ions was possible with
the modification of the surface with an ion-selective SAM.
A method for in-situ monitoring of ions in the range 10−7–
10−11 M was developed in [216, 217]. In addition, the use
as a temperature sensor in liquid environment was shown
in [89]. A polymer-coated cantilever can be used for the
detection of different amounts of ethanol in water. It was
proposed in [150] that the bending of the cantilever due to
a change in ethanol concentration is caused by a swelling
of the polymer matrix. In addition, the adsorption-induced
variation in the spring constant of microcantilevers due to
Na+ ions was proposed in [218].

All of these experiments based on the measurement of
the bending of the cantilever and a wide range of signal
domains such as pH value, salt concentration, temperature,
and electrochemical activity can and will be transduced by a
static deflection of the cantilever. During the measurement
of a biological affinity reaction all these parameters have to
be kept constant or the result is ambiguous. This problem
and the difficulties in the quantification of the results are
always present during the experiments.

It is possible to build a chemical sensor based on polymer-
coated microcantilevers in a liquid environment. In [219]
thiolated 6-cyclodextrins form a SAM on the cantilever sur-
face, which enables an unspecific interaction with analyte
molecules such as a naphthalene derivative. Similar results
could be obtained for other cyclodextrin layers on smooth
and nanostructured gold surfaces.

Since the introduction of microcantilevers many biologi-
cal experiments using static deflection have been presented.
In [220–222] a so-called force-amplified biological sensor
was used to take advantage of the high sensitivity of scan-
ning probe microscope cantilevers to detect the presence of
small magnetic particles bound to a cantilever by a sandwich
immunoassay technique. The magnetic particles were func-
tionalized with a specific biological species whose counter-
part is on the cantilever surface. To detect the binding event
the deflection of the cantilever is measured while the mag-
netic particles amplify the deflection through magnetization
of a strong permanent magnet and a modulated additional
magnetic field. With this technique concentrations down to
10−18 M were proposed to be detectable.

An important field of investigation is the unspecific
adsorption of proteins and cells. In [223] the interrogation of
living cells grown directly on the cantilever surface to exter-
nal chemical stimuli was proposed. The unspecific adsorp-
tion of proteins such as BSA on one side of the cantilever
causes stress and therefore a static bending of the cantilever
[153, 212, 224]. The differentiation between the adsorption
of a low-density lipoprotein and its oxidized form on heparin
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was monitored in [225] as well as the surface stress induced
by slow conformational changes of proteins in [226].

Besides the field of unspecific adsorption, the field of spe-
cific binding events is very promising. In [146] the variation
in an antibody-coated microcantilever deflection as a func-
tion of time due to interactions with antigens was reported.
The adsorption kinetics and mechanical properties of thiol-
modified DNA oligonucleotides on gold were investigated
with microcantilever sensors [227, 228]. The sensor used
had an integrated piezoresistive readout and is integrated
in a microliquid handling system. The specific detection of
two forms of prostate-specific antigen over a wide range
of concentrations in a background of different proteins was
reported in [229]. The antigen–antibody interaction of biotin
and streptavidin or the binding of a herbicide to its mono-
clonal antibody with a bending cantilever as transducer is
described in [201, 230]. This enables the label-free detec-
tion of an antigen–antibody interaction with a miniaturized
micromechanical system.

With cantilever sensors one can also enter the field of
genomics. A first example of an array of cantilevers detecting
DNA hybridization was presented in [231]. The hybridiza-
tion of complementary oligonucleotides showed that a sin-
gle mismatch between two 12-mer oligonucleotides is clearly
detectable. The principle of this hybridization reaction is
shown in Figure 9. These promising results were obtained in

Figure 9. Schematic illustration of a hybridization experiment. Each
cantilever is functionalized on one side with a different 12-mer oligonu-
cleotide base (red or blue) differing in only one base. (a) The differ-
ential deflection signal is set to zero. (b) After injection of the first
complementary oligonucleotide (green), hybridization occurs on the
cantilever providing the matching sequence (red) and increasing the dif-
ferential signal )x. (c) Injection of the second complementary oligonu-
cleotide (yellow) causes the cantilever functionalized with the second
oligonucleotide (blue) to bend. Reprinted with permission from [231],
J. Fritz et al., Science 288, 316 (2000). © 2000, American Association
for the Advancement of Science.

[232] with a 10-mer oligonucleotide. It is possible to measure
with cantilever sensors single nucleotide polymorphisms fast
and easily.

5.3. Frequency Detection

All of the previously mentioned examples of cantilever liq-
uid sensors are based on the bending of the micromachined
beam. The most important problem that has to be solved
if the frequency change in liquids should be the measured
value is the damping in liquids. As described in Section 3.1,
in liquids high damping occurs with a decreasing resonance
frequency and, even more important, a decreasing quality
factor. Generally the quality factor decreases by 2 orders of
magnitude if the surrounding medium is changed from air
to water. Because of these effects it is nearly impossible to
measure frequency changes below 10–20 Hz.

The damping is caused by changes in the density and the
viscosity in the surrounding medium and can be explained by
an increase of the effective mass due to an added mass of the
liquid being dragged with the cantilever. The resulting fre-
quency change can be used for quantitative measurements
of the density/viscosity of different liquids [74, 233].

In [146] the hybridization of an 8-mer DNA oligonu-
cleotide is proposed to be measured with the frequency
change of a resonating cantilever, but no data have been
published. With a cantilever operated in the resonating
mode in [234] the adsorption of bacteria was investigated.
The number of bacteria adsorbed onto an antibody-coated
surface could be weighed and counted. The measurements
were not only measurements in the liquid phase, they were
also performed on a dry cantilever in air to get a higher
frequency resolution. In [235] cells were been immobi-
lized, but measurement of the frequency change was not
reported.

The main problem in all these measurements is the high
damping, not the biological preparation. A solution to this
problem is to take advantage of the closed feedback loop
described earlier. If it is possible to design a closed feedback
loop that will work in liquids in an appropriate manner, the
damping could be reduced and the quality factor enhanced.
This was done in [190] to measure ethanol in water with a
polymer-coated cantilever and the antigen–antibody interac-
tion STAR71-BRAC30. In this measurement setup the can-
tilever is driven with a PLL-controlled oscillator connected
to a feedback loop with a variable phase shifter and gain
amplifier. The results obtained are a first step in the direc-
tion of measuring biological interactions in the liquid phase
with resonating microcantilevers. Another promising result
is described in [175]. In this setup a self-oscillating system is
designed that needs no further actuation. This easy design
enables the stable oscillation of cantilevers in the liquid envi-
ronment. The versatile use of this system was proven with
the quantitative measurement of the viscosity and density
changes in different ethanol/water mixtures. The short-term
frequency stability obtained is approximately 0.3 Hz and
therefore an enhancement of the quality factor of 2 orders
of magnitude was possible.
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Figure 10. Optical microscope images of a sensor chip which consists
of 10 piezoresistive cantilevers in a channel and 4 inlets/outlets. The
piezoresistor, which serves as a readout mechanism to detect the bend-
ing of the cantilever, is fully encapsulated and can be used in liquids.
Reprinted with permission from [227], J. Thaysen et al. “International
Conference of Microelectromechanical Systems,” pp. 401–404, 2001.
© 2001, IEEE.

6. SUMMARY AND FUTURE TRENDS
IN MICROCANTILEVER SENSORS

In this chapter it was shown that most of the fundamental
problems in cantilever sensor technology are solved in the
laboratory state. It is possible to fabricate small cantilevers
with low force constants that are very sensitive to bending
moments. On the other hand, stiff cantilevers can be pro-
duced with high frequencies that are very sensitive to mass
changes or changes in the force constant. There are a large
variety of different methods for measuring the movement of
the cantilever, starting with optical techniques and ending
with CMOS-manufactured piezoresistive cantilevers. A few
different methods for coating the surface with different poly-
mers for gas sensing purposes and with biological layers for
biosensing purposes were introduced. First approaches to
work with arrays of cantilevers for reference measurements
and pattern recognition to improve signal quality were pre-
sented. In addition, some methods based on closed feedback
loop operations for the enhancement of the quality factor in
gaseous and liquid environment were shown.

Most of these measurements are promising approaches
to a completely new class of miniaturized sensor systems.
However, under real conditions sensors have to be sta-
ble long-term with low power consumption in an extremely
small housing for low cost. Ease of use and reproducibil-
ity are additional factors for an industrial sensor system.
In biomedicine and biotechnology only small amounts of
reagents are available and high sensitivity and high through-
put screening are requirements. Furthermore, the prepa-
ration of high amounts of reproducible biofunctionalized
surface modifications in an easy-to-use liquid handling sys-
tem is necessary for biosensing applications.

At present there are several approaches to solving these
problems. In Figure 5 CMOS-processed cantilevers com-
bined with subsequent CMOS-compatible micromachining

were presented with the complete electronic circuitry for
cantilever driving and signal conditioning [38, 195]. With this
industrial technique it is easy to mass produce large and
compact arrays of integrated cantilevers for the detection of
gaseous analytes.

Besides an integrated readout and driving system it is nec-
essary to combine sensing systems with the requirements of
biotechnology. One approach is an array of 10 cantilevers
with a piezoresistive readout for deflection detection inte-
grated into a microfluidic handling system onto a silicon
chip as shown in Figure 10. These cantilevers are com-
pletely encapsulated and can be operated stably in liquid
environments.

Another development focuses on larger arrays. At the
moment an array of 2 to 10 cantilevers is state of the art,
but this is not enough for the requirements of the indus-
try for extremely high parallelization. Large sensor arrays
with 1024 cantilevers combined with MEMS technology are
used in [34, 236, 237] as ultra-high density storage devices.
Besides the piezoresistive readout of these large arrays, new
optical readout techniques are being explored [37, 103, 165,
238] for parallel optical detection.

One next step will be to go to smaller cantilevers
with higher frequencies and therefore better mass resolu-
tion in the dynamic mode of operation. These approaches
are presented in [24–31] for an optical detection system.
Nanometer-sized cantilevers with frequencies in the mega-
hertz range and integrated CMOS circuitry are the newest
steps in the future direction of high resolution mass sensi-
tivity [239, 240].

GLOSSARY
Biosensor Often defined as a compact analytical device
incorporating a biological or biologically derived sensing ele-
ment either integrated within or intimately associated with
a physicochemical transducer.
Complementary metal oxide semiconductor (CMOS) Spec-
ial semiconductor technology, standard process for most
integrated circuits.
Integrated circuit (IC) Semiconductor device (e.g., ampli-
fier, oscillator, or microprocessor), in which all resistors,
capacitors, and transistors which perform the desired func-
tion of the circuit are processed together.
Multivariate data analysis Methods for dealing with large
tables of data by displaying the data in a few meaningful
plots that contain the most important information. Methods
for displaying are, for example, principal component analy-
sis for an overview over groups and trends, the classification
or discriminant analysis for analyzing the groups, and the
multiple regression analysis or partial least squares projec-
tion to build quantitative models for prediction of unknown
analytes.
Scanning force microscopy (SFM) A method to measure
the interaction forces between two surfaces for getting a
three-dimensional picture of the surface.
Sensor A miniaturized device that converts a chemical
state into an electrical signal. It mainly consists of three
parts: the recognition site, the transducer, and the readout
system.
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1. INTRODUCTION
The element carbon occupies a special place in nature. The
whole living world is built of carbon, which makes a huge
number of (organic) compounds. This is possible because
of the electronic structure of the carbon atom, resulting
in different chemical bonds. Though carbon belongs to the
same group as silicon, thanks to the carbon bonding degen-
eracy, unlike silicon, carbon can exist in various allotropic
forms, starting from sp2 bonded graphite, across a whole
variety of carbon materials including glassy carbon, amor-
phous sp2 bonded carbon, polymeric materials, fullerenes,
nanotubes, amorphous diamond-like carbon with majority of
sp3 bounded atoms, to diamond with strong sp3 tetrahedral
bonds.

Carbon has been accepted by the power source industry
because of its unique properties of good electronic conduc-
tivity, good intercalation capability, chemical inertness, low
cost, wide availability, ease of fabrication, and availability
in many different forms. One of the earliest uses of carbon
in a commercial battery was in 1841, when Robert Bunsen
proposed replacing the expensive platinum current collec-
tor of a Grove cell with a more cost-effective carbon one.

Nowadays the unique properties of carbon make it a pre-
ferred constituent of virtually all power source technologies.
Better performance of carbon in lithium battery is achieved
using Chevron acetylene black, which has a surface area of
40 m2 g−1, instead of graphite (5 m2 g−1). High-surface-area
carbons, such as Ketjenblack (1000 m2 g−1) or Black pearl
2000 (2000 m2 g−1), could further improve its performance.
Various forms of carbon have been considered as hydrogen
storage media, such as carbon nanotubes or carbon nano-
fibers [1]. If the high storage capacity of nanofibers can be
realized in a practical system, it could revolutionize hydro-
gen storage for fuel cell application. Carbon in supercapaci-
tors is also being developed as a rechargeable power source
for electric vehicles and consumer electronics. Carbon is one
of the most common electrode materials, either in powdered
form or as woven cloths with surface areas in the range of
1000 to 2000 m2 g−1 and pore size from <2 nm to >5 nm.
Intense research is being conducted worldwide into devel-
opment of carbon nanomaterials for lithium battery technol-
ogy, hydrogen storage, and fuel cells.

Carbon has also been gaining importance for its ability to
induce different properties and to form composite materi-
als. The term composite materials is often taken to mean
continuous fiber-reinforced polymer-matrix composites. This
family includes glass fiber-reinforced polyester resins, used
for boats and large tanks, and carbon fiber-reinforced epoxy
resins, used on many aircraft. They offer a very good com-
bination of high stiffness and low density. Another form of
commercial carbon is “whiskers,” which are fibrous single
crystal and which have been produced commercially since
1962. Relatively inexpensive silicon carbide whiskers can be
formed by the pyrolysis of rice husk. The husk of rice is
rich in silica. During pyrolysis the cellulose dehydrates to
carbon; this reduces the silica to silica monoxide. Silicon car-
bide whiskers are apparently formed by the interaction of
silicon monoxide vapor with carbon [2].

Prior to 1985, it was known that two allotropic forms
of carbon exist: diamond and graphite. However, after the
discovery of the fullerene family by Kroto et al. [3], and
their microscopic preparation by Kratchmer et al. [4], it has
become well known that carbon has three allotropic forms,
namely diamond, graphite, and the fullerene family. But is
it really so? In addition to these forms, we have many other
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forms of carbon such as active carbon, black carbon, car-
bon beads, nanobeads, nanotubes, fibers, etc. Which class of
carbon should these materials therefore be considered as?
For example, has the classification of carbon as diamond and
graphite led us to think of the existence of the fullerene fam-
ily? Certainly not. Moreover, does the classical classification
give us any impetus to think of the possibility of developing
any new forms of carbon? The answer is No.

Thus, there is a need to evolve a new classification of car-
bon which on one hand, can give us an insight for developing
new forms of carbon, and on the other, should be able to
classify all the existing forms of carbon. For this purpose,
perhaps it would be advisable to examine some of the prop-
erties of carbon, which are distinctly different from other
forms of carbon. We shall discuss this aspect here in more
detail.

However, it would be a difficult task to cover all aspects
of carbon in this small review, since each aspect of carbon
can form a book in itself. Hence, in this review, an inquiry
is made into the suitability of the conventional classification
of various allotropes of carbon and whether classification
gives an insight into developing newer forms of carbon. This
is followed by a brief description of conventional types of
synthesis, properties, and applications of carbon, which have
been discovered lately. In order to keep the list of refer-
ences to a minimum number, references appearing within a
given paper are, as far as possible, not included in the list
of references.

2. CLASSIFICATION OF CARBON
Conventionally carbon has been classified in two forms: dia-
mond and graphite. Has this type of classification given us
any help in searching for newer allotropes of carbon? After
the discovery of the fullerenes family, a third allotrope of
carbon, “fullerenes,” was adopted. Hence there is a need to
reconsider the classification procedure for carbon to evolve
a classification which can help to discover newer carbon
materials. A classification of carbon based on the nature
of carbon atoms present in the carbonaceous material per-
haps may be more appropriate and may open a Pandora’s
box for developing many new varieties of carbon than what
we have been able to even think of. For example, diamond
has atoms with 100% sp3 type of carbon, while graphite has
100% sp2 carbon atoms. The former is an insulator due to
its very large bandgap (5.5 eV) while the latter is a conduc-
tor (bandgap being in vicinity of 0.25 eV or low). These two
examples immediately give us a clue that there is a possi-
bility of millions of permutations and combinations of sp3

and sp2, giving an innumerable variety of carbon with var-
ied bandgaps in the range of 0.25 to 5.5 eV. Diamond-like
carbon (DLC) and glassy carbon are two examples of such
combinations. Neither of them can be classified as diamond
or graphite. Therefore, a classification of carbon on the basis
of ratio of sp3 and sp2 carbon atoms present in the material
may be more appropriate than the conventional classifica-
tion. We can thus classify carbon again in three forms: (i)
diamond (100% sp3), (ii) intermediate carbon (with differ-
ent ratios of sp3/sp2 carbon atoms), and (iii) graphite (100%
sp2). All forms of carbons will fall in one of these three
categories. This classification also gives us an opportunity

to understand the reasons for carbon showing its novelty.
Carbon nanobeads, carbon nanotubes, carbon fibers, active
carbon, charcoal, and fullerenes all fall in the intermedi-
ate group of carbon because they contain different ratios of
sp3/sp2. Perhaps it may be a good idea to devote some time
to discuss structural aspects, applications, and properties of
carbon belonging to these three new groups of carbon.

3. DIAMOND-TYPE CARBON WITH PURE
sp3 CONFIGURED CARBON ATOMS

3.1. Structural Aspect

Material containing 100% sp3 bonded carbon is classified
as “diamond.” Carbon in the form of diamond belongs to
the cubic system and is the hardest material known. It has
the same space lattice as zinc blend (Fig. 1a) except that
alternate tetrahedral sites and all octahedral sites are filled
with carbon atoms instead of sulfur and zinc, respectively.

The essential point of this structure is that every carbon
atom is surrounded by four other carbon atoms situated at
the corners of a regular tetrahedron. Thus, all carbon in dia-
mond has the sp3 configuration. The distance between the
centers of two adjoining atoms is 1.54 Å which, strangely,
corresponds very closely to the distance between two carbon
atoms attached to each other by a single covalent bond in
aliphatic organic compounds. This agreement, together with
the fact that each carbon atom in diamond has four others
situated around it at the corners of a rectangular tetrahe-
dron, suggests that every atom is joined to four others by
covalent linkages. It will be noticed from Figure 1b that the
carbon atoms form a series of hexagonal “puckered” rings
similar to those in cyclohexane, where the carbon atoms
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Figure 1. (a) Zinc sulfide (zinc blend) lattice and (b) space lattice of
diamond forming hexagonal “puckered” ring like cyclohexane. (c) Car-
bon atom surrounded by four other carbon atoms forming channels in
diamond structure.
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are joined by single linkages. This figure, however, clearly
shows the possibility of the existence of many interlocked
hexagonal nanochannels, and the diameter of the channel
would have a dimension similar to the hexagonal cyclohex-
ane ring (Fig. 1c). Hence diamond can also exist in hexago-
nal form (lonsdaleite) with a wurtzite crystal structure where
the C C bond length is 1.52 Å. The crystal density of both
types of diamond is 3.52 g cm−3.

3.2. Synthesis of Diamond
and Diamond Films

Until the 1950s, nature was the only source of diamond,
because of the extreme conditions required for its forma-
tion. Since at room temperature and atmospheric pressure
the trigonal bond is more stable, a very high tempera-
ture (greater than 2500 K) and high pressure (around
100,000 atm) are required to induce the formation of tetra-
hedral bond. In the 1950s, scientists simulated these condi-
tions in the laboratory to produce synthetic diamond.

Two decades later, in the 1970s, scientists showed that
diamond could be produced at lower temperature (1000 K)
and subatmospheric pressure by thermal dissociation of
hydrocarbon gases, for example, methane, ethane, acetylene,
etc. This process involves dissociation of hydrocarbon, typi-
cally methane-hydrogen mixture, with the addition of small
amount of oxygen. Techniques such as hot filament, flame
(acetylene torch), or microwave excitation are used for the
dissociation process. The growth process consists of a com-
petition between the tetrahedral and trigonal bonds where
the former are promoted and the latter suppressed by their
etching generated by atomic hydrogen and oxygen or inter-
nal rearrangement of carbon atoms [5]. It was believed ear-
lier that the substrate’s temperature in excess of 1000 K was
necessary to get a diamond film, but now it has been shown
that diamond film can be grown at 700 K or less also. Sharon
and co-workers [6] have been able to prepare diamond by
chemical vapor deposition of soot of camphor (Fig. 2).

The standard free energy changes for the process
Cgas → graphite and Cgas → diamond are −671.26 and
−668.36 kJ mol−1 at 298 K, respectively. This comparison
suggests that the thermodynamic driving forces for form-
ing graphite and diamond from vapor phase are similar.
Hence large numbers of chemical vapor deposition (CVD)
diamond deposition techniques have been developed. The
following are the essential requirements for deposition of
diamond film by CVD process:

(i) A carbon source gas that is rich in hydrogen but
dilute (typically ∼1.0 vol%) in the carbon-containing
gas. The gas mixture may contain oxygen in form of
CO.

(ii) A process to activate the gas to produce free radicals,
excited molecular species, or plasma.

(iii) A temperature-controlled substrate (typically at 500–
900 �C).

CVD processes can be classified as thermal methods (e.g.,
hot filament methods) and plasma methods (direct cur-
rent, radio frequency, and microwave). Film deposition rates
range from less than 0.1 �m h−1 to ∼1 mm h−1 depend-
ing upon the method used, although over a small area,
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Figure 2. (a) Diamond thin film deposited over quartz glass from
the soot of camphor. (b) Magnified SEM view of the diamond film.
Reprinted with permission from [6], K. Mukhopadhyay et al., Mater.
Chem. Phys. 49, 252 (1997). © 1997, Elsevier Science.

high deposition rates of 100 mm h−1 or more have been
reported. Thinner films with good adhesion to substrates
(e.g., silicon wafer) have been achieved, but in thicker films
spalling or delamination occurs because of built-in-stress [7].

CVD diamond films can be deposited on a wide range
of substrates (metals, semiconductors, insulators, single crys-
tals and polycrystalline solids, glassy and amorphous solids).
Most of the CVD diamond films reported to date have been
grown on single-crystal Si wafers, mainly due to availability,
low cost, and favorable properties of Si wafers. However,
one could use any other substrate for deposition of diamond
provided it meets the following requirements [8]:

1. Substrate must have melting point higher than the tem-
perature required for diamond growth. This precludes
the use of plastic, aluminum, and glasses, GaAs, etc.

2. Thermal expansion of substrate material must be com-
parable to that of diamond. Otherwise, diamond film
will experience compressive stresses from the shrink-
ing substrate, leading to bowing of the sample and/or
cracking, flaking, or even delamination of the entire
film.

3. In order to form adherent films, it is a requirement that
substrate material be capable of forming a carbide layer
to a certain extent. The carbide layer can be pictured
as the “glue” which promotes the growth of diamond
and aids the adhesion. Therefore, material which does
not have many tendencies to form carbide (e.g., Cu, Sn,
Pb, Ag, Au, and Ge, sapphire, alumina) forms only few
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layers of carbide. This layer of carbide helps the growth
of the subsequent layer of diamond as well as helps to
form a strong adhesion with the substrate. But those
materials which have greater ability to form carbide
(e.g., Pt, Pd, Rh, Ni, Ti, and Fe) promote the growth
of a thicker layer of carbide over the substrate. These
materials, in addition to helping the growth of diamond,
also modify the property of deposited diamond. There
are some materials which form carbide easily (e.g., met-
als like Ti, Zr, Hf, V, Nb, Ta, Cr, Mo, W, Co, Ni, Fe, Y,
Al, etc., and nonmetals like B), and when these mate-
rials are used as substrate, most of the layers of the
diamond are in form of carbide; thus the property of
diamond is completely changed.

It is believed that mechanical polishing with diamond grit
ranging from 10 nm to 10 �m aids nucleation by creating
appropriately shaped scratches in the surface, which act as
growth templates, or by embedding nanometer-sized frag-
ments of diamond into the surface, which then act as seed
crystals, or a combination of both [9].

Diamond thin films have been grown from a diluted mix-
ture of a hydrocarbon gas (e.g., methane) in hydrogen. For
example, a gas mixture consisting of methanol and hydro-
gen introduced at pressure of 10 Torr gives a deposition
of diamond on the substrate maintained at 800 �C. Atomic
hydrogen prevents the surface reconstruction from a satu-
rated sp3 diamond to sp2 graphite microstructure. Hydrogen
also helps in abstracting hydrogen from hydrocarbon surface
sites and gas-phase hydrocarbon species to form reactive
radicals. Sharon and Chaterjee [10] have been able to get
diamond film by pyrolysis of turpentine oil with iron catalyst
at 650 �C under argon gas (Fig. 3).

The purity and the property of the film are strongly con-
trolled by the graphitic carbon content in diamond film.
Doping by phosphorus gives n-type diamond. This was
achieved by carrying vapor of phosphorus/methanol mixture
into the reactor from a solution of P2O5 in methanol [11].
Microwave plasma-assisted CVD from a mixture of H2S in
1% CH4/H2 on a Si substrate [12] has also given n-type dia-
mond. Diamond has also been doped with nitrogen by allow-
ing vapor of urea into the reactive chamber where n-type
diamond is being formed [13]. For this purpose a saturated
solution of urea and methanol in acetone is vaporized and
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Figure 3. SEM micrograph of diamond film obtained at 650 �C from
pyrolysis of turpentine oil in presence of ferrocene catalysts.

carried into the hot-filament chemical vapor deposition unit
along with acetone and hydrogen. Nitrogen could be doped
to ∼3.5 × 1020 N atoms per cubic centimeter into the dia-
mond. Such a high concentration of N is usually difficult
to incorporate in diamond when using nitrogen or ammo-
nia as the dopants. Boron doping of diamond has been
achieved by dissolving B2O3 in methanol [14]. This process
gives volatile trimethylborate (CH3O)3B. Ferreira et al. [15]
prepared boron doped diamond by hot-filament technique.
CH4 flow (0.5 s cm−3) was maintained along with flow of
hydrogen through a solution of B2O3 in methanol. Boron
could be carried by hydrogen from this mixture. Furnace
temperature was maintained at 800 �C.

3.3. Properties of Diamond Thin Films

Although the standard enthalpies of diamond and graphite
only differ by 2.9 kJ mol−1, a large activation barrier sep-
arates the two phases, preventing interconversion between
them at room temperature and pressure. Ironically, this
large energy barrier, which makes diamond so rare, is also
responsible for its existence, since diamond, once formed,
cannot spontaneously be converted to the more stable
graphite phase. Thus diamond is said to be metastable, that
is, kinetically stable but thermodynamically unstable.

Diamond possesses several technologically important pro-
perties, including extreme hardness, high electrical resis-
tance, chemical inertness, high thermal conductivity, high
electron and hole mobility, and optical transparency
(Table 1).

As per the solid-state concept of vacuum scale, electrons
present in or above the vacuum scale are expected to be free
electrons. Since the conduction band of diamond lies above
the vacuum scale, this means that if electrons of diamond
are excited from valence band to conduction band, they will
behave like free electrons. This condition is different from
a state of any other material whose conduction band lies
below the vacuum scale. With such material, although elec-
trons excited from its valence band to conduction band are
free, they still belong to the same material, whereas with dia-
mond, they become nonbound free electrons. This also sug-
gests that if diamond were heavily doped such that its Fermi
level shifted to about 0.1 eV below the conduction band, dia-
mond would become a free electron emitter. Unfortunately,
it has not been possible to dope diamond with donor atoms
to this extent so far.

It is interesting to observe that naturally occurring dia-
mond, though in pure form (intrinsic diamond), is p-type.
The reasons for intrinsic diamond being the p-form are not
very well understood, though many explanations have been
given. The author of this chapter would like to propose
the following arguments to explain this behavior. Conver-
sion of material into either n- or p-type depends upon the
nature of dopant added into the materials. If dopant has a
greater number of electrons than the host atom, the mate-
rial becomes n-type, and if the dopant has a smaller number
of valence electrons than the host, the material becomes
p-type. This behavior is quite reasonably understood. Why
diamond in pure form should exist in p-form is not very well
understood. Perhaps, this strange behavior of diamond can
be explained by considering the electronic configuration of
carbon atoms bonded into the structure.
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Table 1. Some outstanding properties of diamond.

Property Value

Atomic mass 12.01
Crystalline structure fcc
Symmetry Fd3m
Chemical bond covalent sp3

Lattice parameter 3.56
Density 3.51 g cm−3

Melting temperature 4000 �C
Highest bulk modulus 1�2 × 1012 N m−2

Hardness 6000–10000 kg mm−2

Linear expansion coefficient 1�18× 10−6 deg−1

at 300 K
Lowest compressibility 18�3× 10−13 m2 N−1

Highest room temperature 2�0× 103 W m−1 K−1

thermal conductivity
Thermal expansion coefficient 1�0× 10−6 K

at room temperature
Highest sound propagation velocity 17.5 km s−1

Room temperature resistivity 8�3× 10−13 m2 N−1

(undoped)
Bandgap 1.5 eV (indirect)
Breakdown voltage 10× 107 V cm−1

Biological compatibility yes
Mobility (electron) at 300 K [27] 1000–2200 cm2 V−1 s−1

Mobility (hole) at 300 K 1400–1600 cm2 V−1 s−1

Raman shift 1332 cm−1

Work function 4.7 eV (close to graphite)
Dangling bond ∼1.4 eV above valence

band
Boron doping acceptor level at 0.38 eV

above Ev

Phosphorus doping [28] donor level 0.46 eV
below Ec

Nitrogen doping creates two levels, one at
1.7 eV below Ec and
the other one doubly
occupied just above
Ev due to quasi-N
lone pair

Electron affinity of the +0.37 eV
bare surface of diamond [29]

EA for hydrogenated C (111):H −1.27 eV. Thus Ev lies
surface [30] between 5.9 eV and

4.2 eV below vacuum level

The combination of one s orbital with two p orbitals leads
to the formation of three sp2 hybridized orbitals. Each of
these orbitals has one large and one small lobe. All these
hybridized orbitals lie in the same plane (the plane contain-
ing the two p orbitals from which they were formed) and
point toward the corners of an equilateral triangle. Each
sp2 hybridized carbon atom has one electron in a p valence
orbital that is perpendicular to the plane of the � bonds.
These p orbitals can overlap to form � bonds. This type
of bond places electron density above and below the line
joining the bonded atoms (i.e., above or below the plane
in which � bond lies). In contrast to this, the mixing of
the s and all three p orbitals yields four sp3 hybridized
orbitals. Again, each of these orbitals has a large and a small
lobe. The large lobes point at the corners of the tetrahe-
dron. Unlike sp2 hybridized carbon atoms, due to absence
of � bonds, the charge density in sp3 carbon atoms can be

assumed to be zero; that is, the plane perpendicular to the
plane containing � bonds will have no charge (Fig. 4).

Therefore, in contrast to diamond, graphite should have
some charge density in space, perpendicular to the � bonds
of diamond. In other words, removal of this charge from
� bond by addition of hole should lead to a structure of
diamond. If we assume the existence of some kind of equi-
librium between the graphite and diamond (based on the
charge density), then the following equilibrium between sp2

and sp3 carbon atom can be conceived:

sp3-C-C-sp3 + h+	missing of electron charge in plane ⊥
to � bond (Fig. 4b)
 ��

sp2-C-C-sp2 + e−	addition of electron charge due �

bonds ⊥ to � bond (Fig. 4a)


If this concept is accepted, then diamond should intrinsically
exist as p-type material and graphite should exist as n-type
material. This is what is normally observed with these mate-
rials. The conversion of graphite to diamond can therefore
be viewed as substitution of sp3 configured into sp2 con-
figured carbon atoms. This explanation also suggests that
while pure diamond and pure graphite should exhibit p- and
n-type character, respectively, materials containing carbon-
bonded atoms of some suitable ratio of sp3 and sp2 should
exhibit a true intrinsic character. Sharon et al. [16] observed
that pyrolyzing camphor under inert atmosphere and sinter-
ing it under inert atmosphere for different time, changes the
ratio of sp2/sp3 carbon. They also observed that if this ratio
is 33%, the resulting carbon behaves like true intrinsic mate-
rial. If this ratio is greater than 33%, pyrolyzed carbon shows
n-type character, and if it is less than this value, pyrolyzed
carbon shows p-type character. This change in behavior is
observed only due to change in the ratio of sp2 and sp3 and
not due to any external doping (Fig. 5).

This result has suggested that in carbonaceous materials,
the meaning of n- and p-type needs to be addressed dif-
ferently and should not perhaps be treated as we normally
do with inorganic materials. Thus, naturally occurring p-type
diamond need not be due to presence of dopant. It may be
due to presence of larger concentration of sp3 carbon atom.
In other words, p-character is due to the absence of electron
in � bond. Perhaps this may be the reason why it is difficult
to either make or naturally obtain n-type diamond.

However, substitution with impurity atoms like nitrogen
of some of the carbon atoms during the diamond film growth
makes the film n-type. Nitrogen atoms in the diamond make
bonds to both carbon and hydrogen. Therefore, the total
bonding configuration changes by nitrogen addition. It forms
a distorted substitutional site with one long bond forming a

A B

Figure 4. (a) sp2 carbon with � bond (shown in black square) exchan-
ges with (b) sp3 carbon, creating empty � bond (shown in empty
square).



522 Carbon Nanomaterials

Pyrolyzing time (h)

sp
2 -c

ar
bo

n
(%

)

1
20

25

900°C

1000°C

950°C

p

p

p

p

n
n

n

n

p

p

p

35

45

30

40

50

2 3 4 5 6 7

Figure 5. Variation in the sp2 carbon content in the camphor pyrolyzed
carbon films as a function of pyrolyzing time. Reprinted with permission
from [16], M. Sharon et al., Mater. Chem. Phys. 56, 284 (1998). © 1998,
Elsevier Science.

deep singly occupied donor level, 1.7 eV below the conduc-
tion band Ec, and also a doubly occupied state just above
Ev due to quasi-N lone pair of this C N bond [17]. The
decrease of hydrogen bonded to carbon atoms can cause
the increase of sp2 bonding fraction, hence the decrease of
the optical bandgap [18]. Doping diamond [19] with boron
produces a shallow substitutional acceptor with a level at
0.38 eV above Ev. Phosphorus also acts like a substitutional
donor, with a level about 0.46 eV below Ec. Replacement of
one CH group by one phosphorus atom causes diamond to
become n-type.

Typical Raman spectra for high-quality diamond and
boron-doped diamond thin films feature one intense band at
1332 cm−1 with a line width of 5 to 8 cm−1. The significantly
broadened and shifted diamond line for the noncrystalline
films results from decreasing grain size to the nanometer
scale. To a first approximation, the linewidth is a measure
of the phonon lifetime. The more defects (e.g., grain bound-
aries) and impurities (e.g., nitrogen) there are, the shorter
the phonon lifetime and the broader the linewidth. Weak
scattering intensity in the region of 1520 cm−1 is observed
due to nondiamond sp2 bonded carbon peak resulting from
the �-bonded carbon atoms in the grain boundaries [20, 21]
impurities in the film. Graphite, however, gives rise to a
broader peak at 1580 cm−1. The ratio of the intensities
of these two peaks indicates how much of each phase is
present. It is also dependent on the wavelength of excitation
(normally excitation is done with 532 nm).

It can be seen that the ratio of the diamond to the non-
diamond band intensities, I1339/I1560, is largest for the film
deposited without any added N2 and decreases for the film
deposited with the gas. However, the ratio is independent of
the N2 level [22]. Raman spectra of boron-doped diamond
films were studied by Ferreira et al. [15]. It is interesting to
note that the intensity of the peak at 1332 cm−1 decreased as
the concentration of boron was increased. Moreover, a new

peak started to appear at around 1200 cm−1, whose intensity
also increased with increase in doping concentration. This
suggests that one may be able to establish a relationship
between boron concentration and the intensity of either the
1332 cm−1 or the 1200 cm−1 peak.

Some of the CVD grown diamond film exhibits photo-
conductive signal if it contains absorption bands between
1.3 eV and 1.5 eV. This photoconductive response in the
visible region can impair the performance of diamond detec-
tors made for ultraviolet application [23]. Photoconductiv-
ity studies, therefore, are a useful technique to character-
ize diamond. It is interesting to note that Hall mobility in
boron doped diamond decreases as the concentration of
dopant is increased [24]. While at hole concentration of 5×
1014 cm−3, Hall mobility is in the vicinity of 1500 cm2/Vs, for
5×1015 cm−3 hole concentration it falls down to 250 cm2/Vs.

Three low-index morphologies are usually obtained dur-
ing growth of diamond film: (100), (110), and (111), the
latter being the most abundant. It is observed that while
the morphology of the (111) and (110) surface is rough,
(100) crystallites grow as platelets or tiles with partial over-
lap between neighboring ones. Most electrochemical stud-
ies are carried out with surfaces preponderant with (111)
crystallites [25]. Robertson and co-workers [26] have sug-
gested that chemical termination of (111) diamond surfaces
shifts the electron affinity from +0.35 eV for clean surface
to −1.3 eV for H terminated ones and about +2 eV for
oxygen terminated ones. The shift occurs because the ter-
minating groups are slightly polar and introduce a surface
dipole layer. In the case of C H groups, the H atoms are
positive and the dipole reduces the electron affinity, while
oxygen has a negative change and the C O bond dipole
makes the affinity more positive. As these effects are local-
ized on the chemical bond, similar affinity changes may be
expected on ta-C surfaces.

In Table 1, various properties of diamond are enumerated.

3.4. Electrochemical Properties
of Diamond Film

In electrochemical work, there is a need to use an electrode
which is inert and does not need larger additional potential
(known as overpotential) than the equilibrium potential for
carrying out electrochemical reactions. Moreover, one also
needs a large potential difference between oxidation and
reduction potential of water so that the electrode can be
used safely for electrochemical reaction within the so-called
window of the potential (i.e., within the range of poten-
tial in which water does not get electrolyzed) in aqueous
solution. For this purpose, platinum or mercury has been
used by electrochemists. Conducting diamond, being inert to
alkali and acid, has been used as an electrode. Since doping
of diamond has been possible, lately, boron-doped diamond
films are getting more popularity in electrochemical studies
than carbon electrodes (glassy carbon). Diamond thin-film
electrode shows a very small background current and low
double-layer capacitance. With 0.1M KCl solution between
−1000 to +1000 mV, current is observed in the range of
50 mA/cm2 and is highly stable. Sometimes a small oxidation
peak is observed on the forward sweep at ∼1200 mV just
prior to the onset of chlorine evolution [31]. Boron-doped
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diamond thin film shows a wide working potential window
for solvent-electrolyte electrolysis in aqueous media. This
means that diamond has large overpotentials for both hydro-
gen evolution and oxygen evolution. In 0.1M KCl as well
as in 0.5M H2SO4, the working potential window is 3.5 V
(i.e., from −1.25 to 2.3 V vs standard hydrogen electrode) as
compared to 2.5 V for glassy carbon. These ranges greatly
exceed the theoretical range of stability of water under ambi-
ent conditions (1.23 V). Diamond film is reported to show
an increase in background current by less than 5% even after
constant use for 15 hr, whereas in glassy carbon it increases
to a value greater than 30.0%. Another application of dia-
mond film is anodic stripping voltammetry of heavy-metal
ions in aqueous media. It has been possible to electrode-
posit Pt, Hg, and Pb on boron-doped diamond thin films
[32]. Ferro et al. [33] have observed chlorine evolution at
highly boron-doped diamond electrodes. They reported the
chlorine evolution below 1 V versus SCE with NaCl solu-
tion. Since this electrode is stable in perchlorate solution,
one can think of making a fuel cell operating with chlo-
rine/hydrogen gas.

3.4.1. Electron Field Emission Effect
The field emission display (FED) is a new type of flat
panel display which overcomes many limitations of liquid
crystal display, because of its superior brightness, viewing
angle, color rendition, response time, and operating temper-
ature range. The activity in field emission display, sometimes
called cold emission devices, is concentrated now mainly
in vacuum microelectronic devices based on broad area
multiple arrays, for example, flat panel displays, microwave
devices, vacuum electron sources for electron guns for elec-
tron microscopes [34], etc.

For a perfectly flat metal surface with a typical work func-
tion of 5 eV, the electric field necessary to get measurable
emission current is in the range of 2.5 V nm−1, or in more
appropriate units, 2500 V �m−1. To generate such high elec-
tric fields, one has to use the effect of field enhancement at
tip-like structures. For such purpose, silicon or metal micro-
tips are generally used. Nevertheless, these materials suffer
emission degradation due to sputter erosion and chemical
contamination and therefore require a high vacuum envi-
ronment for operation. On the other hand, carbon and espe-
cially diamond is found to emit at a very low electric field.
The chemical inertness of carbon field emitters especially is
one of the most important advantages over silicon or metal
micro-tips.

Field emission from semiconductors in general can orig-
inate from the valence band or the conduction band, from
an accumulation layer at the surface [35]. The great interest
in electron emission from diamond was kindled by the work
of Himpsel et al. [36], who reported high quantum yield for
photon-electron emission from the (111) hydrogen termi-
nated surface of diamond. Later it was determined [37] that
the (111) hydrogen terminated diamond surface exhibits a
negative electron affinity. The electron affinity of a semi-
conductor describes the energy barrier between the vacuum
level outside the surface and the conduction band minimum
inside the sample. Given this definition, the electron affinity
of these prepared surfaces of diamond would exhibit a nega-
tive value, because the energy of electrons at the conduction

band minimum for diamond would be above the vacuum
level, and this condition is termed negative electron affin-
ity. The presence of a negative electron affinity means that
electrons in the conduction band can be freely emitted into
vacuum.

Field emission from high-quality diamond is actually quite
difficult, largely because of its high resistivity. Field emis-
sion from polycrystalline diamond is easier and is found
to vary inversely with the grain size. Development of con-
ducting diamond thin films thus has led to new areas of
cold electron emission from diamond. Recent results from
diamond cold cathode demonstrate high emission current,
good current stability, uniform emission, from an array of
emitters, and emissivity even under poor vacuum conditions.
Two approaches using ungated field emission cathodes with
diamond coating have been proposed: (i) flat-film display,
where patterned diamond film is used as addressable cath-
odes (lines) [38], and (ii) arrays of silicon tips with diamond
coating, where addressing occurs by switching of p-n junc-
tions formed in the Si substrate [39]. The turn-on fields of
diamond films have been in the range of 1–30 V mm−1; that
is, the electric field needed to inject electrons from diamond
film is in the range of 1–30 V mm−1. A schematic of a test
circuit of the field emission [40] is shown in Figure 6.

Sometimes, a series resistance of 5 M� is also connected
to the sample to protect the equipment. The emitting area
could be of the size 15 mm× 5 mm separated by a distance
in the order of a few hundred micrometers. The system is
kept in vacuum (∼10−7 torr or sometimes even lower than
this). When potential is applied across anode and cathode,
current will appear after certain threshold voltage is applied.
To show the nature of CV characteristics, a typical cur-
rent density (A cm−2) versus applied electric field obtained
with kerosene-pyrolyzed carbon film deposited over alumina
plate at 1000 �C is shown in Figure 7 [40].

It will be noticed that there is a threshold voltage of
2.20 V �m−1 before which no emission occurs. It is also nec-
essary to confirm that this emission is not due to electric
discharge of gas present in the system. In order to confirm,
normally polarity of electrode is altered and current density
(�A cm−2) versus applied electric field (V �m−1) is mea-
sured. If current characteristic as shown in Figure 7 were not
obtained, this would suggest the absence of any current due

Vacuum

Platinum

Mica

Carbon film on
Alumina plate

µA

+

–

Figure 6. Schematic diagram of the field emission device. Reprinted
with permission from [40], M. Kumar et al., Diamond Related Mater. 10,
883 (2001). © 2001, Elsevier Science.
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Figure 7. Current density (�A cm−2) vs applied electric field (V �m−1)
obtained from kerosene-pyrolyzed thin film of carbon deposited over
alumina plate utilizing configuration as shown in Figure 6. Reprinted
with permission from [40], M. Kumar et al., Diamond Related Mater. 10,
883 (2001). © 2001, Elsevier Science.

to electric discharge process. It has been reported that some
fluctuation of field emission occurs. It is believed that the
fluctuation of field emission current is caused by migration
of absorbed gas molecules over the emitter surface, and ion
bombardment to the emitter surface [41–43]. So the fluc-
tuation can be increased as the impinging rates of the gas
molecules and ions are increased. In order to reduce this
effect, high vacuum is necessary. However, before a reliable
emitter structure can be developed, the electron transport
properties of the material must be well understood, espe-
cially regarding limitations on the current density and energy
spread of the transmitted beam. Furthermore, an under-
standing of the emission process is necessary to accurately
interpret emission [44]. There is ambiguity in explaining the
actual phenomena which are responsible for the electron
emission from diamond or materials like diamond. A sim-
plified mechanism is discussed here so that this process can
be qualitatively understood.

A basic process for injection of electrons into diamond
is the tunneling of electrons from the cathode substrate
through a potential barrier at the interface (i.e., a forbidden
energy region) into the conduction band of diamond film
[45]. It is expected that the cathode or metal over which
diamond is deposited forms a metal/Schottky type of con-
tact. An energy barrier is formed at the interface of the
metal/diamond contact. When a negative bias is applied to
the metal electrode (cathode), electrons are injected into the
diamond film from the metal. The number of injected elec-
trons depends on the barrier height and thickness. There-
fore, the electron emission characteristics are improved by
forming a low barrier height and by enhancing the elec-
tric field at the barrier of the diamond. In the case of the
ideal Schottky junction, choosing the metal work function
can change the barrier height. In order to enhance the elec-
tric field at the metal/diamond contact, on the other hand, it
is desirable to use diamond films doped with shallow donor
impurities because of the formation of a space charge layer
due to ionized impurities. Incidentally, Geis et al. [46] have

found that phosphorus doping improves the emission in dia-
mond. The process of electron emission can be summarized
as follows:

1. Tunneling from the substrate (e.g., metal or semicon-
ductor) into the conduction band (CB) of diamond.
This is designated as electron injection process into the
CB.

2. Transportation of the electrons to the diamond surface.
3. Escape of the electrons from the diamond surface to a

vacuum.

The electrode of the behind diamond film, such as Si,
Mo, etc. (i.e., substrate), forms a Schottky barrier. The elec-
trons are injected from the electrode to the conduction
band of the behind diamond film through the Schottky bar-
rier by applying the electric field (step 1). The electrons
at the diamond surface, on the other hand, can easily be
emitted to a vacuum even by applying low electric field,
because the diamond surface has negative electron affinity
(step 3). However, it is difficult to transport electrons from
the behind diamond film to the surface (step 2) because
there is no effective means for n-type doping in the case of
diamond. The emission current density strongly depends on
the electron-transportation mechanism in the diamond film.

In addition to these, there is a possibility that the follow-
ing process may also work to facilitate the electron injection
[47].

1. Tunneling from the valence band (VB) of the semi-
conductor substrate into the CB of diamond. This is
designated as hole injection from the diamond into the
semiconductor substrate.

2. Zener tunneling, which is transition across the energy
gap from the VB to the CB of a semiconductor or
insulator under the internal applied field. This process
is negligible for a wide-bandgap material such as dia-
mond, except for extremely high fields (∼104 V �m−1).

3. Transition to the CB from the local impurity or imper-
fection level. This is field ionization process.

Druz et al. [48] have reported that reversibility of emis-
sion current versus applied potential (I-E cycles) depends
upon the magnitude of emission current. It is also interest-
ing to study whether electron field emission can be sustained
by diamond films for a long period. In this context, they also
have studied the time stability of the emission current of the
DLC films. They observed the I-E curves to be reproducible
after many measuring cycles, or after many hours without
field applied; emission current was found to be constant at
different fixed fields during at least one hour [49]. Sugino
et al. [45] reported that emission property of polycrystalline
diamond film depends upon the work function of the metal
(e.g., Cu/diamond, Al/diamond, and Si/diamond) used for
making the back contact with diamond. The reduction in
the threshold voltage for these metals as compared to sil-
icon is believed due to formation of a low energy barrier
to electrons at the metal/diamond contact. On the contrary,
Robertson and co-workers [50] have suggested that thresh-
old field, instead of depending on the work function of sub-
strate, depends upon the extent of nitrogen doping.
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The field at which emission begins is also found to depend
on sp3 content [45]. Sugino et al. [45] and Robertson and
co-workers [50] have reported that variation in threshold
energy depends upon the nitrogen content in the diamond
film: as the concentration increases, the threshold field
decreases to a minimum value at 0.4% N in the film, and
thereafter it increases again with increase in nitrogen con-
tent in the film. It is concluded that the reduction in emis-
sion at higher N content suggests that bulk sp2 bonding in
diamond does not favor emission.

3.4.1.1. Fowler–Nordheim Theory Electron field emis-
sion for metal has been known for many years, and among
the various theories put forward to explain this process,
Fowler–Nordheim theory is used most for explaining the
process in diamond or diamond-like carbon. It would be dif-
ficult to deal here in detail with this theory. However, Forbes
[51] has given an extremely good review on the Fowler–
Nordheim theory and its limitations. The theory of cold field
emission of electrons from metal into vacuum is often called
Fowler–Nordheim FN� theory, after the first author to treat
this effect as wave-mechanical tunneling through a triangu-
lar barrier. The standard physical assumptions of FN theory
are that:

(i) the metal has a free-electron band structure;
(ii) electrons are in thermodynamic equilibrium and obey

Fermi–Dirac statistics;
(iii) the surface is smooth and flat;
(iv) local work function is uniform across the emitting sur-

face and is independent of external field;
(v) there is a uniform electric field above the emitting

surface.

Considering these assumptions, the magnitude of emission
current J � may be written as

J = Aa�−1E2 exp�−b�3/2/E� ≡ Aa�−1E2 exp�−b�3/2/E�

Or

Ln J /E2 = LnAa�−1�− b�3/2/E

where a ≡ e3/8�h = 1�541434× 10−6 A eV V−2 (in SI unit),
b ≡ �4/3�2me�

1/2�/e� = 6�830888× 109 eV−3/2 V m−1 (in
SI Unit), � = the local work function of the emitting sur-
face, E = external electric field (taken as a positive quan-
tity), and A = area of emission.

Thus a plot of Ln J /E2 versus 1/E would give a linear
plot with a slope equal to b�3/2. Since value of constant “b”
is known, local work function of the emitting surface (�)
can be calculated from this analysis.

It has been also observed that when current-voltage
characteristics of the electron emission are plotted in the
Fowler–Nordheim coordinates of log1/E2� versus 1/E, bro-
ken lines are observed, and near the break, plots have a
more or less extended “shelf” segment where emission cur-
rent is only weakly dependent on voltage. This behavior of
getting broken line is in contrast to expected continuous line.

4. GRAPHITE-TYPE CARBON WITH PURE
sp2 CARBON CONFIGURED ATOMS

4.1. Structure of Graphite

Graphitic carbon is carbonaceous material with a layered
structure but with a number of structural defects. Its density
is 2.36 g cm−3. It consists of layers in which each carbon
atom is linked to three other carbon atoms by strong inter-
planar, covalent bonds which are stronger than those in dia-
mond, with a C C bond length of 1.42 Å (Fig. 8). However,
a weak carbon-carbon bond exists between widely separated
layers (interlayer distance of 3.354 Å). These widely sepa-
rated layers account for the ease with which the layers glide
over each other and cause the familiar softness of graphite.

Graphite, thus, has a structure in which trigonal planar
carbon atoms are present in horizontal planes and each
plane is separated by a distance of 3.354 Å. XRD of graphite
is shown in Figure 9 [52]. For comparison, XRD of graphite,
graphene sheet, hard-shell carbon, and multiwall carbon
nanotubes are also shown. The most intense peak corre-
sponds to (002).

From a crystallographic point of view, the term “graphite”
is applicable only to carbon materials having a layered lat-
tice structure with a perfect stacking order of graphene
layers, either the more prevalent ABABAB � � � (hexagonal
graphite) or the less common ABCABCABC � � � (rhombo-
hedral graphite). Due to the small energy required for the
transformation of an AB- into an ABC-stacking (and vice
versa), perfectly stacked graphite crystals are practically not
available. Therefore, the term “graphite” is commonly used
regardless of the stacking order. In some carbons, the aggre-
gates are large and relatively free of defects, for example, in
highly oriented pyrolytic graphite (HOPG). For both forms
of graphite, the in-plane C C distance is 142 pm. This
length is in between the bond length of Csp3 Csp3 (i.e.,
153 pm) and Csp2 Csp2 (132 pm). There is a large dif-
ference between in-plane C C distance, 142 pm, and the
interlayer distance, 335.4 pm, in graphite (Fig. 8) that results
from the different types of chemical bonding. Within planes

1.421Å
a

b
3.364Å

6.706Å

Figure 8. Schematic drawing of the crystal structure of hexagonal
graphite showing AB-layer stacking sequence and unit cell.
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Figure 9. XRD of graphene sheet, hard shell, purified MWNT, and
graphite. Reprinted with permission from [52], X. Zhao et al., J. Cryst.
Growth 198/199, 934 (1999). © 1999, Elsevier Science.

the C C bonds are trigonal sp2 hybrid � bonds with delo-
calized � bonds. The large interlayer spacing suggests that
the contribution to interlayer bonding from �-bond overlap
is negligible.

When the turbostatically disordered structure becomes
more distinct and dominates among the crystallites, the
carbonaceous material is no longer graphitic and can
be considered as a nongraphitic carbon. Nongraphitic
carbonaceous materials consist of carbon atoms with most
of them arranged in a planar hexagonal network but with-
out the crystallographic order in the c-direction of the
graphite structure. The ability for graphitization is higher
(i) if the precursor material comprises highly condensed aro-
matic hydrocarbons, and (ii) if neighboring graphene layers
or graphitic crystallites are suitably oriented to each other.

Unlike diamond, in which all the orbitals of the four
valent electrons of carbon atom (one s and three p’s)
are hybridized (sp3 hybridization) to make four equivalent,
strong strictly directed bonds, in graphite only three of the
four orbitals are combined (sp2 hybridization), making three
equivalent, strong, coplanar bonds with an angle of 60�

between three � bonds. The remaining fourth electron is
quasi-free, that is, free to move within its layer, and it makes
very weak bonds (� bonds) directed perpendicular to the

hexagon layers, thus bonding these layers to each other. The
atoms within the layer are strongly bound and therefore the
layers are compact and difficult to break. On the other hand,
neighboring layers are hardly bound to each other, so that
they can be easily moved with respect to each other, or even
separated. Since it is very difficult to break the layers (i.e., by
stretching them), graphite’s strength is very large parallel to
the layers, but since the layers can be easily separated from
each other, strength is nearly zero across them. Along the
layers, electrons can move easily and therefore graphite is
a good conductor of electricity parallel to the layers, but an
insulator across them.

Traditional graphite is made of a very large number of tiny
crystals randomly oriented; that is, they point to different
directions. Therefore, if one crystal is a good conductor in
one direction, its neighbor may be an insulator in that direc-
tion, so that the net result is no bulk anisotropy at all. On
the other hand, it is clear that if we could make all crystals
to point in the same direction, we would have an anisotropic
material. This is what we have in a pyrolytic carbon. Pyrolytic
carbon is a monolithic polycrystalline graphitizable carbon
material obtained by pyrolysis of a hydrocarbon vapor and
deposition of carbon on a solid substrate heated to high tem-
perature. The structure of pyrolyzed carbon is characterized
by a strong preferred orientation of the constituent crystal-
lites with their basal planes mostly parallel to the substrate
surface. Properties of such carbon depend upon prepara-
tion conditions and are mostly determined by the deposition
temperature.

Graphitization of carbon by metal is one of the processes
to prepare graphite at lower temperature. It is observed that
temperature at which graphitization occurs depends upon
the initial state of the carbon. The lowest temperature of
graphitization by Ni occurs for diamond or diamond-like
carbon at 700 �C and 500 �C, respectively [53].

There has been considerable interest in the doping of
graphite with elements such as boron, nitrogen, and silicon
in order to modify the electronic, mechanical, and oxida-
tive properties of this material. In recent years, a number of
carbon-boron, carbon-nitrogen, and carbon-boron-nitrogen
alloy structures have been proposed from the results of the-
oretical calculations, notably BC3, C3N4, and BC2N [54–57].
In terms of boron doping within the graphitic structure,
it has been shown that the thermodynamic solubility of B
in the C lattice [58] is around 2.35 at.%. Introduction of
boron in graphite-like lattice induces the presence of dis-
ordered phases. These domains occur when boron content
level is higher than a few percent. The exact nature of
the boron sites in the higher-boron-content material still
remains unclear.

The perfectly conjugated polyne (( C C )n), called
“carbyne,” is known as one of the carbon allotropes. Though
many attempts have been made to synthesize it, synthesis
is still under investigation [59, 60]. Carbyne has been con-
sidered to be a transition phase between graphite and dia-
mond and a carbynoid material was experimentally observed
to form diamond [61]. On the other hand, polyne was sug-
gested to be a precursor for fullerene [62].
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4.2. Application of Graphite

Graphite has been used for many industrial applications.
It has been used as an electrode in electrochemical works,
an inert crucible for high-temperature application, a solid
lubricant, a precursor for synthesis of fullerenes, in carbon
nanotubes, etc. It would be impossible to discuss applica-
tions of graphite in this chapter because of space limitations;
also, they are well known and documented nicely at many
places. However, recently graphite has found an application
in an area related to environmental problems, for exam-
ple, leakage of oil during transportation; its large absorbent
capacity and easy manipulation are expected to avoid seri-
ous pollution problem. So far, some porous polymers, such
as poly(propylene) and poly(ethylene terephthalate), have
been used for the absorption of spilled oil, of which maxi-
mum absorption capacity is ∼10–20 g of heavy oil per 1 g of
polymer [63]. Moreover, most of the polymers absorb water,
as well as heavy oil. They do not have special selectivity
for heavy oils. On the other hand, exfoliated graphite was
found to absorb selectively a large amount of heavy oil. It is
reported that about 80 g of heavy oil floating on water can
be removed from 1 g of exfoliated graphite [64].

5. INTERMEDIATE FORMS OF CARBON
CONTAINING MIXTURE OF sp2 AND
sp3 CONFIGURED CARBON ATOMS

In previous discussions we dealt with carbon with 100%
either sp2 carbon (graphite) or sp3 (diamond). Now we shall
discuss carbon material possessing both forms of carbons. It
will be noticed that the variation in the percentage compo-
sition of sp3 and sp2 carbon yields different forms of car-
bon. Therefore, a new method of classification has been
suggested here, where the structure and properties of car-
bon materials are mainly governed by the ratio of these
two forms of carbon. Under a suitable condition of prepara-
tion, it is possible to create different forms of carbon having
different ratio of sp3 and sp2 carbon atoms. Diamond-like
carbon and glassy carbon are two examples of such configu-
rations, because they have different structures from graphite
and possess both types of carbons (i.e., carbon with sp3 and
sp2 configuration). We shall now try to discuss this class of
carbon materials in brief.

5.1. Diamond-Like Carbon

5.1.1. Structural Aspects of DLC Film
Elemental carbon has six electrons, with configuration 1s2

2s2 2p2. Thus when carbon atoms combine, there is flexibility
in terms of allocation (hybridization) of the electrons in the
2s and 2p orbitals, giving rise to graphite (sp2), diamond
(sp3), or a third allotrope of carbon, diamond-like carbon
containing a mixture of sp2 and sp3 carbon atoms. When
the diamond structure is incorporated with both tetrahedral
(sp3) and trigonal planar (sp2) carbon-bonded atoms, the
resulting film takes the form of diamond-like structure. In
other words, in DLC, the clusters of three coordinated sp2

carbon atoms are embedded in a sp3 bonded matrix. The
sp2 regions of the DLC film are found to control electronic

properties such as bandgap, while the sp3 regions control
mechanical properties such as rigidity and hardness. Because
of this, diamond-like structure shows almost all properties of
diamond and the conductance properties of graphite. DLC
films, depending upon the ratio of sp2 and sp3 carbon atoms,
can also be stable, hard, and chemically inert like diamond.

Depending upon the ratio of sp2 and sp3 nature of car-
bon, various types of DLC films can be obtained [65]. Fur-
thermore, there are two types of semiconducting amorphous
carbon: (a) with hydrogen (a-C:H); and (b) pure carbon
without hydrogen (a-C). In a-C:H, commonly obtained when
a hydrogen gas is used as the plasma source, the rigidity of
the amorphous network, and hence the “diamond-like” con-
tent, is influenced by the fraction of polymeric C H bonds
in different configurations. In a-C, it is the relative amounts
of sp2 and sp3 C C bonds in the network which deter-
mines the macroscopic electronic, optical, and mechanical
properties of the materials. Thus, DLC covers a wide range
of materials, from the a-C:H containing sp3 content in the
range of 20 to 50%, to the tetrahedral amorphous carbon
(ta-C) containing essentially no hydrogen and sp3 contents
up to 70–85%.

A systematic classification of amorphous carbon films has
been given by Biswas et al. [66]. According to them, classifi-
cation of amorphous carbon films can be shown graphically
in form of a triangle. The corners at the base of the triangle
correspond to graphite (100% sp2� and diamond (100% sp3

carbon). The apex represents 100% H, but the upper limit
for formation of solid films is defined by the tie line between
the compositions of polyethene, (CH2�n− , and polyethyne,

(CH)n− . The majority of a-C films contain mainly sp2 car-
bon, but the sp3 carbon content can be varied over the range
5–55%; the hardness of the films increases with sp3 content.
The H content of a-C:H films can be varied over a wide
range and the hardness of a-C:H film is inversely related
to the hydrogen content. Films with very high sp3 content
(∼80–90%) and correspondingly high hardness have been
called tetrahedrally bonded amorphous carbon films (ta-C
films). Hard a-C:H films are called “diamond-like carbon”
(DLC). Thus, in general, hardness increases with sp3 carbon
content, as the proportion of DLC increases. Conversely,
the films become softer as the sp2 carbon content and/or
hydrogen content increases [67, 68].

5.1.2. Synthesis of DLC Films
There is a good review on the DLC films by Zhang et al.
[69]. Generally, two basic ways have been used to synthesize
a DLC film: one is through the vapor phase via hydrocar-
bon gases, and the other is by sputtering of a solid carbon
source. The latter process usually gives nonhydrogenated or
a-C films. In this process, classified as plasma vapor depo-
sition (PVD), plasma of argon is allowed to hit the carbon
target to sputter carbon, which in turn is deposited at the
substrate to give a DLC film. In other processes, like chem-
ical vapor deposition (CVD), hydrocarbon gas or mixture
of hydrogen and a hydrocarbon such as methane (CH4),
n-butane (C4H10), acetylene (C2H2), camphor, etc., are used
as the carbon source. These gases are activated by direct-
current glow discharge, rf discharge, microwave discharge,
ion beam, pyrolysis, etc. Sharon and co-workers [6] have
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been able to get DLC film by pyrolysis of various naturally
occurring precursor camphors.

5.1.3. Properties of DLC Films
5.1.3.1. Electrical Properties In DLC, the clusters of
three coordinated sp2 carbon atoms are embedded in a sp3-
bonded matrix. Consequently, the bandgap of DLC film can
be varied from 1 to nearly 4 eV according to the fraction
of sp3 bonding. Heat treatment of amorphous carbon films
leads to the evolution of hydrogen and causes a structural
change. Gradual release of hydrogen at the temperature
range from 400 �C to 600 �C converts tetrahedral sp3 into
trigonal sp2 structure. If this happens, then the bandgap of
DLC film will decrease as ratio of sp2/sp3 increases. Sharon
et al. [16] have shown that pyrolysis of camphor can give
DLC films with various bandgaps depending upon the con-
centration of sp2 present in the film. In addition to this,
Sharon et al. [70] also studied the electrical conductivity
of DLC film prepared by pyrolysis of camphor vapor and
observed that if films are thermally heated below 600 �C,
values of electrical conductivity are reproducible. This sug-
gested that up to this temperature, there seems to be not
much change in the ratio of sp3 and sp2 carbon and acti-
vation energy for conduction remains 1–1.3 eV. However,
when the film is heated above this temperature, electrical
value takes an altogether different reproducible path and the
activation energy for conduction becomes much lower than
0.1 eV. This suggested that concentration of sp2 carbon must
have increased to make it highly conducting. These observa-
tions suggest that while ratio of sp2/sp3 controls the bandgap,
pyrolyzing below 650 �C or sintering at temperature below
600 �C does not alter the ratio of sp2/sp3 carbon present in
the DLC film. This property of DLC is useful if we wish
to make semiconducting carbon of a specific bandgap and
to know the temperature up to which the ratio of sp2/sp3

carbon present in the film does not alter.
It has been suggested that in a-C:H and a-C, it is the �

bonding and �∗ antibonding electronic states resulting from
p-orbital bonding at sp2 sites which determine the optical
bandgap [71, 72]. The electronic properties of a-C are also
determined by the � and �∗ states as they in effect form the
valence band and the conduction band edge states, respec-
tively. In ta-C with very low sp2 content, the � and �∗ elec-
tronic states are highly localized within the much-wider-gap
(∼5 eV) �-�∗ states arising mainly from the sp3 hybridized
diamond-like bonds. Does this mean that any carbon mate-
rial with sp3 configuration will always result in bandgap of
∼5 eV? This cannot be true. Earlier we discussed the rea-
sons why natural diamond is p-type (Fig. 4), which has 100%
sp3 carbon, and why graphite with 100% sp2 carbon is an
electronic conductor. When carbon system contains both sp3

and sp2 carbon, a complex interaction of � bonding and
�∗ antibonding with � bonding and �∗ antibonding should
be considered in the formation of bandgap of a DLC film
rather than only interaction of � bonding and �∗ antibond-
ing, because presence of � bonding coming out of sp3 carbon
in DLC film neither can be neglected nor can be assumed to
be ∼5 eV. It is therefore necessary to take a fresh look into
the exact mechanism of the formation of bandgap in car-
bon films containing both sp2 and sp3 carbon. This is more

important because bandgap of DLC film can be varied from
1 to nearly 4 eV according to the fraction of sp3 bonding.

In an amorphous network, however, the orientation of the
� orbitals is randomized, so that two � bonds which are
next to each other will not interact electronically if their ori-
entations are orthogonal to each other. Therefore, in amor-
phous carbon even when there are a significant number of
�-�∗ states, conduction is through a hopping related pro-
cess and consequently electronic properties such as mobility
will remain very low compared to other amorphous semi-
conductors such as a-S:H [73].

Robertson and co-workers [74] have observed that ta-C
changes its bandgap as per the doping level of nitrogen and
so does the conductivity of the film. At nitrogen content
above about 2%, the bandgap begins to close and bond-
ing reverts towards sp2. Like diamond, pure DLC films and
those containing Cu exhibit p-type conduction, and those
containing Ti and Si have n-type conduction [75]. However,
they also reported that Cu concentration does not exceed
3.0 at.%. Incorporation of Cu into DLC films decreases the
resistivity significantly.

Sharon et al. [76] have studied electrochemical properties
of DLC film deposited on an alumina plate by pyrolysis of
kerosene at 1000 �C in argon atmosphere. The electrochemi-
cal potential window of this film in contact with H2SO4 solu-
tion was investigated in potential range 2.5 V to −1.5 V vs
SCE. The same experiment was repeated with platinum and
glassy electrodes using a Pt electrode as a counterelectrode.
The kerosene DLC film has the widest potential window
(2.91 V) as compared to Pt (2.02 V) and glassy carbon
(2.79 V). This result has suggested that kerosene-pyrolyzed
carbon electrode can be used as an oxygen electrode more
efficiently. They have suggested that DLC film prepared
from kerosene is as good as platinum electrode.

5.1.3.2. Spectroscopic Properties Since DLC film is a
mixture of sp3 and sp2 carbon atoms, there is no crystallinity
in the film. It is quite amorphous in nature and hence XRD
cannot be taken as a confirmation for DLC film. Raman
spectroscopy has been found very handy to characterize
DLC film or to differentiate it from either graphite or dia-
mond. If films contain amorphous sp2-bonded (graphitic)
carbon and sp3-bonded (diamond-like) carbon (DLC), one
gets broad ill-defined bands with high-frequency cut-off near
1332 cm−1 (in the range of 1350–1372 cm−1, known as
D-band or Raman active E2g2 mode of graphite) for the sp3-
bonded carbon, and around 1580 cm−1 (usually in the range
of 1519–1580 cm−1, known as G-band, also referred to as
the A1g mode frequency) for the sp2-bonded carbon [77, 78].
Schwan et al. [79] have suggested that the G peak is not nec-
essarily composed only of the E2g2 mode of graphite, but also
of sp2 C C stretch vibrations because single benzene rings
exhibit a Raman peak at 1588 cm−1. This feature is valid
for all aromatic rings and condensed benzene rings. There-
fore, it is suggested that possible contribution to the G peak
may arise from the C C sp2 stretch vibrations of olefinic
or conjugated carbon chains at about 1620 cm−1. Thus, the
existence of a G peak in the Raman spectrum does not nec-
essarily prove that the a-C film consists only of graphite or
fused benzene rings. The G peak might as well have its ori-
gin in olefinic chains in the carbon films. The existence of
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a peak centered at about 1350 cm−1 proves the existence of
aromatic or benzene clusters incorporated in the amorphous
(hydrogenated) carbon films.

G-band is normally observed to be very broad. In prin-
ciple, there may be four significant reasons for line-
broadening feature in a-C:H films, namely, the cluster
size, the cluster distribution, the influence of the stress in
the films, and broadening due to chemical bonding. For
graphite, Sakata et al. [80] found that the half-width of line-
1580 cm−1 peaks increases linearly with increasing stress.

In hydrogenated DLC (a-C:H) films or unhydrogenated
DLC (a-C) films, D-band is broad as compared to G-band.
Nevertheless, intensity of D-band is greater with a-C type
films as compared to a-C:H films [81]. The presence of the
D-band and G-band peaks, therefore, can also indicate the
co-existence of sp2 bonds with sp3 bonds. The shifting of
the G-band resonance peak towards 1580 cm−1 infers the
decrease in the sp3 to sp2 bond ratio. This is supported by
the observations made by Cheng et al. [82]. They have shown
that as the temperature of the substrate (gold coated silicon)
over which DLC films was grown increases, the intensity of
D-band (an indication of increase of sp3 constituent of the
film) increases.

It is reported that in a DLC film prepared below 400 �C,
no Raman signal is observed unless it is annealed above
400 �C [83]. It is observed that with increase of the annealing
temperature, the intensity ratio of ID/IG increased slightly.
Shifting of G-line position from 1580 to about 1606 cm−1

and D-line position from 1380 to about 1345 cm−1, and
change in the intensity, are the most sensitive indications
that the film is changing from one with bond-angle disorder
to one containing three fold-cordinated crystallites, that is,
the film is undergoing a graphitization process.

In principle, these reasons may also be true for the
linewidth of D-band. It is possible to get some useful infor-
mation about the cluster size in amorphous carbon from
ratio of intensity of D-peak and G-peak (i.e., ID/IG) and the
G linewidth [79]. In pure graphite, D peak is expected to be
absent [84]. But if graphite is assumed to be disturbed by
presence of sp3 bonded carbon, the D peak will develop and
rise in magnitude in the Raman spectrum. When material
is composed entirely of sp3 bonded carbon (and/or olefinic
chains connected by sp3 bonded carbon), the D peak should
not be detected, because there exist no benzene clusters that
give rise to disorder regions, which are responsible for the D
peak. In other words, in a completely sp3 network the ID/IG
ratio will be zero. Schwan [79] thus suggested that the ID/IG
ratio would go through a maximum if it is plotted versus G
linewidth. Moreover, Tuinstra and Koenig [84] found that
the Raman intensity of ID/IG is inversely proportional to
the graphite crystallite size (La) as determined by XRD:

1/La ∝ I1355/I1575 = ID/IG

It has been suggested that when G linewidth increases
beyond 50 cm−1, the resulting decrease in the ID/IG ratio
would be indicative of a cluster size smaller than 10 Å.
Raman spectra of graphite rod, graphene, sheet and mul-
tiwall nanotube are shown in Figure 10 to illustrate these
behaviors.
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Figure 10. Raman spectra in the frequency range 1200–2000 cm−1

for graphene sheets, outer shell, purified MWNTs, and graphite rod.
Reprinted with permission from [85], Y. Ando et al., J. Inorg. Mater. 1,
77 (1999). © 1999, Elsevier Science.

Ager [86] has suggested that hydrogen incorporation into
DLC films saturates double bonds, thus forming smaller sp2

domains and helping sp3 to cross-link; this increases both
the optical gap to higher energy and the hardness of the
film. Veerasamy et al. [87] have shown two prominent IR
absorption peaks at 2920 cm−1 and 2840 cm−1. They have
assigned these peaks to stretching mode of C H bond in
sp3 configuration in C H3 and C H sites, respectively.
Optical absorption coefficient [88] of a typical DLC film
is reported to be 104 to 105 cm−1. 13C NMR spectrum of
a-C:H film shows two peaks, one at around 30–40 ppm due
to sp3 bonding configuration and the other at about 150 ppm
due to sp2 configuration [89]. DLC can thus be amorphous
carbon (a-C) or hydrogenated amorphous carbon (a-C:H)
with a bandgap in the range of 1 to 4 eV according to the
fraction of sp3 bonding. Sharon et al. [16] have shown the
dependence of bandgap with ratio of sp2/sp3 of DLC film
(Fig. 11) prepared from pyrolysis of camphor.

5.1.3.3. Photovoltaic Effect Because DLC is known to
possess a bandgap in the range of 1.0 to 4.1 eV, there
have been some efforts to make a photovoltaic cell from
semiconducting carbon like DLC. One of the constituents
of most photovoltaic cells developed is inorganic semicon-
ducting material such as Si, GaAs, etc. This has raised a
question whether photocurrent obtained from such cell is
due to inorganic semiconductor (e.g., due to Si or GaAs)
or due to carbon as well. It is also questioned whether
in these cells, carbon is acting as a metal, thus forming a
metal-Schottky-type cell. In addition, none of these photo-
voltaic cells could be more economical than the silicon pho-
tovoltaic cell. Nevertheless, following are a few examples of
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Figure 11. Variation of the bandgap of camphor pyrolyzed carbon as
a function of the sp2 carbon contents in the grown films. Reprinted
with permission from [16], M. Sharon et al., Mater. Chem. Phys. 56, 284
(1998). © 1998, Elsevier Science.

the attempts made in developing a photovoltaic cell utiliz-
ing carbon as one of the constituents of the cell. A pho-
tovoltaic cell of configuration “C/n-Si” fabricated from the
carbonaceous amorphous thin film prepared from the pyrol-
ysis of 2,5-dimethyl-p-benzoquinone in argon atmosphere at
500 �C has been studied exhaustibly by Hong-an et al. [90].
They have also given the band diagram of the junction. Since
the optical bandgap of carbon was observed to be 0.25 eV
and the nature of carbon (n- or p-type) is not known, this
photovoltaic cell may be considered as metal-Schottky-type
cell, where carbon behaves like a metal. Recently, Romero
et al. [91] have fabricated a carbon nanotube/BCHA-PPV.
This shows a rectifying behavior as well as photocurrent.
A semiconducting polymer, commercially available, solu-
ble di-cholestanol derivative of poly(p-phenylenevinylene),
poly(2,5-bis(cholestanoxy)-1,4-phenylenevinylene) (BCHA-
PPV), was used as one component of the cell. The sur-
face of a carbon nanotube was covered with a solution of
BCHA-PPV in xylene under an overpressure of 2 atmo-
spheres of argon in order to allow the polymer to pen-
etrate the space between the tubes. A final layer of the
polymer was subsequently spin cast onto the carbon nano-
tube. A second metallic contact of aluminum or gold ther-
mally evaporated onto the polymer completed the device.
Sharon et al. have developed a photoelectrochemical cell
with DLC, carbon prepared from camphor [92]. They also
developed a homojunction [93–94] carbon solar cell from
semiconducting carbon obtained by pyrolysis of camphor of
configuration p-C (100 nm)/n-C(100 nm)/n-Si(380 nm) giv-
ing an efficiency of 1.2%. Soga et al. [95] have fabricated
homo- and heterojunction carbon solar cells of configura-
tion “n-C/p-Si,” “p-C/n-Si,” and “n-C/p-C/p-Si” using amor-
phous carbon (a-C and a-C:H). The efficiency of these cells
is about 2.1%. A p-n junction has been formed by bonding
n-GaAs with p-diamond epitaxial layer [96]. A photoelectro-
chemical behavior of semiconducting boron-doped diamond

thin films has also been studied exhaustibly, principally by
Pleskov and his co-workers [97–101] and by Fujishima and
his co-workers [102]. Ago et al. [103] have made a pho-
tovoltaic cell of configuration “Al(transparent)/PPV(poly(p-
phenylene vinylene)/MWNT/ITO (glass substrate).” They
studied its current-voltage characteristics as well as its quan-
tum efficiency (1.8%). A heterojunction carbon solar cell of
configuration “Al/n-C60/p-Si/Al” has been reported by Katz
et al. [104]. Under natural sunlight conditions the short-
circuit current density was found to be 42 �A cm−2 and the
open-circuit voltage was 322 mV. A significant rectification
property is obtained in the I-V characteristic of the junction.

In spite of this work, there is a need to make efforts to
develop a homojunction carbon photovoltaic cell which is
cheaper than the silicon photovoltaic cell, giving efficiency
at least 10% so that it can be commercially viable.

5.1.3.4. Electron Field Emission Effect Details of the-
ory and techniques to study electron field emission have
been discussed in the diamond section. Here we shall discuss
this behavior in relation to DLC films only.

Field emission from DLC is generally found more easily
than from diamond. It is observed that the substrate over
which diamond-like film is deposited has an essential impact
upon the electron emission characteristics of the film. Either
the electron properties of the interface itself or the growth
morphology and structure of the film influence the elec-
tron field emission properties. When a diamond-like film is
deposited on a flat substrate through a mask, the emission
sites are most abundant at the edges of the film. It is likely
that the most favorable conditions for emission will always
be attained somewhere at the film edge [105]. Xu et al. [106]
have proposed that, in the DLC films consisting of a mixture
of sp3 and sp2 bonds, the sp3 bonds in the clusters are the
electron emission sites, whereas the sp2 bonds in the clus-
ters play the role of a transport path for supplying electrons.
Cheng et al. [107] have studied the electron emission behav-
ior of DLC film deposited over Cr/Si tip by laser ablation
process (600 mJ laser energy). They reported that as the
temperature of substrate increases, Raman shift at around
1550 cm−1 increases, which in turn increases, the current
density of 340–436 �A cm−2. This suggests that as the sp2

content in film increases, emission current also increases.
This observation also implies that emission current may
increase with increase in sp2 concentration up to some opti-
mum concentration of sp2; otherwise graphite should have
given the maximum emission current. There has been con-
siderable discussion about whether field emission from dia-
mond and DLC is intrinsic or due to surface damage caused
during its formation. There is a need to examine this behav-
ior in detail. Sharon et al. [16] have suggested that carbon
with 33.3% sp2 behaves like an intrinsic material, and while
higher concentration makes it n-type, lower concentration
of sp2 makes it p-type carbon. It would be interesting to
study the electron field emission with carbon possessing dif-
ferent concentration of sp2 carbon to establish any possible
relationship with intrinsic character of carbon.

Threshold emission field for DLC is 20–40 V �m−1 which
can be lowered to about 10 V �m−1 for optimized films, and
to 5 V �m−1 for nitrogen-doped films [108, 109]. On the
contrary, Kuo et al. [110] have observed that hydrogenated
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DLC film grown in presence of NH3 needs higher thresh-
old voltage than film grown in presence of nitrogen for the
electron field emission. They suggested that nitrogen doping
is more effective with NH3 than with nitrogen. It appears
from the discussions that exact reasons for field emission
with DLC films need more rigorous studies to arrive at some
definite conclusion.

5.2. Fullerenes

5.2.1. Structural Aspect
The discovery of C60, one of the family members of
fullerene, was first reported in 1985 when Kroto et al. [3]
measured a carbon cluster containing 60 atoms arising from
their laser vaporization apparatus. The C60 molecules con-
tain 12 pentagons and 20 hexagons. In the C60 molecules
each carbon atom is bonded to three others by two longer
bonds (length ∼145 pm) and one shorter bond (bond length
∼140 pm). This stable pure carbon molecule was found to
have geodesic properties of a truncated icosahedral hol-
low cage and was named Buckminsterfullerene (C60). An
excellent and informative review on the growth of car-
bon nanostructure and fullerenes is given by Popov and
co-workers [111]. Fullerene family are the most ordered
structures among the known carbon clusters. They are said
to be ordered structures because other forms of carbon
are believed to be amorphous (e.g., carbon black, charcoal,
active carbon, etc.). Crystals of C60 formed by vacuum sub-
limation have a face-centered cubic (fcc), crystal structure
at room temperature a0 = 141�7 pm. Those grown from
solution have a variety of crystal structures depending upon
the solvent used, for example, fcc, hexagonal close-packed
(hcp), or orthorhombic structures. Since there are many
good reviews, in-depth discussions on this material will not
be made.

5.2.2. Properties
The discovery of Buckminsterfullerene has created a tor-
rent of activity spanning the scientific disciplines. It has been
speculated that the fullerenes should be excellent lubricants
due to their low intermolecular shear strength and high vol-
ume compressibility. The optical and electrical properties
and the electronic structure of C60 are still a matter of dis-
pute. For example, the bandgap of C60 has been reported
in the range of 1.5–2.15 eV by various authors [112]. Inter-
estingly, Faiman et al. [113] have shown that the optical
bandgap of C60 thin film can be shifted at will by control-
ling the deposition conditions leading to effective optical
bandgap in the range of 1.5–2.5 eV. Kuzmany et al. [114]
have shown a heterojunction photovoltaic solar cell (Al/
C60/p-Si/Al) giving a open-circuit voltage (under the sun-
light illumination) of 322 mV. Licht et al. [115] fabricated a
photoelectrochemical solar cell with C60 with various redox
electrolytes (aqueous and nonaqueous) and have shown that
such type of cell may be feasible with this material provided
this material is cheaply available. Some of the properties of
crystalline forms of carbon are shown in Table 2.

More information is becoming available about the bio-
logical properties of C60 and its derivatives. For example,
C60 inhibits the replication of simian immunodeficiency virus

Table 2. Properties of diamond, graphite, and C60.

Diamond [116] Graphite [117] C60 [118]
Property (cubic) (hexagonal) fcc

Bond length (pm) 154 142�335 146�144
Density (g cm−3) 3�52 2�26 1�72
Bulk modulus (Gpa) 442 286 6�8
Young’s modulus 1054 102�036�3 16

(Gpa)
Melting point (K) 4500 4450 1180
Thermal conductivity 15�000 2800 0�4

(W m−1 K−1)

(SIV) in vitro and the activity of Moloney murine leukemia
virus (M-MulV) reverse transcriptase [119]. A polyfullerenol
has been found to suppress the levels of the microso-
mal enzymes in vivo and decrease the activities of P450-
dependent monooxygenase and mitochondrial oxidative
phosphorylation in vitro [120]. Water-soluble polythylene
modified C60 accumulated at the site of tumors during test-
ing, and after light irradiation the volume of the tumor was
significantly reduced [121].

5.2.3. Synthesis
Much evidence suggests that fullerenes are a by-product of
soot formation; on the other hand, there are observations
pointing out that soot produced in fullerene processes is
somewhat special compared to other soots. Small carbon
clusters (less than 12 atoms) have been observed in sooting
flames, in acetylene pyrolysis, and in carbon plasma pro-
duced by different methods. It is suggested that fullerenes
and soot have the same precursors [122]. C60 has been
produced from carbon materials other than graphite, such
as coals, polymers, benzene soot, glassy carbons, kerosene,
coorongite camphor [123, 124], etc. Unique fullerene-related
materials to be synthesized include metallofullerenes and
nanotubes and polyhedra. Many metals like cesium, potas-
sium, barium, etc. have been successfully encapsulated into
a fullerene cage. Laser vaporization [125] of graphite disk
impregnated with lanthanum oxide gives a soot containing
La2C82.

5.3. Carbon Nanomaterials

5.3.1. Structural Aspects
There are many mechanisms proposed to elucidate the for-
mation of carbon nanotubes. One of the most accepted
mechanisms is formation of carbon nanotube over a molten
catalyst. A nucleation of metal and hydrocarbons takes place
on the particle surface, it diffuses, and dissociates at the
contact angle of the particle with the reactor wall. A carbon
shell is produced which develops by lateral growth into a
carbon nanotube.

A good description of nanotubes and various aspects
related to carbon nanotubes are nicely dealt with in an arti-
cle published by Kroto and co-workers [126]. Carbon nano-
tubes consist of graphene sheets wrapped to a cylinder. In
other words, nanotubes consist of concentric hexagon-rich
cylinders, made up of sp2 hybridized carbons, as in graphite,
and terminated by end-caps arising from the presence of
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12 pentagons (six per end). It is possible to construct a cylin-
der by rolling up a hexagonal graphite sheet in different
ways. There exist three forms of nanotubes (NTs): achiral
NTs of the “armchair type,” achiral “zigzag” NTs, and chiral
or helical NTs (each pair of the hexagon sides is arranged
at an angle other than 0� and 90� relative to the NT axis).
First two of these are “nonhelical” in the sense that graphite
lattices at the top and the bottom of the tube are parallel. In
the armchair structure, two C C bonds on opposite sides
of each hexagon are perpendicular to the tube axis, whereas
in the zigzag arrangement, these bonds are parallel to the
tube axis. The structures of these NTs are usually described
by means of two indices, n and m, which are related unam-
biguously to the NT diameter (d) and the chiral angle (!,
characterizing the deviation from the “zigzag” configuration
and ranging from 0 to 30�):

d = a
√
3n2 +m2 +mn��/�

! = arctan�−√
3m�/2n+m��

where a is the interatomic distance in the planar network.
(n�m) nanotubes can be characterized by the chiral vector
Ch = na1 +ma2 on the honeycomb lattice of a flat graphene
sheet, where a1 and a2 denote the lattice vectors of graphite.
The cylinders are formed by rolling up graphene sheet so
that sites defined by lattice vector R fall on top of sites
given by the lattice vector R + Ch. The chiral angle ! is
given with respect to the (a1 + a2) direction. Thus achi-
ral NT of the “armchair” type are characterized by indices
n�m�, those of the “zigzag” type have indices (n, 0) and
chiral ones are described by (n, m). Because of the sixfold
symmetry of the honeycomb lattice, several different inte-
ger pairs (n, m) describe equivalent tubes. Dresselhaus and
co-workers [127] observed that the intershell spacing (d002)
between the two graphene sheets of the nanotubes ranges
from 0.34 to 0.39 nm and d002 increases as the tube diame-
ter decreases. The empirical equation for the best fit to the
data is found to be

d002 = 0�344+ 0�1 e−D/2 (nm) for D ≥ 0

where D is the inner tube diameter. The intershell spacing
decreases exponentially and approaches 0.344 nm for tube
of diameter greater than ∼10 nm.

Apart from these classifications, two kinds of car-
bon nanotubes are now available: multiwalled nanotubes
(MWNTs) and single-walled nanotubes (SWNTs). The
diameter of MWNTs is typically in a range from 10 to 50 nm,
and length is more than 10 �m. On the other hand, SWNTs
are much thinner, being only 1.0 to 1.4 nm in diameter, while
the length is on the order of 100 �m. The number of walls
in MWNTs is theoretically unlimited but normally it does
not exceed a few dozen. The distances between the neigh-
boring shells are close to the interlayer spacing in graphite
(0.34 nm); thus, the smallest diameter of carbon NT is
∼0.7 nm. The diameter of the second and subsequent coax-
ial atomic layers is stipulated by the diameter for the inner-
most layer. In this connection, the structure of NT resembles
that of onion fullerenes; if the inner shell is C60, the second
shell is C240, the third one is C540, etc. In most cases, the tips
of NT are covered by hemispherical or conical caps, which

contain not only hexagons but also pentagons, in which
the configuration of the carbon atoms is less stable. These
caps are somewhat more chemically reactive than the lateral
surfaces.

Raman-scattering spectra [128] of single-walled nano-
tubes measured with incident laser wavelength from 488 to
783 nm shows two peaks, one at 1590.9 cm−1 and the other
at 1567.5 cm−1, with broad peak at 1549.2 cm−1 as com-
pared to graphite peak at 1580 cm−1. Their measurements
suggest that as the diameter of the nanotubes increases, the
resolution of Raman-scattering peaks, especially of 1567.5
cm−1 and 1549.2 cm−1, diminishes and finally becomes one
broad peak around 1580 cm−1. When the diameter becomes
about 5 nm, it is exhibited by multiwall nanotubes, polyhe-
dral graphitic nanoparticles, or even graphitic layers.

The XRD patterns of graphene sheets, hard shell, purified
MWNTs, and graphite rod are shown in Figure 9. In the
XRD pattern of MWNTs, the (002) and (004) peaks shift
to a lower angle as compared to those from raw graphite,
indicating the wide d002 spacing of MWNTs.

One of the useful aspects of carbon nanometer tubes is
their size-dependent physical and chemical properties. The-
oretically, nanotubes are expected to be either an insula-
tor or metal depending upon their diameter [129]. There
have been some efforts to establish experimentally as well
as theoretically a relationship between the diameter of the
semiconducting carbon nanotubes and the bandgap. Smalley
and others [130, 131] have reported a relationship between
the bandgap and the diameter of the CNT which has been
found to be in good agreement with the theoretical estima-
tion [132].

Amaratunga et al. [133] have measured the activation
energy (∼0.6 eV for high-temperature range) for the elec-
trical conductivity as well as the Hall mobilities (2�75 ×
10−5 cm2 V−1 s−1) and optical bandgap (in the range of
1.5–2.0 eV) of carbon nanotube prepared under different
conditions. It is interesting to note that Hall mobility is very
low compared to diamond (1000–2200 cm2 V−1 s−1). More-
over, there seems to be a large difference between activation
energy for electrical conduction and optical bandgap, sug-
gesting that CNTs may possess many defect states promoting
electrical conduction.

5.3.2. Preparation of Nanotubes
5.3.2.1. Carbon Arc Process Iijima and co-workers
were the first to discover carbon nanotubes in the deposit
on the cathode of carbon arc [134, 135]. Since then, there
have been various approaches adopted to prepare carbon
nanotubes. Rakov [136] has given a very exhaustive review
on methods for preparation of carbon nanotubes. Nowadays,
carbon nanotubes are produced by diverse techniques such
as arc-discharge, pyrolysis of hydrocarbons over catalysts,
laser evaporation of graphite, condensed phase electrolysis,
for example, electrolysis of metal salts using graphite elec-
trode, etc. All these techniques would be difficult to discuss
in detail here. Hence, only a few of them are highlighted
here.

The arc-discharge method is similar to that used for the
synthesis of fullerenes. An inert gas atmosphere (prefer-
ably He) is flowed through a reaction vessel [137] at a con-
trolled pressure. Two graphite rods constitute the electrodes,
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between which a potential difference is applied. As the rods
are brought closer, a discharge occurs resulting in formation
of plasma. A deposit, which may contain carbon nanotubes
under certain conditions, forms on the large negative elec-
trode (cathode) while the smaller positive electrode (anode)
is consumed. When a metal catalyst is to be used along with
graphite, a hole is drilled in the carbon anode and it is filled
with a mixture of metal and graphite powder. In this case,
most nanotubes are found in the soot deposited on the arc-
chamber wall. It has been found that vaporization of an
anode containing Co, Co-Ni, Co-Y, Co-Fe, Ni, Ni-Y, Ni-Lu,
and Ni-Fe gives deposits looking like a lace collar or a soft
belt being formed around the cathode deposit. They contain
SWNTs mixed with amorphous carbon and metal particles.
Some catalysts (Cu, Cu with Ni, Pt, Y, or Fe; Ni, Ni with
Y, Lu, or Fe) cause the formation of a “web.” The addition
of sulfur to Co catalysts also results in a greater amount of
the web-like products. Higher yields of SWNTs with diame-
ter ranging from 0.55 to 6 nm have been obtained with the
positive graphite electrode mixed with different metals (Ni,
Fe, Co, La) [138]. Since sulfur itself does not catalyze the
formation of nanotube, its role seems to reduce to the sta-
bilization of dangling bonds. The addition of Bi and Pb also
causes increase in the NT diameter.

5.3.2.2. Catalytic-Assisted Pyrolysis (Chemical Vapor
Deposition ) Pyrolysis of hydrocarbon (chemical vapor
deposition) has also been extensively used for this purpose.
Catalytic pyrolysis of hydrocarbons had been used to pre-
pare carbon fibers even before the discovery of NT and
fullerenes [139]. In this method, chemical precursor along
with inert carrier gas is allowed to pass through a quartz tube
maintained at some specific temperature. Organic precur-
sor decomposes and the products are deposited on alumina
plate. This method has given large quantity of nanotubes.
Under this method one could use one furnace [140] and
allow the vapor of precursor to enter the furnace for the
pyrolysis. Alternatively, two furnaces could be used [141],
one for pyrolysis and the other for vaporization of the pre-
cursor. Metal nanoparticles employed in the CVD synthe-
sis of carbon nanotubes have been prepared by varieties
of methods. Catalysts have also been used for this pur-
pose. Catalyst powder of nanoparticles size could be kept
in the furnace over which vapor of hydrocarbon is cat-
alytically decomposed to form carbon nanotubes. Catalysts
could also be mixed with precursor and vaporized to enter
the furnace along with the vapor of precursor. Alterna-
tively, catalysts could be in form of thin film deposited over
some ceramic materials. One method is to use nanoporous
or mesoporous substrates, such as zeolites [142], porous
Si [143], and anodized Al2O3 [144], in which metal nano-
particles are confined through evaporation or impregnation.
Another method is to etch a metal substrate or a metal-
coated substrate by laser ablation [145] or plasma treatment
[146]. The physical etching generates metallic nanoparticles,
which play a role as catalysts for nanotubes growth. Many
parameters, including the temperature and duration of the
treatment, the gas composition and flow rate, and catalyst
nature and size affect the nature of carbon species in the
resulting materials [147]. For each type of precursor, one
has to establish the best conditions to get the desired type

of carbon nanotubes. One of the best and easiest methods
is to follow Taguchi Analysis [148].

It has been observed that nickel-catalyzed decomposition
of CH4 (99.99%) and H2 (in 9:1) helps the growth of carbon
nanotubes at 600 �C better than either 500 �C or 700 �C. In
general, admixtures of Li, Cu, Ag, Zn, Cd, B, Al, In, Y, La,
lanthanides, Si, Ge, Sn, Ti, Hf, Pb, Bi, S, Se, Cr, W, Mn, Ru,
Pd, Pt, mixtures of two metals or of a metal with a nonmetal,
and several carbides and oxides have been tested as catalyst
for such purpose [149–153].

Huang et al. [154] have synthesized large-area highly ori-
ented carbon nanotubes at temperature below 666 �C by
plasma-enhanced hot-filament chemical vapor deposition.
Acetylene gas is used to provide carbon and ammonia gas is
used for dilution and catalyst. Pyrolytic methods have been
used to generate helical nanotubes [155], hemitoroidal nano-
tube caps [156, 157], and bent nanotubes [158].

Pyrolysis of metallocene such as ferrocene, cobaltocene,
and nickelocene yields carbon nanotubes and metal-filled
onion-like structure [159, 160]. Decomposition of Fe and
Co phthalocyanines is also accompanied by the formation of
nanotube, whereas Cu phthalocyanine gives neither nano-
tube nor graphitized particles. Ferrocene has been used as
the floating catalyst in the pyrolysis of thiophene giving rel-
atively thick “ropes” and ribbons colored silvery black. The
longest ropes were 3–4 cm long and have a diameter of
0.1 mm. Lee et al. [161] observed that nickel deposited over
SiO2 substrate dipped in dilute solution of HF for 100–200
s, or etched by NH3, results in Ni particles acting as the
nucleation seeds for the growth of carbon nanotubes. They
could get vertically well-aligned CNTs of length 50 �m. Cao
et al. [162] have been able to get bundles of aligned MWNTs
by pyrolysis of xylene containing ferrocene. In a horizon-
tal furnace maintained at 800 �C, mixture of hydrogen (150
sccm) and argon (900 sccm) has allowed to carry drop by
drop a solution of ferrocene in xylene (0.12 g/ml) at an inter-
val of 2 min. This arrangement gave bundles of MWNTs
of average length 60 �m. Cheng et al. [163] have devel-
oped a high yield, low cost, and continuous nanotube growth
process. Benzene or methane is transported to the fur-
nace maintained at 1100–1200 �C with carrier gas hydrogen
along with ferrocene as a catalyst. To enhance the growth
of SWNTs a sulfur-containing additive (thiophene) was
employed.

Helically coiled nanotubes [164] have been prepared by
catalytic decomposition of benzene on Co/SiO2 catalyst at
873 K. They have a 10 nm coil diameter, 50 nm coil pitch,
and around 1 m length.

Carbon nanotubes have been synthesized by chemical
vapor deposition at 700 �C and 800 �C using Ni-
phthalocynanine as starting material. The tubes grew per-
pendicularly on the quartz surface. This precursor was
preferred because Ni-phthalocyanine (NiC32N8H16) can sup-
ply Ni, C, N, and H at the atomic ratio of 1:32:8:16 to prepa-
ration system [165].

Zhao et al. [166] have developed a simple technique to
grow aligned MWNTs. Al sheet is electropolished in phos-
phoric/glycerol solution at 13–15 V for 10 min at 70–80 �C
until a mirror finished is obtained. This Al sheet is anodized
in 0.3 M oxalic acid solution for about 1 hr under 40 V at
25 �C. This sheet is immersed in 5% H3PO4 for some time
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to remove partial alumina template, and then it is anodized
again under the same condition. This gives a regular pore
structure. Over this sheet cobalt metal was deposited in the
pores by an ac current source of 50 Hz. Alumina membrane
is removed from substrate by immersing in saturated HgCl2
solution. By this process, a deposition of Co in the pores was
achieved. This system was used for depositing carbon nano-
tubes by keeping it in a furnace at 650 �C and passing acety-
lene vapor. In this way, carbon nanotubes were deposited
in the pores of the membrane. Advantage of this method is
that carbon nanotubes are deposited as aligned nanotubes
over metallic aluminum plate. Recently Maruyama et al.
[167] have demonstrated a simple catalytic vapor deposition
technique to synthesize high-purity SWNTs at low temper-
ature (550 �C) by using methanol as the carbon source. It
is suggested that the etching effect of decomposed OH rad-
ical attacking carbon atoms with a dangling bond, impuri-
ties such as amorphous carbon, MWNT, metal particles, and
carbon nanoparticles are completely suppressed even at rel-
atively low reaction temperature. Alcohol was sucked into
the furnace rather than pushing through a carrier gas.

Sharon and his group [168] have been trying to synthesize
carbon nanotubes by pyrolysis of natural precursors. Their
group has been able to synthesize various forms of carbon
nanotubes from natural precursor like turpentine and cam-
phor (Fig. 12).

5.3.2.3. Laser Technique Laser technique has been suc-
cessfully used for the growth of carbon nanotubes. Single-
walled carbon nanotube yield depends upon the power of
laser beam (532 nm) used to ablate carbon target, irradiation
time, the composition of the target, the pressure and flow
rate of inert gas, and the target temperature. Kroto and co-
workers [169, 170] pyrolyzed 2-amino-4,6-dichloro-s-triazine
over cobalt thin films (deposited on an inverted silica sub-
strate) and etched using laser technique. A bundle of aligned
nanotubes of uniform length of around 100 mm and diam-
eter of 30–50 nm grown perpendicularly over the substrate
were observed. Guo et al. [171] have proposed an original
method for the synthesis of SWNTs in which mixture of car-
bon and transition-metal are vaporized by a laser impinging
on a metal-graphite composite target. They pointed out that
in contrast to the arc method, direct vaporization allows far
greater control over growth condition permitting continuous
operation, and produces nanotubes in higher yield and bet-
ter quality. Rinzler et al. [172] have been able to develop
laser ablation technique to produce SWNTs yielding in the
range of 60–90 vol.% of the carbonaceous soot material and
at a production rate of about 1 g day−1. There is a good
review on the production of carbon nanotubes by Wolfgang
et al. [173]. Some standard conditions for synthesis of nano-
tubes (SWNT and MWNT) using laser are given in Table 3.
A self-explanatory schematic diagram of the laser evapora-
tion technique is shown in Figures 13 and 14.

5.3.2.4. Electrochemical Method Electrochemical met-
hod has lately been tried for the growth of carbon nano-
tubes. Matveev et al. [174] have been able to get MWNTs
from acetylene at room temperature for the first time.
Gaseous acetylene was purified by passing it through iron
chloride solution. Gas was then dried by passing it through

a layer of freshly melted KOH flakes. Purified acetylene was
dissolved in liquid ammonia to get 15–20 mol% acetylene
solution. This solution was electrolyzed at 233 K using n-Si
(100) electrodes (separated by 4 cm) at 150 V for 5–10 h.
Carbon curled nanotubes were found on the electrodes and
exhibited a high aspect ratio (length/diameter) >1000. Liq-
uid ammonia helps to dissolve hydrocarbon as well as to
initiate chain radical reactions in the solution of hydrocar-
bon to facilitate growth of carbon nanotubes. Windle and
co-workers [175] as well as Kroto and co-workers [176] have
synthesized carbon nanotubes and nanoparticles electrolyt-
ically from normal graphite in molten alkali chlorides such
as LiCl, NaCl, and KCl. Carbon nanotubes as well as nano-
particles and onion-like structures have been generated. The
nature of products depends upon several factors includ-
ing the electrolysis voltage and current, depth of electrode
immersion in the electrolyte, the length of time the current
is maintained, and the electrolyte. It is reported that carbon
consumption for nanotube formation occurs at the graphite
cathode where alkali metals form during the electrolysis.
However, the major hurdle is the nonconducting nature of
most organic precursors and insolubility of the organic mate-
rials in polar solvents or in solvents with high dielectric con-
stant. Hence, though this technique is very suitable, these
limitations have to be overcome before it can be used for
large-scale synthesis of carbon nanostructures.

5.3.2.5. Effect of Particle Size of Catalyst It has been
observed that the particle size of the catalyst plays a role
in the growth of MWNTs as well as SWNTs. For multi-
walled nanotubes, the particle size needs to be larger than
the nanotube diameter since catalytic process requires car-
bon species to diffuse through catalyst like Ni in order to
grow multiwall nanotubes. For the growth of single-walled
carbon nanotubes, the particle, which is attached to one end
of the nanotubes, has to have the same size as the nanotube
diameter where the carbon shell on the particles grows and
transforms to a carbon nanotube. These relationships agree
with the experiential evidences [177–179].

5.3.2.6. Opening and Insertion of Metal into Carbon
Nanotubes Carbon nanotubes prepared by any of these
methods would be normally closed from one end of the tube.
Hence, efforts have also been made to open one of the ends
so that some chemistry could be done with these carbon
nanotubes. One simple method is by a chemical route for
opening multiwalled carbon nanotubes. This is achieved by
boiling suspensions of nanotubes in aqueous nitric acid for
several hours (∼24 h) at 150 �C [180]. Several efforts have
been made to encapsulate metallic particles like iron into
carbon nanoparticles [181]. After opening the closed end of
carbon nanotubes, filling in-situ with metal oxides such as
NiO [182] or even metal like palladium has been achieved
[183]. Ajayan and co-workers have been able to coat carbon
nanotube with a single layer of metal oxide (V2O5) [184].
A novel electrolytic technique has been discovered by Kroto
and co-workers [185] which yields fully filled metallic Sn
nanowires. They also succeeded in coating carbon nanotubes
with Sn nanowires by electrolyzing graphite electrode in
molten mixture of LiCl and SnCl2 under argon atmosphere.
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Figure 12. Various types of carbon nanomaterials synthesized from turpentine and camphor. Bamboo-shaped branched CNT (A, B, C, F);
Y-junction CNT (D, E); coiled double-walled CNT (G, I, J); enlarged portion of (G) to show double-walled CNT (H); formation of branching in
CNT (K); Yofork type CNT (L) [168].

In this fashion many types of elements such as Pb, Bi, Cs,
S, Se, etc. have been introduced into the carbon nano-
tubes easily. It has also been possible to dope potassium
into single-walled nanotube. Due to donation of electron by
potassium, its doping causes generation of electron carriers
in the carbon nanotube. The Hall mobility for the electron
is found to be 20–60 cm2 V−1 s−1, a value which is similar
to hole effective mobility in nanotubes [186].

5.3.3. Purification of Carbon Nanotubes
When one measures the physical properties of MWNTs or
SWNTs and plans their practical application, impurities like
carbon nanoparticles are not desirable. There is a good
review on the purification of SWNTs by Chiang et al. [187].
Many attempts have been made for purification of MWNTs
[188]. Carbon single-walled nanotubes or multiwalled carbon
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Table 3. Some favorable standard laser ablation conditions for synthesis of nanotubes.

Source
Source conditions Target Temperature Gas Results

Single pulsed " 532 nm Graphite (G) Furnace 1200 �C Argon MWNTs
Nd:YAG

Double pulsed " 1064 nm G (98)/Ni (0.6)Co Furnace 1200 �C Argon SWNTs 60–90 vol.%,
Nd:YAG (0.6) at.% 1 g/day

Cw-CO2 " 1064 nm G (95)/Ni (4)/ No furnace Argon SWNTs 80 vol.%,
Y (1) at.% 130 mg/h

Solar light Sunlight G (96)/Ni (2) No furnace Argon MWNTs and few
Co (2) at.% SWNTs

Source: Reprinted with permission from [173], K. Wolfgang et al., Carbon 40, 1685 (2002). © 2002, Elsevier Science.

nanotubes are typically accompanied by other carbonaceous
materials when synthesized. A number of purification meth-
ods have been developed. They can be categorized into four
major methods: (i) acid oxidation, (ii) gas oxidation, (iii)
filtration, and (iv) chromatography. In the acid reflux pro-
cedure raw nanotubes are refluxed in nitric acid to oxi-
dize the metals and impurity carbon. Sharon and co-workers
[189] have purified carbon nanotube by refluxing it with
concentrated HNO3 for 24 h. TEM images of CNT films
are shown in Figure 15. While Figure 15a shows the CNT
before purification, Figure 15b shows CNT after purification.
Globular particles at the end of the CNT (Fig. 15a) are
the Co catalyst, which are absent in the purified material
(Fig. 15b).

Unfortunately, acid-treated nanotubes are thought to
have carboxylic acid groups at the tube ends, possibly, at
defects on the sidewalls. Hence, acid-purified tubes must be
checked before its application. Gas phase oxidation is used
for the purification of MWNT [190]. This process suffers
from the disadvantage of destroying SWNT. Combination of
acid wash and gas oxidation process has also been applied
for purification. Oxidation of acid-treated products at 550 �C
for 30 min has given a good result to purify SWNT. TGA
studies indicate that these purified tubes can withstand tem-
perature up to 600 �C in air. Microfiltration and chromatog-
raphy methods have also been found suitable, but are not so
popular. Purification of multiwalled carbon nanotubes con-
taining necessary carbon particles has been also achieved by
heating the sample with infrared radiation in air [191, 192].
Unfortunately, more than 95% of the nanotubes are also
destroyed in this process and the remaining nanotubes lose
their protective end-caps. Recently, it has been suggested to

Water cooled
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Quartz-Tubes
Inner: ∅ 2.5 cm
Outer: ∅ 5 cm

Nanotube
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Cu Collector
1200 °C

Furnace

Figure 13. Sketch of the up-scales Nd:YAG laser evaporation experi-
mental setup. Reprinted with permission from [173], K. Wolfgang et al.,
Carbon 40, 1685 (2002). © 2002, Elsevier Science.

treat carbon nanomaterials (impure) with HCl and then with
HNO3.

5.3.4. Properties of Carbon Nanotubes
Before discussing various applications of carbon nanotubes,
perhaps it would be appropriate to spend some time dis-
cussing the general properties of carbon nanotubes. Mea-
surements of Young’s modulus show that single nanotubes
are stiffer than commercial carbon fibers. MWNTs can pass
a very high current density of the order of 108 A cm−2 with-
out adverse effect [193]. Properties of nanotubes depend on
atomic arrangement (how the sheets of graphite are rolled),
the diameter and length of the tubes, and the morphology
or nanostructure. Work functions of MWNTs and graphite
have been evaluated from the secondary electron in UPS
HeI spectra by Ago et al. [194]. These values are given in
Table 4. X-ray profile of purified and annealed SWNT has
been given by Smalley and co-workers [196], showing well-
defined reflections at 2! corresponding to 6.3, 10.5, 16.5,
and 22�.

An essential problem in understanding conduction in
nanotubes is a crossover from metallic to nonmetallic
behavior as the temperature is lowered [197]. Recent elec-
trical transport measurements on bulk nanotubes, individual

Argon
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Plume

Co2 Laser

Quartz-Tube

Figure 14. Drawing of cw-CO2 laser evaporation system. Reprinted
with permission from [173], K. Wolfgang et al., Carbon 40, 1685 (2002).
© 2002, Elsevier Science.
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Figure 15. TEM image of the CNT (a) before purification and (b) after
purification. Reprinted with permission from [189], A. K. Chatterjee
et al. Electrochim. Acta. 48, 3439 (2003). © 2003, Elsevier Science.

multilayered tubes, and single-walled tubules have revealed
that their conducting properties depend markedly on the
degree of graphitization, helicity, and diameter. Carbon
nanotubes are found to behave like metal, insulator, or semi-
conductor, depending upon the method of production—
which controls the degree of graphitization, the helicity, and
the diameter.

Collins et al. [198] have recently found that the ther-
mopower of SWNT thin films changes from a large positive

Table 4. Work function of MWNTs.

Work function (eV)
Sample Ago [194] Shiraishi [195]

Purified MWNTs 4�3 4�95
Air-oxidized MWNTs 4�4 —
Plasma-oxidized MWNTs 4�8 —
Acid-oxidized MWNTs 5�1 —
Highly oriented pyrolytic graphite 4�4 4�80

(HOPG)
Single-walled nanotube (SWNTs) — 5�05
C60 — 6�5

value to approximately 20 �V K−1 (at a temperature of
350 K) in air to negative values of approximately
−12�V K−1 in vacuum, and so ascribed the positive ther-
mopowers observed to the adsorption of oxygen. However,
the negative thermopower magnitude seen in vacuum is still
larger than typical metallic values instead of being close to
zero. Grigorian et al. [199] found a negative thermopower
for SWNT mats doped with Cs, again reaching a rather large
magnitude of −15 �V K−1 near 150 K before decreasing in
magnitude at higher temperature.

Carbon nanostructured materials are also considered for
some electrochemical applications such as membrane sup-
port of catalyst for the electrocatalytic reduction of oxygen
and the oxidation of methanol [200, 201], storage of lithium
[202, 203], and supercapacitors [204, 205]. These properties
are discussed later in detail.

5.3.5. Applications of Carbon Nanotubes
5.3.5.1. Biochemical Applications SWNTs can be cut
into smaller sections using sonication in a mixture of con-
centrated sulfuric acid and nitric acid. This process makes
the tube opened. Once opened, tubes can be filled with a
variety of materials, for example, enzymes, protein [206],
and DNA [207]. The biomolecules appear to be encapsu-
lated within an environment which offers some protection,
and subsequent analysis of the catalytic activity of the immo-
bilized enzymes showed that a significant amount of the
enzyme retains its activity. Opening of tube tips has enabled
the resultant OH and COOH groups to be functionalized
using the standard chemical reaction conditions. For exam-
ple, SWNTs have been functionalized at the opened tips
by reaction with thionyl chloride and octadecylamine: the
derivatized tubes are more soluble in organic solvents than
their parent compounds and can subsequently be reacted
further along the waists of the molecules [208]. This type
of research is expected to help in drug delivery to infected
human organs. A suitable drug can be inserted into the hol-
low space of the nanotubes and can be injected into body
(with functionalized soluble carbon nanotubes). Drug will
start operating slowly at the site, which is infected.

5.3.5.2. Hydrogen Storage by Carbon Nanotubes
Good reviews on hydrogen storage by adsorption in carbon
nanotubes are given by Darkrim et al. [209] and Simonyan
et al. [209, 210]. There are conflicting reports about the
magnitude of hydrogen adsorbed by carbon nanotubes.
However, soon we shall arrive at some results, which are
reproducible. Dillon et al. [211] have reported that crys-
talline SWNTs have hydrogen capacity of 5–10 wt% at pres-
sure less than 1 bar near room temperature. It has also
been observed that some nanotubes can electrochemically
store relatively large amount of (110 mA h g−1� hydrogen,
corresponding to a hydrogen storage capacity of 0.39 wt%.
The reaction is reversible, indicating that the nanotubes can
be used to produce electrodes for rechargeable batteries.
Considering these properties, Rajalakshmi et al. [212] have
made electrodes of purified and open single-walled carbon
nanotubes and found them to behave like metal hydride
electrodes in Ni-MH batteries, showing high electrochem-
ical reversible charging capacity up to 800 mA h g−1 cor-
responding to hydrogen storage capacity of 2.9% compared



538 Carbon Nanomaterials

to known AB5, AB2 metal hydride electrodes. The charg-
ing and discharging potential was around −0.8 and −0.6 V
versus SCE, respectively. In a separate attempt, Qin et al.
[213] reported that MWNTs are promising candidates for
hydrogen storage. The electrochemical capacity of MWNTs-
Ni electrode can reach over 200 mA h g−1 at a current den-
sity of 200 mA g−1. MWNT-Ni electrode showed a high rate
of discharge capacity and long charge-discharge cycle life.
The electrochemical reaction of MWNTs-Ni was controlled
by the step of the hydrogen adsorption and the hydrogen
oxidation, that is,

Ni+H2O+ e− → NiHad +OH−

(this being the rate-determining step)

NiHad +MWNT → MWNTHad +Ni

If this could be improved, then low-weight, high-power den-
sity Ni-carbon hydrogen battery could become a reality.
Zuttel et al. [214] have tried to study the hydrogen storage
capacity of carbon samples at room temperature by means
of electrochemical galvanostatic measurement in a 6M KOH
electrolyte. During the charge process, the water in the elec-
trolyte dissociates at the working electrode (sample, negative
electrode) into the adsorbed atomic hydrogen and OH− ions
remaining in the electrolyte. The adsorbed atomic hydrogen
may intercalate in the electrode or recombine at the sur-
face to molecular hydrogen and diffuse into the electrode
or form gas bubbles at the surface of the electrode. Dur-
ing discharge process, the hydrogen in the electrode recom-
bines with OH− ions in the electrolyte to form water. This
reaction is accompanied with a charge transfer and there-
fore, the amount of hydrogen desorbed from the electrode
can be measured by measuring the electric charge, which
is equal to the product of current and time in galvanos-
tatic setup. In Zuttel’s experiment, there is no evidence that
discharged hydrogen has been completely adsorbed in the
carbon. Hence, the experiment has to be designed such that
one can be sure beyond any doubt discharge current is pro-
portional to quantity of hydrogen gas adsorbed in the car-
bon matrix. This hydrogen storage is very attractive from
the viewpoint of fuel cell technology, which requires a very
high density of hydrogen molecules for clean combustion.
The temperature programmed desorption (TPD) profiles
of closed- and open-tip SWNTs with diameters of around
1.2 nm are compared with the results of activated carbon,
which has micropores with diameter of around 3.0 nm. The
peak at 133 K is seen to originate due to hydrogen molecules
adsorbed inside the contamination amorphous carbon. This
hydrogen is not useful because it cannot be used at room
temperature. A peak at 288 K found only in the open-tip
CNTs suggests that the hydrogen molecules are incorporated
inside the hollow spaces of CNTs. The high-temperature
desorption (288 K) of a large number of hydrogen molecules
is a fascinating property for this application. The heat of
adsorption for this site (19.6 kJ mol−1) is larger than those
for graphite (∼4 kJ mol−1) and activated carbons (12 kJ
mol−1 for low coverage and 4 kJ mol−1 for high coverage).
The well-aligned SWNTs with the diameter of 2.0 nm were
predicted to be good candidates for use in vehicles, much
better than metal hydrides [215]. It is reported that 4 wt%
or higher of hydrogen can be stored in SWNT.

5.3.5.3. Lithium Secondary Battery One of the biggest
advantages of lithium battery is that one can get operating
voltage in the range of 4.7–5.0 V. The theoretical capac-
ity of lithium metal is considerably high 3862 mA h g−1.
Since lithium reacts vigorously with water, it is difficult
to get this power in aqueous solution. Alternative method
is to use nonaqueous solution and some device such that
lithium could be transported into the solution. Herold [216]
reported the first synthesis of Li-intercalated graphite. Later
Besenhard [217, 218] observed electrochemical intercalation
of alkali metal in graphite that is immersed in a nonaqueous
electrolyte. Cyclic voltammetry of graphite in dimethylsul-
foxide (DMSO), 1,2-dimethoxyethane (DME), or PC indi-
cated reversible electrochemical reduction at potential more
positive than that for Li deposition. This was attributed to
an intercalation reaction involving lithium. General formula
for intercalated lithium can be LixCy; for x = 1, y is equal
to 6 and for x = 0�5, y is equal to 12. For LiC6, the elec-
trochemical capacity is equivalent to 372 mA h g−1 C, and
186 mA h g−1 for LiC12. In some special cases, it has been
possible to get 1600 mA h g−1 capacity but soon after first
cycle of operation, the capacity falls down to 460 mA h g−1.
Introducing defect by ball-milling is found to improve the
capacity to 1000 mA h g−1.

This observation attracted scientists to develop lithium
battery using graphite as an electrode. The overall charge
(Li intercalation in carbon, de-intercalation of metal oxide)
reaction in a Li-ion battery that contains graphitic carbon
and a lithiated metal oxide (MO2, M = Co, Ni, or Mn) is

LiMO2 + 6C → Li1−xMO2 + LixC6

The electrochemical synthesis of Li-intercalated graphite
in a nonaqueous electrolyte containing a lithium salt can be
represented by

xLi+ + 6C + xe− → LixC6

During charging, Li from the metal oxide is transferred to
the carbon to form the negative electrode. Correspondingly,
discharge (de-intercalation of Li from carbon) of Li-ion cell
involves the reverse reaction. Lithiated carbon, in which the
Li species are intercalated between the layer planes (i.e., in
graphite) or associated with other sites (i.e., in disordered
carbons), are produced by both chemical and electrochemi-
cal process. This transport of lithium back and forth during
the charge and discharge process has led to the use of ter-
minology such as “rocking chair,” “shuttlecock,” “SWING,”
etc., to describe Li-ion cell. After the discovery of carbon
nanotube, this idea has been extended to carbon nanotubes.

The electrochemical intercalation of lithium in MWNT
was achieved by placing lithium metal foil, a polypropylene
porous separator soaked with the electrolyte solution, and a
cathode prepared by mixing nanotubes with 5% of black car-
bon and 5% of polytetrafluoroethylene (PTFE) as a binder.
Electrolytes are normally prepared with LiPF6 (1M) in car-
bonate mixture (EC:PC:3DMC) [219]. Shinoda et al. [220],
however, has suggested that lithium intercalation is possible
with open SWNT.

Sharon and co-workers [221–223] have studied the appli-
cation of carbon nanotubes and carbon nanobeads prepared
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from pyrolyzed camphor and observed that capacity of bat-
tery is as good as that obtained with graphitic carbon. Slurry
of camphoric carbon nanotubes was made with acetylene
black and ethylene propylene diene monomer as a binder in
a proportion of 86:10:4. This slurry was spread evenly onto
a finally polished copper sheet. Lithium metal was used as
counterelectrode. A Celgard 2500 microporous polypropy-
lene, wetted with dimethyl carbonate, served as a separator.
1M LiPF6 solution, prepared in 1:1 mixture of dimethyl car-
bonate and ethylene carbonate, was used as the electrolyte.

Typically, the potential of the carbon is >1 V before
Li intercalation takes place. In the case of highly graphi-
tized carbon, when current is applied to intercalate Li, the
potential initially drops rapidly to near 0.8 V (vs Li/Li+)
where electrolyte decomposition and the formation of a sur-
face film occur. When these reactions are taking place, the
potential remains close to a constant value. Following elec-
trolyte decomposition, the potential declines and the major-
ity of Li intercalation occurs at <0.25 V. In the extreme
case, electrolyte decomposition and gas evolution can occur
with little or no lithium intercalation. In addition, the dif-
ference between the charge and discharge half cycles is
attributed to the irreversible capacity loss, which represents
the charge (coulomb) associated with electrolyte decompo-
sition. Unfortunately, irreversible capacity is of the order of
120 mA h g−1. Because the cell is manufactured in the dis-
charged state, that is, no lithium present in the carbon struc-
ture, it is advantageous to minimize the irreversible capacity
loss which reduces the amount of lithium that is available
for the intercalation or insertion reactions.

Studies on various carbons indicate that the irreversible
capacity loss increases with increase in the surface area. Nev-
ertheless, some of the important properties that affect the
electrochemical behavior of carbon in Li-ion cells are crys-
tallinity, surface area, type and amount of surface groups,
and particle size and shape. These parameters influence
the capacity, cycle life, charge/discharge rate, and energy
efficiency.

Recently, Fukutsuka et al. [224] have used sp2 type car-
bonaceous thin film for insertion and extraction of lithium
ion in a lithium secondary battery. However, the current
density of only 26 mA g−1 could be obtained with such films.

In commercial cells, LiCoO2 is the dominant lithiated
metal oxide in the positive electrode (i.e., for the cath-
ode). Spinel structure oxides [225, 226] like LiNixMn2−xO4,
LiNiVO4 [227], LiCrxMn2−xO4 [228], LiCuxMn2−xO4 [229,
230], and less toxic spinel cathode Li2FeMn3O8 [231] have
also been used as cathode materials.

It is important to realize that though we can get the high-
est voltage with lithium battery, because lithium is scarcely
available, in the long run, its cost can become very high
for common man to use. On the other hand, other alkali
metal like potassium, which is available in plenty, may prove
to make a more cost-effective battery than lithium battery.
Claye et al. [232] have been able to dope potassium into a
SWNT. Since potassium is able to intercalate with SWNT,
why not try to make a potassium battery?

5.3.5.4. Carbon Nanotubes as Supercapacitor Super-
capacitors are intermediate systems between electrochemi-
cal batteries, which can store high energy associated with

low power values, and dielectric capacitors, which can
deliver very high power during few milliseconds. There
is a good review on this topic by Burke [233]. Superca-
pacitors are also called electrochemical capacitors, electric
double layer capacitors, or ultracapacitors. They are clas-
sified into three types: (i) electrostatic capacitor, (ii) elec-
trolytic capacitor, and (iii) electrochemical capacitor. The
electrostatic capacitor has a small capacitance. However, it
can be charged/discharged at high voltage. Examples are
ceramic capacitor, glass capacitor, mica capacitor, etc. The
electrolytic capacitor has been used most generally up to
now, because it has a large specific capacitance. The elec-
trochemical capacitor is a new type of capacitor offering
new features. The electrical energy storage system utiliz-
ing charge-discharge process of electric double layer on
porous electrode is called “electric double layer capaci-
tor (EDLC).” The specific capacitance of electrochemical
capacitor is much larger (over 10–1000 times) than that of
conventional capacitors. They have many advantages com-
pared to the secondary battery; for instance, long cycle life
(>100,000 cycles), simple principle and mode of construc-
tion, short charging time, safety, and high power density.
The energy density of supercapacitors, however, is smaller
than that of secondary batteries.

The most common applications of double layer capaci-
tor are as button cell, memory backup for electronic equip-
ment. They are also used as auxiliary power sources in small
appliances like laptop computers, alarms, VCR, telephones,
etc. They are well suited as a backup source because of
their energy storage density, low cost, and maintenance-
free long life operation. They have been used as a mem-
ory backup device because of their high cycle efficiency and
the long cycle life. Moreover, recently EDLC is expected
as the subpower source for hybrid electric vehicle (HEV)
because EDLC can provide high power density (from 0.5 to
20 kW kg−1) during few seconds or more, which leads to
specific energy densities ranging from 0.5 to 10 Wh kg−1.
The electrochemical capacitor can use either nonaqueous
electrolyte system or aqueous electrolyte system. Nonaque-
ous system can work at high working voltage, but internal
resistance is high and needs hermetic seal to avoid moisture
absorption. Absorption of moisture spoils the performance
of the capacitor. On the other hand, aqueous solvent system
has high ion mobility and high dielectric constant, making
the internal resistance very small. However, this works at
low voltage (around 1.3 V).

There are three different types of EDLC supercapacitors:
(i) carbon/carbon, (ii) metal oxide, and (iii) electronically
conducting polymers. In carbon supercapacitors, the elec-
tric charge is stored between a high surface area of carbon
electrode/electrolyte interface. In these systems, the use of
organic electrolytes allows the increase of the working volt-
age as compared to aqueous electrolyte. The electrode is
composed of a current collector (e.g., nickel foam) in con-
tact with an activated carbon. The current collector has to be
electrochemically inactive in the potential window in which
the system works. The active material is an activated car-
bon. Under a powder form, activated carbon (approximately
95%) is mixed with a binder (about 5% mixture of binder
like carboxymethylcellulose and PTFE) and sometimes with
an electronic conductor in order to reach good mechanical
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and electronic properties to the electrode. After drying, the
active material is laminated on each side of the current col-
lector, to make about 600-�m-thick electrode. A basic typi-
cal design of the electrochemical capacitor of configuration
CNT�H2SO4��H2SO4�CNT sandwiched between two pieces
of carbon paper assembled between Perspex plates is shown
in Figure 16.

Pellet of CNT (B) is charged with external potential and
when needed the same charge can be discharged externally
to get the power. In order to increase the capacitance, car-
bon nanotube needs to be activated. Activated carbon used
in supercapacitors must possess the following characteristics:
(i) a high specific surface area to ensure high specific capac-
itance value, (ii) a low resistivity, and (iii) a microstructure
well adapted in order to allow good electrolyte accessibility
into inner surface of the electrode. The practical electrode
material for EDLC is porous carbon such as activated car-
bons. The high capacitance (100–200 F g−1) is due to high
specific area (1000 m2 g−1) produced by many micropores
(2 nm > pore width). In general, it is believed that there
is a proportional relationship between the specific surface
area and the electric double layer capacitance of the acti-
vated carbon. The electric double layer capacitance can be
calculated by the amount of electricity passed during the
charge or discharge process by using the following equation
[234]:

c = it/w&V

where c = electric double layer capacitance (F g−1), i =
current (A), t = charge or discharge time (s), w = weight of
activated carbon in the electrode (g), and &V = potential
change during charge or discharge process.

The surface area of activated carbons results from a com-
plicated porous structure which involves pores of different
size: macropores (>500 Å wide), mesopores (20–500 Å), and
micropores (<20 Å). The smaller the pore size, the more
difficult it is for the electrolyte to get in and, hence, the

D 0.1M Sulphuric Acid

A Pt electrode

B CNT pellets

C Filter paper shocked with 0.1M Sulphuric Acid

D

A A

B B

C

Figure 16. Schematic diagram of a CNT based double layer capacitor.
(A) Carbon paper, (B) CNT, (C) separator (filter paper soaked with
electrolyte), (D) electrolyte. The assembly is held together by two Per-
spex plates.

capacitance of these materials depends not only on the sur-
face area but also on the pore size distribution. At present,
the best performing commercial activated carbons in organic
electrolytes display capacitance values of about 120 F g−1.
These values are significantly lower than those in aqueous
solutions.

Niju et al. [235] and Liu et al. [236] have suggested that
carbon nanotubes can be used effectively as an electrode
for supercapacitors. Barisci et al. [237] have found that elec-
trode made out of nanotubes discharges faster in 1.0M NaCl
solution at negative potential due to influence of dissolved
oxygen. However, with 7.0M H2SO4 or 5.0M KOH, a differ-
ent pattern is observed. A positive charge appeared to be
better kept in acid while negative charge was more lasting
in base, despite the influence of oxygen. Charges could be
retained for more than 800 s.

Carbon aerogels, that is, a monolithic three-dimensional
mesoporous network of carbon nanoparticles, are consid-
ered as promising materials for electrochemical capacitors
[238]. The pyrolysis of organic aerogels based on resorcinol-
formaldehyde (RF) or phenol-furfural (PF) precursors via
a sol–gel process obtains carbon aerogels. The advantages
of carbon aerogels for capacitor application are their high
surface area, low density, good electrical conductivity, and
the possibility of their usage without binding substances.
The special porosity of aerogels is based on the interconnec-
tion with a specific surface area between 500 and 900 m2 g−1

and a high pore volume (0.4–2.6 cm3 g−1). It has been
proved that carbon aerogels with a diameter of pores in
the range from 3 to 13 nm pointed out the best voltamme-
try characteristics and the highest capacitance values (70–
150 F g−1).

5.3.5.5. Electron Field Emission In this section, we
shall devote our efforts to discuss the electron field emis-
sion studies made with carbon nanomaterials only. Detailed
theory and other experimental details have been discussed
in earlier section dealing with diamond. One of the strik-
ing properties of carbon nanotube films is that they are
exceptionally good field emitters. Sometimes it has been
assumed, wrongly, that nanotubes behave like metallic nee-
dle to describe the field emission properties. This is clearly
an overly simplified picture of the situation, because we have
to deal with a covalently bonded nanoscaled system. Thus,
in contrast to the emission mechanism of DLC and CVD
diamond films, where the emission mechanism is disputed,
the field emission from nanotubes is clearly governed by
their geometrical field enhancing properties. The electron
field emission phenomenon with carbon nanotubes has been
explained by tunneling of electrons from localized states at
a tip with energies close to the Fermi energy, stimulated by
the enhancement of the electric field from their structure
[239].

Recently, Bonard et al. [240] developed a field emission
diode in a cylindrical geometry with MWNTs deposited on
the metallic cathode as the electron source. [Kanthal (Fe-
Al-Cr) wire on which a liquid Fe catalyst is applied by dip-
ping the rod in an ethanolic solution of 40 mM Fe(NO)3
9H2O and dried.] This rod is heated to 720 �C and acety-
lene vapor is pyrolyzed to get a deposition of MWNTs over
the rod. This coaxial rod coated with carbon nanotube is
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found to give electron field emission. Most interesting part
of this report is in observing electron emission even when
anode and cathode are separated by a distance of 20 mm.
They could show even illumination of tube by this method.
A cylindrical assembly of luminescent tube containing car-
bon nanotube coated wire at its axis showed emission of light
intensity like conventional mercury tube giving intensity to
10,000 cd cm−2. It is suggested that this assembly may have
applications in vacuum gauges of magnetic field sensors.

Bonard et al. [241] observed that maximum current that
could be drawn from one MWNT was ∼0.2 mA. The emis-
sion current was stable for few seconds before a catas-
trophic failure of the emission. Mostly large diameter tubes
remained on the film after emission. It is very probable that
the small diameter tubes were destroyed, through the ion
bombardment (by gas phase electron ionization or by ion
desorption from the anode or the isolator, both induced by
the emitted electrons). On single nanotube tip, stable emis-
sion was observed for more than 100 hr at ∼2 �A emission
current (with 300 V).

Based on the Fowler–Nordheim model, it was calculated
that electric field at the tip of SWNT is enhanced to about
1300 times what is observed with DLC, but there is some
discussion on the validity of this model to SWNT. The model
that electrons are emitted from single atomic wires protrud-
ing from the tip of CNTs is still hypothetical and has not
been confirmed. It is very interesting to note that the open-
ing of tips by oxidation with either oxygen-plasma treatment
or by heating in oxygen gas makes the CNTs more highly
emissive [242–244]. For this purpose, they produced aligned
carbon nanotube films. An ethanol dispersion of the arc-
produced carbon nanotubes is allowed to pass through an
aluminum oxide micropore filter. In the filtration process,
the nanotubes get stuck in the pores of the filter, caus-
ing them to stand perpendicular to the filter surface. The
nanotubes-covered filter is placed face down on a teflon
sheet and the nanotubes are printed onto the sheet under
pressure, producing a layer of more or less vertically aligned
nanotubes. This sheet is then covered with a perforated
mica sheet of thickness 30 mm. A current was observed
when a potential was applied between the carbon nanotubes
(cathode) and the anode kept over the mica sheet. The I-V
curve followed Fowler–Nordheim behavior. Carbon nano-
tubes/organic semiconducting polymer heterojunction has
been found to show a rectifying behavior [245]. Over a teflon
sheet, first carbon nanotubes are deposited, followed by
deposition of a semiconductor polymer (commercially avail-
able di-cholestanol derivative of poly(p-phenylenevinylene),
poly(2,5-bis(cholestanoxy)-1,4-phenylenevinylene), and then
finally a thin film of aluminum or gold is deposited to give
the ohmic contact. Threshold field for electron emission can
be as low as 1 V �m−1. It is argued that the emission results
from sharp tips, as their work function is that of graphite,
4.7 eV.

5.4. Activated Carbon

Among the different forms of carbon materials, activated
carbons are especially attractive as electrodes for capacitors
from an economical point of view. In this case, a very devel-
oped surface area of the order of 2000 m2 g−1, with a con-
trolled distribution of pores during the activation process,

can be reached. Theoretically, the higher the specific surface
area of an activated carbon, the higher the specific capac-
itance should be expected. The relationships between the
BET surface area, the total pore volume, the average pore
size, and the pore size distribution of activated carbon and
its electrochemical performance as electrodes for superca-
pacitors have been discussed in detail by Shi and co-worker
[246, 247].

Activated carbon has been extensively used as adsorbents,
catalysts, and catalyst supports for the removal of pollutant
species from gases or liquids and for purification or recov-
ery of chemicals. Porosity of activated carbon is dependent
not only on the starting materials (like coal, wood, coconut
shell, etc), but also on the activation methods and processes.
The processes for the preparation of activated carbons can
be classified into two categories: physical and chemical acti-
vation. Physical activation involves carbonization of the raw
materials followed by gasification of the resulting char in
the presence of some oxidizing agents, such as steam or
CO2. The chemical activation is performed by the thermal
decomposition of the precursor materials impregnated with
chemical agents, such as KOH, ZnCl2, and H3PO4. In the
chemical activation, all chemicals act as dehydrating agents,
promoting the formation of cross-link, resulting in the for-
mation of rigid matrix. Surface functional group of activated
carbon fibers can be improved by treatment with sulfuric
acid, H3PO4, and HNO3. Such activated carbon fibers are
found to show increase in the absorption capacity of NH3
[248] and chromium [249].

Other form of carbon, which has been known for ages, is
carbon fiber. The basic structural unit of a carbon fiber is a
planar network of connected benzene rings. These graphene
planes are stacked on top of each other like the pages of a
newspaper.

Hollow fibers are produced since carbon cannot reach the
back of the particle. The growth will continue as long as the
metal particle is covered by carbon and no clean surface is
available. Therefore, from many points of view, nanotube
can be considered as an extension of carbon fibers on a
nanometer scale. Hollow coaxial tubes of graphitic sheets,
ranging in number from 2 to 50, are typically observed
in fullerene soot. The separation between concentric
sheets is approximately 3.5 Å corresponding to (002) plane
of graphite. The inner diameter varies between 1 and 3 nm.

6. NEED FOR PRECURSORS NOT
DERIVED FROM FOSSIL FUELS

From these discussions, it is amply clear that though new
forms of carbons like fullerenes, carbon nanotube, diamond
films, and DLC films, are extremely useful forms of car-
bon and have many industrial applications, these materials
have not been synthesized economically to be commercially
attractive.

The sophistication needed by the conventional methods
to get these materials in large quantity is the major reason
for synthesis being uneconomical. This is primarily because
most of the processes used for the synthesis of these mate-
rials include precursors containing either 100% sp3 carbon
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bonded materials or 100% sp2 carbon bonded materials.
The new carbon materials like nanomaterials belong to the
intermediate class of carbon (as suggested in this chapter);
their structures need the presence of a mixture of sp3 and
sp2 carbon bonded materials. Hence, it becomes essential to
convert one of the pure forms of carbon, either sp3 to sp2

carbon bonded materials or vice versa, as the case may be,
so that the resulting material has the required proportion of
sp3 and sp2 carbon bonded atoms.

In addition, earlier discussions also revealed that all these
nanomaterials need a combination of hexagonal and pentag-
onal structures. Most of the conventional precursors have
only the hexagonal structures. For the formation of pentag-
onal structure, carbon of the precursor must break into ele-
mental carbon to build the requisite number of pentagonal
structures as and when needed during the synthesis. There-
fore, there is a need to investigate some new type of pre-
cursor which meets above requirements as well as not being
derived from fossil fuels like petroleum products. Sharon
and his group have been exploring possible uses of precur-
sors which are plant based, like camphor, turpentine oil,
cashew nut oil, coconut shell oil, mustard oil, linseed oil,
etc. With these precursors, their group has been able to syn-
thesize almost all forms of carbon nanomaterials which are
synthesized from petroleum based precursors like acetylene,
benzene, etc. The advantage of plant based precursors is that
when technology of carbon nanotechnology is established,
it would have no fear of nonavailability of source materi-
als, because one can cultivate them as and when needed,
within few months period, whereas fossil fuels are destined
to deplete one day and cannot be synthesized in such short
span of time.

7. SUMMARY
Emphasis is made to classify carbon materials based on per-
centage of carbon atoms of sp3 type present in the samples
rather than conventional classification. This type of classifi-
cation opens a Pandoras box to prepare varieties of novel
carbon materials. Various types of novel carbon materials,
which have been synthesized by various techniques using
various precursors, are discussed. Efforts have also been
made to discuss the various newer applications of the novel
carbon materials. Finally, a point has been brought to sug-
gest that there is a need to discover nonconventional pre-
cursors which can be grown by cultivation and which are not
related to fossil fuels.

GLOSSARY
Camphor A white crystalline substance, obtained from the
tree Cinnamonum camphora, but the name has been given to
various concrete odorous volatile products, found in differ-
ent aromatic plants. The commercial Camphor comes only
from C. camphora and Dryobalanops camphora (fam. Dipte-
rocarpacaea). C. camphora is an evergreen tree; it grows to a
great size. While the tree grows in China, etc., it can be cul-
tivated successfully in sub-tropical countries, such as India
and Ceylon, and it will thrive in Egypt, Formosa, Madagas-
car, Canary Islands and southern parts of Europe, Califor-
nia, Florida, and also in Argentina. The odor is peculiar, like

sassafras and distinctly camphoraceous; this oil is said to be
used in Japan for burning, making varnish, and for Chinese
inks, as a dilutent for artists’ colors; it has a capacity for
dissolving resins that oil of Turps has not. There is an erro-
neous idea that camphor acts as a preventive to infectious
diseases. It is a well-known preventive of moths and other
insects, such as worms in wood.
Chemical vapor deposition (CVD) One of the efficient
ways of implementing vapor phase deposition in a man-
ufacturing environment. Unlike physical deposition, CVD
involves chemical reactions on the surface.
cw-CO2 This laser is capable of continuously generating
high power as much as 10 kW at a relatively ∼40% effi-
ciency. The active medium of the laser is a gas mixture of
CO2 and nitrogen with additive like He and water vapour.
Dangling bond At the interface of any solid material, for
example, diamond, some of the bonds of carbon present
at the interface is broken due to absence of carbon (i.e.,
at the interface), leaving carbon with an additional single
unpaired electron. This unpaired electron can form bond
with other material present at the interface. This type of
bond is often referred as dangling bond to differentiate from
normal covalent bond. Dangling bond is not of permanent
type as covalent.
Electron affinity The energy difference between the
energy state of a neutral atom and the energy state of a
negative ion of the same atom is called electron affinity.
Fermi-Dirac statistics After the development of quantum
mechanics, Sommerfeld modified the free electron theory by
replacing the classical statistics of Boltzmann by the quan-
tum statistics of Fermi and Dirac. The free electron theory
suggests that all electron of the metal can have same energy
so that, at the absolute zero of temperature, they all occupy
the lowest available energy levels.
Fullerene A class of cage-like carbon compounds com-
posed of fused, pentagonal and/or hexagonal sp2 carbon
rings. Fullerenes were first discovered in 1985 when the soc-
cer ball shaped C60 (Buckminsterfullerene) was synthesized.
The carbon atoms in C60 are arranged in a geometric shape
consisting of 12 pentagons and 20 hexagons.
Hall Mobility The conductivity � can be defined in terms
of the number of conduction electrons (or holes) by � =
n e�, where � is the mobility and is equal to the drift
velocity per unit field. It has been shown by Hall that both
the mobility and the mean free path of the electrons (or
holes) can be determined experimentally. Thus convention-
ally mobility is also referred as Hall mobility.
Laser An acronym of light amplification by stimulated
emission of radiation. They are monochramitic in nature and
can be generated from various systems, like cw-CO2 , Nd-
YAG etc.
Nd-YAG The neodymium doped yettrium aluminium gar-
net laser is a solid-state laser.
Pyrolysis Formally defined as chemical decomposition
induced in organic materials by heat in the absence of
oxygen. In practice, it is not possible to achieve a com-
pletely oxygen-free atmosphere; actual pyrolytic systems are
operated with less than stoichiometric quantities of oxygen.
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Because some oxygen will be present in any pyrolytic sys-
tem, nominal oxidation will occur. If volatile or semivolatile
materials are present in the waste, thermal desorption will
also occur.
Work function The work that must be done to remove
an electron, which is inside the material at a distance far
removed from the material, is called as the work function.
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1. INTRODUCTION
Electron sources are used today in a wide range of appli-
cations such as microwave traveling wave tubes, e-beam
evaporators, mass spectrometers, etc. Most applications rely
on thermionic electron emitters operating in a temperature
range of 950–2000 �C. Due to the high operating tempera-
tures, the potential of miniaturization of thermionic emitters
is strongly limited. Field electron emitters operating at room
temperature, in contrast, hold great potential for miniatur-
ization. The miniaturization of electron sources opens the

field for new applications such as parallel e-beam lithog-
raphy, flat panel displays, or data storage devices. How-
ever, the development of field emission electron sources
has been hampered for half a century by the fact that tip-
like field enhancing structures are needed to create locally
high electric fields for field electron emission to take place.
Today there is only one mature technology to produce
field emitter arrays. This technology is the so-called Spindt
type metal microtip process. The drawbacks of this tech-
nology are the expensive production, the critical lifetime in
technical vacuum conditions, and the high operating volt-
age. Carbon nanostructures can be regarded as the poten-
tial second-generation technology to the Spindt type metal
microtips. The advantages of carbon nanostructures are
above all a potentially larger lifetime due to chemical inert-
ness and lower operating voltage due to higher local field
enhancement.

1.1. Electron Emission Sources
in Vacuum Microelectronic Devices

In contrast to the well established solid state microelec-
tronics, which relies on the scattering dominated drift of
electrons (or holes) in the conduction band (valence band)
of a semiconductor such as silicon, vacuum microelectron-
ics makes use of the collision-free, ballistic motion of elec-
trons in vacuum. The advantage of using a semiconductor as
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transport medium for electrons resides in the fact that the
energy required to promote an electron from the valence
band into the conduction band is in the order of 1 eV and
therefore much lower than the work function �, the energy
required to put an electron from solid into vacuum, which
is usually in the order of 4–5 eV. Using doped semiconduc-
tors, the activation energy to produce carriers in the con-
duction band can be reduced further to a few meV, which
makes it possible to have a saturated carrier concentration
even at room temperature. Yet the motion of electrons in
a solid has also some important disadvantages. Due to the
collision dominated motion of the electrons in the conduc-
tion band, the drift velocities are considerably smaller than
for ballistic motion in vacuum at comparable electric fields.
Furthermore, power is dissipated due to the interaction of
the electrons with the lattice. Especially for high power,
high frequency applications, this power dissipation becomes
a problem. It is this way in the field of high power radio
frequency and microwave amplifiers that vacuum electronic
devices such as electrontubes, magnetrons, or klystroms are
still being used. In these devices the free electrons are usu-
ally generated by thermionic electron sources. Albeit rather
inexpensive and delivering high current densities, thermionic
electron sources have a number of significant drawbacks:
The large heat dissipation causes rather large energy con-
sumption, and most important of all, the thermionic electron
sources cannot be made very small and cannot be turned on
and off at high frequencies. The term “small” here refers
to length scales in the order of micrometers. Field electron
emission from solids may open the door for the miniatur-
ization of electron sources. However, it was not until two
decades ago that improvements in microfabrication tech-
niques triggered much progress in manufacturing of devices
with miniaturized electron sources. These devices are com-
monly called vacuum microelectronic devices and make use
of a large number of micrometer-sized field emitting elec-
tron sources (Fig. 1).
A device design based on a large number of parallel

operating micrometer-sized electron sources can offer inter-
esting technological applications, such as high power radio
frequency amplifiers, electron guns for klystroms or travel-

Figure 1. Field emitter array of evaporated metal tips, so-called Spindt
tips [1].

ing wave tubes, parallel e-beam lithography, or data storage
[2] where field emitted electron beams are used to read and
write bits of data into a storing medium. However, the first
large scale commercial application of microfield emission
sources is likely to be for arrays of miniature, cold cathodes,
which are required for thin matrix addressable cathodolumi-
nescent display devices, called field emission flat panel dis-
plays (FED). It has become evident during the last decade
that the fabrication process for Spindt type field emitter
arrays using micrometer-sized metal tips (Fig. 1) is highly
critical and cost intense. Therefore less expensive and less
critical fabrication techniques of the electron emitting cath-
ode must be sought.
An ideal electron source in a micrometer-sized device has

to meet several important requirements [3]:

• The electron source must be capable of being fabri-
cated to submicrometer tolerances so that the emitting
area is precisely defined and geometrically and chemi-
cally stable during its operation lifetime.

• The emission current should be voltage controllable,
preferably with drive voltages in a range obtained from
“off the shelf” integrated circuits (<100 V).

• The source must be cable of emitting very high cur-
rent densities so that the total current emitted from
the small available area is sufficient for device oper-
ation. Even a current of one microampere from one
square micrometer area requires a current density of
100 A cm−2. Ten A cm−2 current density may be
regarded as a lower limit for a source to reach wide
applications in vacuum microelectronic devices.

• The energy spread of the emitted electrons should be
comparable to conventional thermionic cathodes (i.e.,
<0.5 eV), or within tolerable limits for the particular
device being considered.

• The emission characteristics should be reproducible
from one source to another and should be stable over
very long periods of time (ten thousands of hours) for
acceptable device lifetimes.

• The cathode must be resistant to unwanted occurrences
in the vacuum device environment, such as ion bom-
bardment, reaction with the residual gases, temperature
extremes, and arcing.

• Cathode manufacturing should be inexpensive, without
highly critical processes, and adaptable to a wide variety
of applications

With regard to these requirements field emission electron
sources are regarded as a good choice, because they can
satisfy many of the aforementioned requirements. They can
deliver very high emission current densities in the order of
several thousand A cm−2 with a very steep current–field
characteristic. In order to generate the necessary electric
field of >2500 V �m−1 to get sufficiently high field emis-
sion currents, classical field emission sources rely on field
enhancing microtip structures. These microtips suffer from
some inherent problems such as tip degradation due to sput-
tering effects, altering of the field emission properties due to
tip contamination, and inhomogeneous emission properties
in the tip array due to varying geometries. The development
of new field emitters should focus on solving some of the
aforementioned problems that microtips have. Namely, the
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emitter should be rather insensitive to sputter erosion and
contamination, so that the emission properties remain stable
over the entire lifetime of the device.

1.2. Electron Emission

Electron emission is defined as liberation of free electrons
from the surface of a material caused by external energy in
the form of light, heat, high electric fields, or collisions trans-
ferred to the electrons. The amount of energy required by
the electron to emit from the solid surface is known as work
function �. According to the energy sources, the following
four electron emission processes can be distinguished:

1. photoemission
2. thermionic emission
3. field emission
4. secondary emission

1.2.1. Photoemission
Photoemission is the emission of electrons from solids, liq-
uids, or gases by the action of electromagnetic radiation.
When radiation is absorbed by a solid, some of the elec-
trons in the material gain sufficient energy to overcome the
work function � and escape into vacuum. The photoemis-
sion process could not be explained by classical physics until
Einstein applied Planck’s quantum theory to the photoelec-
tric effect [4]. He postulated that light is absorbed by the
solid in quantified manner so that the energy of an absorbed
photon is completely transformed into the kinetic energy of
an electron. The number of photoelectrons released is there-
fore proportional to the number of incident photons. The
Einstein relation [See Eg. (1)] relates the kinetic energy Ekin
of the photoemitted electron with its binding energy EB in
the solid and the energy of the incident photon h�

Ekin = h	 − EB − � (1)

1.2.2. Secondary Emission
Secondary electron emission occurs from solid surfaces bom-
barded by high-speed electrons or other particles. When
high-speed electrons suddenly strike a solid surface, they
may give some or all of their kinetic energy to electrons in
the solid. The secondary electron yield depends on many
factors and is generally higher for high atomic number ele-
ments and at higher angles of incidence.

1.2.3. Thermionic Emission
Thermionic emission is the emission of electrons from hot
solids. If an anode is placed near a heated solid (cathode)
in vacuum, a current of electrons passes from the hot cath-
ode to the anode. The current density depends only on the
nature of the cathode material and the temperature of the
cathode. The current is nearly independent of the electric
field provided it is not too large, but still large enough to
overcome the space charge limitation. The subject was first
investigated by Richardson in 1902 quantitatively. He sug-
gested empirically the following formula for the emission
current density [5]

j = AT 05 exp
(
− b

T

)
(2)

In 1914 Willson considered the thermionic emission to ther-
mal evaporation of electrons and applied the Clausius–
Clapeyron equation to the system. Richardson accordingly
changed his original equation and suggested instead

j = AT 2 exp
(
− �

kBT

)
(3)

Dushman in 1923 derived this formula theoretically using
the Clausius–Clapeyron equation and assuming that the
electrons obey Maxwell–Boltzmann statistics. The introduc-
tion of quantum mechanics and the recognition that elec-
trons obey the Fermi–Dirac statistic led to a new treatment
of the thermionic emission by Nordheim in 1928 who deter-
mined A to be 120 A cm−2 K−2 [6]. This value was twice
as large as the one determined by Dushman due to the two
spin states of the electrons.

1.2.4. Field Emission
The emission of electrons from the surface of a solid caused
by a high electric field is called field emission. This phe-
nomenon was first reported by Wood in 1897 and occurs at
electric fields in the order of 5 × 109 V m−1 [7]. Such high
fields are extremely difficult to realize on flat surfaces but
can be generated by the field enhancing properties of tiplike
structures.
Qualitatively, the field enhancement of a needle shaped

tip with a spherical cap can be understood as follows. Let us
assume a metallic sphere with radius r floating in a homo-
geneous electric field F0 at a height h above a metal plate
to which the sphere is electrically connected. For h � r the
electric potential of the sphere with respect to the surround-
ing space is � = F0 ·h. The electric potential � at the surface
of the sphere can be written as

� = 1
4��0

Q

r
= F0 · h (4)

with Q being the charge on the sphere. The electric field F
on the surface of the sphere is

F = 1
4��0

Q

r2
(5)

With the substitution of (4) into (5) we get for the local
electric field F

F = �

r
= h

r
F0 (6)

Equation (6) shows that the electric field at the surface of
the sphere is enhanced by a factor equal to the ratio of the
height h (above the metal plate) and the radius r of the
sphere. This factor is called the field enhancement factor
and is usually labeled by �, which is why it is sometimes
called the beta factor.
In 1928 Fowler and Nordheim delivered the first gener-

ally accepted explanation of field emission in terms of the
newly developed theory of quantum mechanics [8]. Fowler
and Nordheim treated the conduction electrons in the metal
as a gas of free particles obeying the Fermi–Dirac statis-
tic. The electrons are confined to the metal by the surface
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potential barrier, the shape of which is considered to be
determined by the potential inside the metal (work func-
tion �), the image charge potential, and the applied external
potential.
In Figure 2 the situation of an electron with kinetic energy

E near the Fermi energy EF tunneling through the surface
barrier is depicted. Assuming that inside the metal (x < 0)
the electron experiences a constant potential (V = 0) and
that at the surface (x = 0) there is a potential step to Evac
(vacuum energy), the electron potential V �x� outside the
metal (x > 0) and under the action of an electric field can
be written by

V �x� = Evac − eFx (7)

Taking the influence of the image charge potential into
account V �x� is

V �x� = Evac − eFx − 1
4��0

e2

4x
(8)

The transmission probability D�E� for an electron with the
energy E to tunnel a potential barrier V �x� is given in the
Wenzel, Kramers, Brillouin approximation [9] by

D�E� = exp
(
−2

√
2me

�

∫ x2

x1

√
V �x�− Ex dx

)
(9)

with Ex = �
2kx/2me the kinetic energy component perpen-

dicular to the surface.
With the integration limits V �x1� = V �x2� = Ex the trans-

mission probability D�E� for a given potential V �x� only
depends on Ex. For a triangular surface potential barrier (7)
x1 = 0 and x2 = �Evac − Ex�/eF . Substitution of (7) in (9)
will lead to

D�E� = exp
(
−2

√
2me

�

∫ �Evac−Ex�/eF

0

√
Evac − eFx − Ex dx

)
(10)

By solving the elementary integral we find

D�E� = exp
(
−4

√
2me

3eF �
�Evac − Ex�

15

)
(11)

The formula shows that the transmission probability D�E�
rapidly decreases with Ex so that only the highest occu-
pied electron states near the Fermi energy EF contribute

Figure 2. Schematic illustration of the surface potential barrier under
the action of an external electric field.

to the emission current. With a first order development of
�Evac − Ex�

15 at EF

�Evac − Ex�
15 ≈ �Evac − EF �

15 − 3
2
�Evac − EF �

05�Ex − EF �

(12)

and the substitution of (12) into (11) and with Evac−EF = �,
we find

D�E� = exp
(
−4

√
2me

3�
�15

eF

)
exp

(
2
√
2me

�

�05

eF
�Ex − EF �

)
(13)

The emission current j density can be obtained by integrat-
ing the product of the occupation probability f �E!EF ! T �
(Fermi–Dirac statistic), the transmission probability D�E�,
and the velocity component perpendicular to the surface vx

over all electron states in k-space:

j = 2e
∫
k
f �E!EF ! T �D�E�vx

d3k

�2��3
(14)

For T = 0 K the Fermi–Dirac distribution is a step function
and the integration has only to be carried out over states
with k < kF with kF being the Fermi wave vector. Therefore
(14) transforms into

j = 2e
�2��3

∫
k2x+k2y+k2z<

2meEF
�2

D�E�
�kx

me

dkx dky dkz (15)

By substituting (13) into (15) and solving the integral, we
obtain the well known Fowler–Nordheim relation for the
emission current density j ,

j = e3

4�2��2��
F 2 exp

(
−4

√
2me

3�
�15

eF

)
(16)

where j is in A m−2, F is the electric field in V m−1,
and � is the work function in Joules. Usually the Fowler–
Nordheim relation is expressed with numerical constants
and with j in A cm−2, F in V cm−1 and the work function
� in electronvolts:

j = 156× 10−6 F
2

�
exp

(
−683× 107�

15

F

)
(17)

1.3. Work Function and Negative
Electron Affinity

1.3.1. Work Function
As can be seen from the Fowler–Nordheim relation (16) the
work function � is the relevant physical parameter for the
electron emission behavior of a conducting material. There-
fore we will discuss here some important implications of the
work function related to the field emission behavior of car-
bon thin films.
A possible definition of the work function � is the amount

of energy required to remove one electron at the Fermi
energy from the solid and bring it to rest at an infinite
distance from the solid. This definition leads to the situa-
tion that all metal surfaces electrically connected to each
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other have the same work function. This is in contradiction
to the observation. In order to get a sensible definition of
the work function, the final state of the electron has to be
chosen differently. A more precise definition of the work
function is therefore: “The work function � is the energy
difference between two states of the whole crystal.” In the
initial state the neutral crystal containing N electrons is in
the ground state with energy EN . In the final state one elec-
tron is removed from the crystal to a region having only
electrostatic energy denoted by �V . The crystal with the
remaining N − 1 electrons is assumed to be in its ground
state with the energy EN−1. This leads to

EN + � = EN−1 + �V ⇒ � = �EN−1 − EN�+ �V (18)

At nonzero temperatures, removal of an electron from the
solid can be considered a thermodynamic change of states
of the crystal. The energy difference EN − EN−1 can be
replaced by the derivative of the Helmholtz free energy F
with respect to the electron number with constant crystal
volume and temperature

EN − EN−1 −→
(

&F

&N

)
T !V

= � ⇒ � = �V − � (19)

The chemical potential � can be considered as the bulk part
and the electrostatic potential �V as the surface depending
part of the work function �. The concept of surface and
bulk depending part of the work function � is depicted in
Figure 3.
Figure 3a shows schematically the situation at the sur-

face of a finite crystal without distortion of the charge den-
sity. The centers of gravity of the positive and negative
charges in the Wigner–Seiz cell are the same (crystal with
inversion symmetry) and therefore no electrostatic dipole
moment occurs. The work function � in this case depends
on the chemical potential � only. Yet this is not the real
situation at a crystal surface as the electrons at the sur-
face have the tendency to “spill” out into vacuum. Due
to this the charge the Wigner–Seiz cell at the surface is
different than inside the crystal. Also the position of the
atoms at the surface can differ considerably due to relax-
ation and reconstruction effects as depicted in Figure 3b.
The changed charge distribution results in a surface dipole
moment. The direction of the surface dipole due to electron
spill put is such that energy is needed to move the elec-
tron from inside the solid into vacuum. This energy has to
be added to the chemical potential in order to obtain the
work function. A further dipole due to spill-out of electrons
occurs leading to a dipole moment which tends to decrease
the work function. This contribution to the work function
observed on rough (or highly stepped) surfaces is called the
Smoluchowski effect. It explains also the tendency of body
centered cubic crystal to show a decrease work function in
the sequence of the �100� → �110� → �111� planes and an
increasing work function for face centered cubic crystals in
the same sequence. A good parameter to characterize the
work function � of an element is the electronegativity '.
The electronegativity is defined as the arithmetic mean of
the first ionization potential and the electron affinity of the
neutral atom. The correlation between these two parameters

Figure 3. Schematic illustration of the electrostatic potential at the
crystal surface. (a) Without distortion of the charge density (bulk den-
sity). (b) With modified charge density due to relaxation and recon-
struction effects at the surface.

illustrates that the work function of an element still strongly
reflects the property of the atom. The experimental data can
be fitted to a straight line giving

� = 034+ 072' (eV) (20)

Another interesting relation between the work function
and the cohesion energy can be established. Solids with large
cohesive energy have high work functions. This can by quali-
tatively understood as work function and cohesive energy are
coupled via the chemical potential �. Using relation (20) we
obtain for carbon with an electronegativity of 'C = 62 eV
a work function �C = 48 eV which is very close the 4.7 eV
measured value on graphite [10]. With regard to the work
function �, carbon seems not to be the material of choice for
cathodes of electron emitters. To give a comparison LaB6
has a work function of 2.66 eV and YB6 of 2.2 eV.
Adsorption or deposition of an element with a low elec-

tronegativity onto a solid with higher electronegativity will
result in an electron transfer from the adsorbate to the solid
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and therefore in the creation of a surface dipole moment.
This dipole moment is opposed to the intrinsic surface
dipole moment and thus reduces the work function. The
work function lowering of thin layers of alkaline and earth
alkaline metals has been known for a long time and is
used in thermionic emitters [11, 12]. In order to lower the
work function of thermionic emitters monolayer coverages
of ThO, Sc2O3, or BaO are used. The world record of emis-
sion current density is currently held by a W/Re + Sc2O3
dispenser cathode with 400 A cm−2 at 965 �C [13]. The work
function of this cathode was determined to be 1.16 eV. Here
the combination of scandium and oxygen results in the dras-
tic work function lowering due to electron transfer from
scandium to oxygen. This creates a strong surface dipole
moment reducing the work function of the W/Re of about
4.7 eV by 3.5 eV.

1.3.2. Work Function of Carbon Species
and the Role of Hydrogen

On carbon materials hydrogen can take the role of the
work function, lowering adsorbate. The influence of hydro-
gen and oxygen at the surface of tetrahedral amorphous
carbon (ta-C) is illustrated in Figure 4. The samples pro-
duced by laser ablation of graphite are hydrogen free and
with a high sp3/sp2 ratio, and we measured consistently work
function values of 50 ± 02 eV. Between a sp3/sp2 ratio of
65% and 90% no significant variation of the work func-
tion value � was observed. The termination of the sur-
face with hydrogen or oxygen was performed by electron
cyclotron resonance plasma treatment. The ultraviolet pho-
toemission spectra (UPS) displayed in Figure 4 show the low
energy region of the photoemission which is dominated by
the emission of scattered electrons. The cutoff in these spec-
tra denotes the minimum energy required for an electron
to be emitted and therefore shows the energetic position
of the vacuum level. For the hydrogen terminated ta-C sur-
face (60 s H2 plasma) the work function is reduced from

Figure 4. UPS spectra of hydrogen and oxygen plasma treated ta-C.
Reprinted with permission from [46], O. Gröning, Ph.D. Thesis No.
1258, University of Fribourg, Switzerland, 1999.

5 to 3.5 eV. Careful investigations of the corresponding
X-ray photoemission spectrum reveal that hydrogen is incor-
porated into the first three monolayers (9 Å). The work
function change induced by hydrogen has not only to be
understood in terms of the surface dipole moment. In fact
localization of electrons in the C–H bonds can also reduce
the work function [14].
Exposing the same sample after hydrogen termination to

an O2 plasma increases the work function again to 66 ±
02 eV. The oxygen plasma strongly etches the superficial
C–H groups forming C–O groups at the surface. Obviously
oxygen, being a strong electron acceptor, leads to a sur-
face dipole moment which increases the work function. As
one can see the work function of the carbon surface can
be varied between 3.5 and 6.6 eV depending on the surface
termination.

1.3.3. Negative Electron Affinity
In the case of diamond the surface termination by hydro-
gen leads to a new aspect. Due to the wide bandgap and
the lowering of the work function on a hydrogen terminated
surface, the vacuum level can be lower than the conduction
band minimum. This situation where the lowest unoccupied
electron state (at the bottom of the conduction band) is
higher than the lowest state in vacuum is called negative
electron affinity (NEA). It means that an electron excited
into the conduction band at the surface of a NEA diamond
can be emitted into vacuum without any surface potential
barrier. The NEA influences strongly the photoelectron as
well as the secondary electron emission. Figure 5 displays
schematically the photoemission process on a NEA diamond
surface. On the left hand side a schematic band diagram
is depicted and on the right side the UPS spectrum of a
nanocrystalline chemical vapor deposition (CVD) diamond
film after H2 plasma treatment is depicted. The film was
grown on Si(100) at 950 �C substrate temperature and with
a 5% CH4 in H2 gas mixture at 40 mbar. Films grown under

Figure 5. UPS spectrum of NEA nanocrystalline CVD diamond sur-
face. Reprinted with permission from [46], O. Gröning, Ph.D. Thesis
No. 1258, University of Fribourg, Switzerland, 1999.
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these conditions exhibit good field emission properties (see
Section 1.5.2). By irradiating the sample with ultraviolet
(UV) (He: h� = 212 eV), electrons from the valence band
are exited into the conduction band leaving a hole behind.
Near the surface the surface (2 nm) the exited electrons
have a good probability to escape the solid before losing
energy due to inelastic scattering (light gray region in the
spectrum of Fig. 5). At a larger distance from the surface
the exited electrons lose energy due to inelastic scattering
on their way to the surface. The typical scattering length is
in the order of 1 nm for low energy electrons. Eventually the
electrons will thermalize to the conduction band minimum
(CBM), where the electrons can only lose further energy by
recombination with holes in the valence band or by being
trapped in defect states. As the lifetime (typically 1 ns) of an
electron at the CBM is much larger than the scattering time
during thermalization (typically 1 ps) there will be an accu-
mulation of electrons at the CBM. In k-space the CBM is
close to the X-point of the Brillouin zone and therefore the
emission is preferred in the crystallographic (100) direction.
This leads to a very intense and sharp peak in the UPS of
(100) single crystalline diamond at the energetic position of
the CBM [15, 16]. In the presented case of nanocrystalline
diamond with crystallite size of a few nanometers, the peak
is not as sharp; yet the low energy cutoff in the spectrum
is at the position of the CBM indicating the NEA of this
surface. By O2 plasma treatment the work function of the
diamond surface rises above the CBM and we have the sit-
uation of a positive electron affinity surface with measured
work function values up to 63± 02 eV.

1.3.4. Local Aspect of Work
Function Changes

As discussed in Section 1.3.1 the work function � depends
on the surface dipole moment, which can be influenced by
adsorbates. In the case of carbon films hydrogen chemisorp-
tion at the surface can lead to a reduced work function.
It has been suggested that the low threshold field for elec-
tron emission on carbon films is in fact connected with
low local fields and that the emission takes place due to
the extremely low work function in the range of 0.1 eV
[17, 18]. Yet such low work functions are macroscopically
not observed. Therefore it was proposed that the low work
function regions are of atomic dimensions (e.g., due to the
quantization of electron states in thin grain boundaries or
due to electronically active defects) [19]. This model has
some attractive properties as it would explain that the field
emission is not homogenous but originates from some spots
on the surface and that a high density of grain boundaries
or defects (as in nanocrystalline CVD diamond) would lead
to high density of emission spots.
Yet taking the small size of the low work function region

into account one can observe that the relation between low
work function and low field electron emission is not as
straightforward as the Fowler–Nordheim relation might sug-
gest. Changes in the work function on a surface have to be
regarded as changes in the vacuum potential, with the occur-
rence of external electric fields. This situation is depicted in
Figure 6a where the changed vacuum potential over a low
work function (0.1 eV) spot of 2 nm diameter on a surface

Figure 6. Change in the vacuum potential over a low work function
(0.1 eV) spot (� = 2 nm) on a high work function (5 eV) surface with-
out external electric field applied. Reprinted with permission from [46],
O. Gröning, Ph.D. Thesis No. 1258, University of Fribourg, Switzerland,
1999.

with 5 eV work function is shown. What the possible origins
of such a very low work function could be we do not want to
discuss here, but we want to focus on the effects on electron
emission. As one can se from Figure 6a the low work func-
tion spot creates a kind of potential pocket over the surface,
where the vacuum potential rises quickly to a value close
to 5 V at some distance from the spot. In Figure 6b the
shape of the vacuum potential perpendicular to the surface
is depicted for four different lateral distances from the cen-
ter of the spot. Here again one can observe that the work
function is not effectively lowered. In case of thermionic
emission the introduction of small low work function spots
on the cathode surface would not affect the emission behav-
ior unless their density becomes so important that they cover
a non-neglecting part of the surface (>10%). With regard
to thermionic emission only the average work function ��
is given by

�� = 1
AS

∫
AS

���r� dA (21)

where AS is the surface area and ���r� denotes the local
work function.
The situation for field emission with an external electric

field applied is depicted in Figure 7. The parameters for the
calculation are the same as used before: low work function
spot of 2 nm in diameter and 0.1 eV work function value
on a surface with 5 eV work function. The applied external
electric field is of 1000 V �m−1. If we just apply the Fowler–
Nordheim relation (16) we would expect for a work function
of 0.1 eV detectable field emission currents in the pA range
for electric fields around 5 V �m−1. In Figure 7b we can
see the tunneling barrier an electron would encounter for
four different lateral distances from the center of the spot.
The strongest effect of the low work function is of course at
the center of the spot where the tunneling barrier is lowered
considerably. Still in order to get a sufficient high transmis-
sion through the barrier the electric field has to be in the
order of 1000 and not 5 V �m−1. As can be seen the tri-
angular barrier approximation (7) in this case is not valid
anymore and therefore considerable deviation from Fowler–
Nordheim behavior should be observed. The effect of a low
work function spot on field emission is of course size depen-
dent. One can make the estimation that in order to get
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Figure 7. Change in the vacuum potential over a low work function
(0.1 eV) spot (� = 2 nm) on a high work function (5 eV) surface with
an external electric field of 1000 V �m−1. Reprinted with permission
from [46], O. Gröning, Ph.D. Thesis No. 1258, University of Fribourg,
Switzerland, 1999.

detectable field emission from a 0.1 eV work function spot
at 5 V �m−1, the spot size should have a diameter of about
1 �m and more. To our knowledge such a low work function
area was never observed. Modifications of the work function
cause changes in the vacuum potential; thus large electric
fields can be generated at the border between two regions
of different work functions. As the work function changes
can be in the range of 1–2 eV and the distances over which
these changes occur are in the order of nm, the fields asso-
ciated with the work function change can be in the order of
1000 V �m−1. Figure 8 depicts the situation occurring at a
surface with 3 eV work function (e.g., H-terminated amor-
phous carbon) where a spot of 10 nm in diameter has a
higher work function of 5 eV (e.g., amorphous carbon with-
out H-termination).
Robertson [20, 21] suggested that the low threshold field

electron emission of carbon films occurs due to high elec-
tric fields present at the transition zones from high to low
work function regions. Figure 8a depicts the vacuum poten-
tial over the high work function spot. The inset in Figure 8a
shows the equipotential lines and the electric field strength
at the border of the low and high work function region. One

Figure 8. Vacuum potential change and occurrence of surface fields due
to work function changes at an external electric field of 500 V �m−1.
Reprinted with permission from [46], O. Gröning, Ph.D. Thesis No.
1258, University of Fribourg, Switzerland, 1999.

can see that the electric fields in this transition region can
easily exceed 1000 V �m−1. Figure 8b shows that the surface
potential barrier even at a quite elevated electric field is not
strongly affected by the transition from a high (4 nm) to low
(6 nm) work function region. The external fields required to
get detectable field emission currents are not lower in the
transition region than in the low work function region. In
order understand why the high local fields occurring from
a change of work function do not influence significantly the
field emission behavior we have to look at the conditions
which lead to field emission at surfaces. This conditions can
be expressed in a very simple manner: “There must be states
available in the vacuum into which electrons from the Fermi
energy or below can tunnel with sufficient high probability.
This means that the vacuum potential has to be lowered
below the Fermi energy within 2 nm from the surface (2 nm
being roughly the tunneling distance for low energy elec-
trons). This leads to a very simple relation between the work



Carbon Nanostructures for Cold Electron Sources 555

function � and the applied field F as eF > �/2 nm. In the
model we are discussing the work function is always higher
than or equal to 3 eV and therefore an external electric
field at least of 1500 V �m−1 is needed in order to get the
conditions for field emission.

1.4. Carbon and Its Allotropes

Carbon is a group IV element with the atomic number 6 and
has the electronic configuration 1s2 2s2 2p2. Carbon mate-
rials span an enormous range of mechanical and electronic
properties that is larger than that of any other element. The
large range of physical properties for carbon materials is
mainly due to the fact that the energies of the 2s and 2p
states are very close in carbon, allowing different bonding
configurations by rearranging its outer electrons. The recon-
figuration of the 2s and 2p electrons is called hybridization.

1.4.1. Diamond
One possible hybridization consists of the linear combina-
tion of one s-state and three p-states resulting in a tetrahe-
dral arrangement of the bonds, each at an angle of 109.5�

to the other. The configuration is called sp3 and results in
a coordination number of four. Diamond is one example
of the sp3 configuration. The band structure of diamond
is characterized by a large energy gap of 5.5 eV between
the valence band maximum and the conduction band min-
imum. This makes it, in the undoped case, an insulator
with a resistivity of ∼1020 / cm at room temperature. The
large carrier mobility and the thermal properties make dia-
mond an interesting material for electronic applications. The
p-type doping has been realized with boron, resulting in
an acceptor level at 0.37 eV above the valence band max-
imum [22]. However, n-type doping on the other hand has
proven to be very difficult. Although substitutional doping
can be achieved using the group V element nitrogen, the
donor level at 1.7 eV below the conduction band minimum
is far too low to be excited to the conduction band at room
temperature [23]. Current investigations try to substitution-
ally dope diamond with phosphorus, another group V ele-
ment, and with lithium and sodium, two group I elements,
which are expected to be incorporated on interstitial lattice
positions.

1.4.2. Graphite
Another possible configuration for the bonding electrons
occurs for carbon atoms that are arranged in a honeycomb
network. In this geometry, bonding orbitals composed of
one s and two p orbitals (sp2� are formed 120� to each
other in one plane. These form the strong covalent bonds
between the carbon atoms in graphene layers of graphite
called 1-bonds. The resulting atom lattice consists of a
hexagonal atom arrangement with a nearest-neighbor dis-
tance of 1.421 Å, which is about 7% shorter than in the dia-
mond lattice. The one remaining orbital is delocalized and
has a pz configuration, called the �-orbital. Near the Fermi
level, the density of states (DOS) consists exclusively of the
delocalized �-electrons. These states are directly related to
the presence of sp2-bonded carbon and their spectral weight

in a photoemission spectrum allows, for example, the deter-
mination of the fraction of sp2-bonded carbon in amorphous
carbon [24]. The two-dimensional dispersion relation for the
�-electron system can be calculated within the tight-binding
approximation [25] and is displayed in Figure 9. If the inter-
action between the graphene sheets is neglected the DOS
at the Fermi level EF drops to zero. This is due to the fact
that the occupied �-bands and the unoccupied �∗-bands
just touch at the corners of the first Brillouin zone, called
K points, making graphene a zero bandgap semiconductor.
The Fermi surface consists in this case the six K points.
The occupied and the unoccupied �-bands are symmetric
with respect to the Fermi energy EF . The displayed hexagon
shows the two-dimensional Brillouin zone and defines the
plane with E = EF . The bottom of the occupied band is
related to the nearest neighbor C–C overlap integral 30 and
is, for the honeycomb structure, equal 330. For graphite,
30 can be estimated to be 28± 02 eV [26]. The overlap of
the �-orbitals on adjacent atoms of the same layer is the rea-
son for the delocalization of the �-states and is responsible
for the high charge carrier mobility in graphite. The descrip-
tion of graphene, however, is not sufficient to understand
the properties of three-dimensional graphite, in particular
regarding the �-states near the Fermi level. The weak inter-
layer bonding of graphite, which is often incorrectly referred
to as van der Waals bonding, originates from the small over-
lap of the �-orbitals between the atoms of adjacent layers.
This creates two types of atoms, since in the ABA stacked
graphite, only one-half of the atoms, called 4-atoms, are
positioned above an atom of the adjacent layer. The conse-
quence on the electronic structure is that the degeneracy of
the �-bands is lifted. See Figure 10.

1.4.3. Fullerenes and Nanotubes
Fullerenes can be viewed as closed networks of sp2-bonded
carbon. The local curvature needed for the closure is
induced by the incorporation of pentagons in the atomic
arrangement. The experimental discovery of fullerenes
occurred in the investigation of unusual infrared emission
from large carbon clusters streaming out of red giant carbon
stars [27] and the development of a laser vaporization clus-
ter technique to produce such kinds of carbon clusters [28].

Figure 9. Schematic representation of the DOS of graphite showing the
energy position of the �- and 1-derived states relative to the Fermi
level EF . Reprinted with permission from [129], P. Ruffieux, Ph.D. The-
sis No. 1387, University of Fribourg, Switzerland, 2002.
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Figure 10. Band dispersion of the occupied and unoccupied �-bands in
the first Brillouin zone of graphene. The gray scales indicate the energy
relative to the Fermi level EF : Black corresponds to −84 eV and white
to +84 eV. The white lines show the two-dimensional Brillouin zone.
Reprinted with permission from [129], P. Ruffieux, Ph.D. Thesis No.
1387, University of Fribourg, Switzerland, 2002.

According to Euler’s theorem, 12 pentagons are required to
close a structure. The most stable molecule is C60, where
all 60 carbon atoms have identical positions located at the
corners of a truncated icosahedron. See Figure 11.
Another class of carbon nanostructures related to

fullerenes was discovered in 1991 by Iijima [29] and con-
sists of rolled-up graphene sheets, so-called carbon nano-
tubes (CNT). Depending on the number of shells present
in the tube, one refers to single-walled nanotubes (SWNT)
or multiwalled nanotubes (MWNT). Typical dimensions of
the tubes are one to several nanometers in diameter with
lengths of several micrometers.
The band structure of SWNTs can basically be explained

by the dispersion relation calculated for graphene (Fig. 12b).
However, one important restriction on the allowed states
originates from the periodic boundary conditions in the
circumferential direction of the tube. This reduces drasti-
cally the number of allowed wave vectors in this direction
and leads to the one-dimensionality of the bands, which
expresses itself in the appearance of van Hove singulari-
ties in the density of states. Figure 12b shows the band dis-
persion of graphene as a gray-level plot and the allowed
states for a (5, 5) SWNT (black lines). This representation

Figure 11. Buckminster (C60) fullerene.

Figure 12. (a) Wrapping vectors �n!m� for two SWNTs. (b) Two-
dimensional band dispersion for graphene [25] with allowed wave vec-
tors for a (5, 5) SWNT (black lines). (c)–(e) Armchair tube, zigzag tube,
and chiral tube. Reprinted with permission from [30], M. S. Dressel-
haus et al., “Science of Fullerenes and Carbon Nanotubes.” Academic
Press, San Diego, 1996. © 1996, Academic Press.

of the allowed states shows that the electronic properties of
a SWNT are directly related to the chirality of the tube. The
tubes are metallic if the allowed wave vectors cross the K
point of the Brillouin zone or are otherwise semiconduct-
ing. Using the description with the wrapping vector (n!m�,
the tubes are metallic if n − m = 3i, i being an integer,
or are semiconducting if n − m �= 3i. The energy bandgap
Eg of semiconducting tubes decreases with increasing tube
diameter according to Eg = �30 · aC−C�/dT [30]. Here, aC−C
denotes nearest-neighbor distance and dT denotes the tube
diameter which is given by dT = √

3aC−C
√
m2 +mn+ n2/�.

This leads to a bandgap of 0. 34 eV for a typical tube diam-
eter of 1.2 nm.

1.5. Carbon Thin Films

As mentioned, due to its three possible hybridization sates
(sp, sp2, sp3), carbon can exist in various stable allotropic
forms. The thermodynamically stable form of carbon at
normal conditions is graphite. The free energy difference
between the different allotropic phases is relatively small, for
instance 0.03 eV/atom between diamond and graphite, which
is slightly higher than kBT at room temperature (0.025 eV).
However, there is always a large energy barrier between the
different allotropic phases, which makes them all very stable
at normal conditions. Therefore all stable allotropic as well
as amorphous carbon phases can be synthesized or deposited
as thin films by plasma processes or pyrolysis.

1.5.1. Diamond Films
In 1971 Deryagin and Fedoseev reported successful contin-
uous growth of diamond at low pressures by methods which
they later described [31]. The outstanding properties of dia-
mond, including its hardness, chemical inertness, good opti-
cal transparency, and high thermal conductivity, triggered
enormous research activity in diamond thin film deposition
during the past 15 years. The book Low-Pressure Synthetic
Diamond edited by Dischler and Wild [32] gives a nice and
complete overview on the manufacturing and applications of
diamond thin films.
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Diamond thin films can be deposited by various low-
pressure techniques such as hot-filament, MW plasma, dc
plasma, or plasma jet methods [33]. The low-pressure dia-
mond deposition process is fundamentally different from
those of diamondlike carbon (DLC). Characteristic for the
DLC deposition process is the physical effect of the imping-
ing energetic ions with the hydrocarbons physisorbed on the
surface of the growing film. In opposition to that the dia-
mond deposition process is the result of various chemical
reactions on the surface of the growing film. The difference
between the DLC and the diamond deposition processes
clearly finds expression by the precursor gas needed. While
for diamond deposition the hydrocarbon precursor must be
strongly diluted with hydrogen (typically CH4/H2 = 1/99),
the DLC deposition process does not need hydrogen. The
hydrogen chemistry is essential for diamond growth at low
pressures. The ternary C, H, O Bachmann diagram (Fig. 13)
shows with which gas composition CVD diamond can be
grown. The growth surface of diamond can be represented
schematically by a layer of carbon atoms terminated with
atomic hydrogen. Individual hydrogen atoms are removed
and provide a chemically active site for addition of carbon.
Hydrogen abstraction has been estimated to occur every
70 �s on average, with each such site being refilled after
15 �s [35, 36]. Growth occurs when a hydrocarbon radical is
attached at an active site of the lattice and loses its hydrogen
atoms through hydrogen abstraction. Among the different
radicals (acetylene, acetyl [37], methane and methyl [38]),
methyl radicals are usually accepted as the main growth
species, especially for the (100) surface [38]. Harris [39] pro-
posed a five-step methyl based growth model as shown in
Figure 14. First, the abstraction of a surface hydrogen atom
by atomic hydrogen of the plasma produces a H2 molecule
and a radical site on the growing surface (Fig. 14b). This site
can receive a hydrogen atom (Fig. 14a) or a methyl radical
(Fig. 14c). The next step is the abstraction by atomic hydro-
gen from the plasma of a hydrogen atom of the methyl group
or of another surface hydrogen atom (Fig. 14d). Finally,
another hydrogen atom is abstracted to leave two adjacent
radical carbon atoms. They react to form a carbon–carbon

Figure 13. Ternary diagram for CVD diamond film growth according
to Bachmann et al. [34].

Figure 14. Methyl based diamond growth according Harris [39].

bond (Fig. 14e). The so-formed molecule is called adaman-
tane. In parallel, a methyl group can be added to the CH2
radical site to form an ethyl group (C2H5�, diversifying the
growth mechanisms [39]. Frenklach and Spear [40] proposed
a growth mechanism based on addition of acetylene to radial
site. Characteristic for CVD diamond deposition is the need
for nucleation centers on the substrate surface. On commer-
cial silicon wafer without any treatment the CVD diamond
process leads to the deposition of individual nanocrystal-
lites with a very low density, lower than 105 nuclei per cm2.
The main reason for this extremely low nucleation density
is the high surface energy of diamond. Surface nucleation
enhancement is necessary in order to get continuous poly-
crystalline films. Three main mechanisms are known for dia-
mond nucleation:

• nucleation on dislocation ledges, kinks, or intentional
scratches

• diffusion barrier enhanced nucleation
• nucleation on a molecular precursor

The corresponding techniques are:

• Scratching the substrate with diamond or ceramic
powders creates defects which act as nucleation cen-
ters [41]. The nucleation density is between 105 and
1010 cm−2.

• Enhanced nucleation on a precursor such as thin metal
films, graphite fibers, C60, or others [41, 42] can also
be used. The nucleation density is between 106 and
1010 cm−2 depending on the precursor.

• A further technique is the bias enhanced nucleation by
applying a dc or radio frequency potential during the
first few minutes of the deposition [43–45]. The nucle-
ation density obtained with this technique is between
108 and 1011 cm−2. This technique is the only one
which allows oriented growth relative to the substrate
as shown in Figure 15.

The quality of the diamond films depends strongly on the
deposition conditions and can be indicated by the full width
at half maximum (FWHM) of the Raman line at 1332 cm−1.
Films with high crystalline quality are typically grown at T =
850 �C and carbon precursor concentration of about 1%
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Figure 15. SEM pictures of (100)-oriented polycrystalline diamond film
grown by PACVD on silicon (100): (a) top view, (b) side view. Reprinted
with permission from [130], E. Maillard-Schaller, Ph.D. Thesis No.
1145, University of Fribourg, Switzerland, 1996.

(e.g., CH4� in hydrogen. These films exhibit a strong and
sharp Raman line 1332 cm−1 (Fig. 16a). For higher substrate
temperatures T > 950 �C, and higher carbon precursor con-
centration the diamond films become nanocrystalline or bal-
las t like as shown in Figure 16b. Zhu et al. [47] were the first
to point out a relation between the quality of the diamond
films measured by the FWHM of the Raman 1332 cm−1

line and the field emission properties. By decreasing the
crystalline quality, monitoring it with the FWHM of the
1332 cm−1 Raman line, the threshold field to get an emission
current of 1 nA decreases. The film they have investigated
showed threshold fields above 20 V �m−1. Today CVD dia-
mond films exhibiting threshold fields below 5 V �m−1 can
be grown with reasonably good reproducibility.

1.5.2. Amorphous and Diamondlike
Carbon Films

Apart from crystalline graphite and diamond, carbon films
consisting of a disordered network of sp2 and sp3 bonded
carbon can be deposited. Due to their disordered nature
these films are referred to as being amorphous carbon.
Amorphous carbon thin films may be broadly classified as:

• Amorphous carbon (a-C), usually deposited by physical
vapor deposition processes.

• Hydrogenated carbon, (a-C:H), usually deposited by
plasma-assisted chemical vapor deposition (PACVD)
[48–51].

In general amorphous carbon films are well characterized by
two parameters, the ratio of sp3 to sp2 bonded carbon and
the amount of hydrogen in the films. According to that, the
classification of amorphous carbon can be represented in a
ternary phase diagram as shown in Figure 17. The corners at
the base of the triangle correspond to diamond (100% sp3�
and graphite (100% sp2�. The upper limit for formation of
solid films is defined by the tie line between the composi-
tions of polyethylene –(CH2�n− and polyethyne –(CH)n−.
The tetrahedral amorphous carbon (ta-C) and the hydro-

genated tetrahedral amorphous carbon (ta-C:H) are often
called diamondlike carbon as they can exhibit hardnesses
close to that of diamond. DLC films can be synthesized at
room temperature by PACVD or other ion assisted pro-
cesses. Any hydrocarbon precursor with sufficient vapor
pressure can in principle be used for PACVD of DLC films.
Commonly used process gases are acetylene (C2H2� and
methane (CH4�. The DLC deposition is a nonequilibrium

Figure 16. SEM images and Raman spectra. (a) Good crystalline dia-
mond film grown @ 850 �C and 1% CH4 in H2. (b) Nanocrystalline
diamond film grown @ 950 �C and 5% CH4 in H2. Reprinted with per-
mission from [107], O. Gröning et al., J. Vac. Sci. Technol. B 17, 1064
(1999). © 1999, American Institute of Physics.

Figure 17. Phase diagram for amorphous carbon thin films according
to Bachmann [52].
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process characterized by the interaction of energetic ions
with the surface of the growing film. The deposition of DLC
by PACVD has to be done on negatively biased substrates
to actuate reactions like thermal and pressure spikes at the
growth surface by energetic ions. Tsai and Bogy [53] calcu-
lated for 100 eV ions thermal spikes of 3300 K and pres-
sures of 13 × 1010 Pa for a period of 10−10 seconds. The
lifetime of these spikes is much longer than the vibrational
period (∼10−14 s) for diamond and thus well beyond what
is required to allow bonding. The DLC process forms a
metastable amorphous material whose structure is conserved
due to extremely high quenching rates of the thermal spikes.
The hardness of the DLC film can be varied adjusting the
substrate bias [54]. An excellent overview on the growth,
physical properties, and applications of amorphous carbon
thin films has been given by Silva et al. [55].
With regard to the electronic properties the ratio of the

� and 1 states plays an important role. Where the � states
originate from sp2 and sp1 bonded carbon, 1 states are
contributed from all carbon atoms. As a consequence the
1 states always form two extended bands as illustrated in
Figure 18a. Depending on the amount of sp2 and sp1 bonded
carbon, � bands of a more or less extended character are
formed at the edges of the 1 bands [56]. Therefore it is clear
that the amount of the � states in the amorphous carbon
will strongly influence the bandgap of the material. Due to
the disordered nature of the material the band edges are not
sharp but there are tail states extending into the gap. The
semiconducting properties of amorphous carbon arise from
the differences in the carrier mobility of extended and local-
ized states and lead to the formation of a mobility gap as
shown in Figure 18b. Due to the presence of localized states
around the Fermi level and the band tails, electronic trans-
port properties are associated with four different regions of
the DOS [47].

(a) transport by carrier excitation beyond the mobility
edges into extended states at EC and EV

1 = 10 exp
(
−EC − EV

kBT

)
(22)

Figure 18. (a) Sketch of the DOS and (b) the mobility gap of a-C as a
function of energy.

where 10 = �ext · e ·N�EC� · kBT , �ext is the extended
state mobility, and N�EC� is the density of states at
the conduction band edge

(b) transport by carrier excitation to localized states at
the band edges and hopping at the band tail

1 = 11 exp
(
−E∗

C − EF + 81

kBT

)
(23)

where 11 � 10! 81 is the hopping activation energy,
and E∗

C is the tail states energy of the conduction
band

(c) transport by hopping of carriers in the tail states
around the Fermi energy EF

1 = 12 exp
(
− 82

kBT

)
(24)

where 82 is the hopping activation energy
(d) variable-range hopping, dominant for most material

at lower temperatures

1 = 1 ′
2 exp�−BT −1/4� (25)

where B = 2�43/kBN�EF ��
1/4 = const! 4 is a mea-

sure of the decay of the wave function on a single
potential well, 1 ′

2 = 	phe
2N�EF ��R2! �R is the aver-

age hopping distance, and 	ph depends on the phonon
frequency

Hydrogen being monovalent can saturate dangling bonds
in the amorphous carbon and therefore reduce the defect
states in the gap as in the case of amorphous silicon [58].

1.5.3. Nanotube Films
Carbon nanotubes are ultrathin carbon fibers with
nanometer-size diameter and micrometer-size length and
were discovered by Iijima in 1991 [29] in the carbon cath-
ode used for arc-discharge processing of fullerenes (C60�.
The structure of CNTs may be viewed as enrolled cylindrical
graphene sheets and closed by fullerenoid end caps. There
exist SWNTs and MWNTs, consisting of several nested coax-
ial single wall tubules. Typical dimensions of MWNTs are:
outer diameter 2–30 nm, inner diameter 1–3 nm, length 1–
100 �m. The intertubular distance in MWNTs is 0.340 nm,
slightly larger than the interplanar distance in graphite,
which is equal to half of the unit-cell parameter c (05c =
03455 nm). SWNTs tend to agglomerate and form bundles
of several tens of nanotubes. The SWNTs in bundles are in
two dimensions and closed-packed, and the intertube dis-
tance is 0.334 nm [59].
Several methods have been developed to synthesize

CNTs. All of them, arc evaporation [60], laser ablation [61],
CVD [62], and plasma enhanced chemical vapor deposition
(PECVD) [63], work at elevated temperatures (>600 �C)
and metal particles (e.g., Fe, Co, Ni) are involved in the
reaction. The CNT growth by CVD or PECVD requires
a metallic catalyst. The catalytic methods for CNT growth
have their origin in the corresponding works on carbon
fibers [64, 65]. Baker and Harris [65] proposed a model for
the catalytic carbon filament growth in which the hydrocar-
bon precursor is decomposed on the surface of the catalytic
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metal particle, producing hydrogen and carbon, which then
dissolves into the metal. Then the dissolved carbon diffuses
through the particle, to be precipitated on the trailing face,
forming the filament. This model seems also be applicable
for the general CNT growth (Fig. 19). Figure 20 shows scan-
ning electron microscope (SEM) pictures of a CNT brush
grown perpendicularly on the substrate. The backscattered
electron image (Fig. 20b) reveals small metal clusters (white
spots) on top of the CNT brush. This picture supports that
the catalytic growth model for carbon fibers proposed by
Baker and Harris [65] is also valid for CNTs. Figure 21b
shows a transmission electron microscope (TEM) picture
of a nanotube with the encapsulated metal catalyst. How-
ever the growth mechanisms responsible for the structure
type of the growing CNT (SWNT, MWNT, chirality) are still
unknown.
Using the CVD process dense CNT films with preferen-

tial orientation normal to the substrate surface can be grown
[66–68]. The orientation of the individual nanotubes in the
film is forced by the tube density. Above a critical density
the direction of the growing nanotube is confined by the
surrounding growing tubes resulting in a growth orientation
normal to the surface. Remarkable for the growth of dense
CNT films by CVD is that all individual nanotubes have
exactly the same height. The SEM picture in Figure 21a
reveals that the CNT film consists straight as well as twisted
CNTs suggesting that the individual CNTs have different
growth rates. The straight nanotubes in the film may have
the lowest growth rate and may limit the growth rate of the
entire film by anchoring the “cap” of the film. We observed
that the “cap,” the top of the CNT film, is a thin layer com-
posed of clusters from the metal catalyst and amorphous
carbon. It seems that the individual nanotubes cannot pass
through this thin film. Nanotubes with higher growth rates
are therefore confined within in the growing film and are
forced to twist which may explain the film structure shown
in Figure 21. Because the CNT growth is a catalytic pro-
cess it is relatively easy to prepare patterned films. For this
two strategies can be followed, one by patterning the cat-
alyst material, from solutions or by evaporation onto the
substrate using classical lithography techniques [69, 70]. We,
for example, used microcontact printing to pattern the cat-
alyst onto the substrate [71]. For this a polydimethylsilox-
ane stamp was first hydrophilized to considerably increase
the affinity between stamp and the metal catalyst–ethanol

Figure 19. Model for the catalytic growth of CNT accordingly to the
model of Baker and Harris [65] proposed for the growth of carbon
filaments.

Figure 20. SEM pictures of a CNT brush produced by CVD: (a) sec-
ondary electron image, (b) backscattered electron image.

solution. The stamp was subsequently inked and after dry-
ing the catalyst was printed on a silicon wafer. Wei et al.
[72] showed another route to produce patterned CNT films.
Instead of patterning the catalyst onto to the substrate they
stimulated CVD growth of a CNT by exposing SiO2 pat-
terned Si- wafers to a xylene/ferrocene [C8H10/Fe(C5H5�2)
vapor mixture. They used substrate consisting of Si(100)
wafers capped with 100 nm thick thermal oxide. Pattering
of Si/SiO2 was generated by photolithography followed by a
combination of wet and/or dry etching (i.e., standard micro-
fabrication technology). The precursor mixture used gives
rise to selective growth of MWNTs of diameters 20–30 nm
on silica surfaces [73]. There is no CNT growth on Si, but
the aligned CNTs grow readily on SiO2 in a direction normal
to the substrate surface.
Recently several research groups have shown that well-

aligned CNTs with controlled site density can be grown by
PECVD [74–77]. Bower et al. [78] used microwave CH4/H2
plasma to show that PECVD enables a vertically oriented
growth of MWNTs. In elegant experiments, the growth was
first started with the plasma on and after a certain period,
the plasma was turned off and the growth was continued
with the same deposition parameters. While the nanotubes
in the first period under PECVD conditions exhibited a high
degree of alignment, the continued growth under CVD con-
ditions showed randomly oriented curly tubes. The authors
claimed that the electric self-bias imposed on the substrate
surface appears to be the primary mechanism responsible
for the conformal alignment. The advantage of the PECVD
process compared to the CVD process is that the alignment

Figure 21. SEM picture from the side view of the CNT brush shown in
Figure 20.



Carbon Nanostructures for Cold Electron Sources 561

of the CNT can be achieved by the influence of the electric
field and not by steric repulsion, which allows the growth
of aligned CNTs with controlled site densities as shown in
Figure 22.

1.6. Hope for the Flat Thin Film
Electron Emitter

In the early 1990s several publications [80–82] were given
showing highly efficient electron emission at low electric
fields from carbon based materials like diamond and DLC
thin films. These cathode films are referred to as flat thin
film electron emitters and were thought to provide the solu-
tion to several of the technological difficulties associated
with the cathode design in FEDs. The reason for this stems
from the fact that a surface which emits electrons more or
less homogeneously at fields as low as some few volts per
micrometer due to a low work function � or NEA requires
less expensive patterning processes, much simpler device
design, and much cheaper driving electronic circuitry. Prob-
ably the most influential paper was that of Geis et al. [82].
They built an array of diodes (Fig. 23), known as a hot-
electron device, described in 1966 [83]. These diodes appar-
ently work by adiabatic heating the electrons by passage
across a p–n junction and hot electrons escape from the lat-
eral surfaces. It is suggested that electron emission efficiency
be improved by having low electron affinity emitting sur-
face. Geis and his co-workers suggested for their diamond
devices that the NEA of certain crystal planes is responsi-
ble for the electron emission, which leads peoples to dream
about a flat electron emitter. In contrast to the micrometer-
sized design of field emitter array (FEA) tips, the ideal flat
electron emitter could be homogeneously deposited by, for
example, chemical vapor deposition over rather large areas

Figure 22. SEM image of deterministically grown carbon nanofibers
using PECVD showing the name of the Swiss CTI program Top Nano
21 (in collaboration with K. Teo and W. Mine from the University of
Cambridge [79]).

Figure 23. Drawing of the cathode design used by Geis et al. [82].

with much lower spatial tolerance and hence lower cost.
Instead of defining hundreds of FEA microtips as electron
sources for one pixel of an FED, the whole FEA subelement
could be replaced by an electron emitting flat thin film as
illustrated in Figure 24, where, however, the gate not has
been sketched around the flat thin film emitter.

2. CHARACTERIZATION OF THE FIELD
EMISSION BEHAVIOR

In the 1990s carbon thin films received great interest as
electron emitting cathodes. In 1991 the Russian scientists
Djubua andChubun [80] investigated the electron field emis-
sion from different materials in Spindt tip geometry and
found DLC emitters show the lowest turn-on voltages. In the
same year Wang and co-workers [81] presented electron
field emission measurements on polycrystalline CVD dia-
mond films. They suggested that emission comes from areas
between crystallites and not from sharp pointed crystallites
as might be expected. They speculated that graphite inclu-
sions or NEA might be responsible for the low turn-on
voltages. Afterward, for a wide range of different carbon

Figure 24. The principal design of a flat field emission display in the
case of (a) a metal tip array [84] and (b) an ideal flat thin film emit-
ter without surface asperities or tips. Reprinted with permission from
[121], L. O. Nilsson, Ph.D. Thesis No. 1337, University of Fribourg,
Switzerland, 2001.
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based materials unusual field emission properties have been
demonstrated [85–91]. Certain DLC and CVD diamond
films show emission currents in the mA range at applied
electric fields as low as 2 V �m−1. Despite the promising
experimental results little was known about the mechanism
which accounts for the observed currents. Several theoret-
ical approaches have been forwarded suggesting emission
from energy bands in the gap [92]. However, all models fail
when explaining the outstanding role of carbon material for
field emission. Investigations on CVD diamond film have
shown that emission does not occur homogeneously over the
surface but is rather concentrated in �m and sub-�m sized
spots [93].

2.1. Emission Models and Energy
Distribution of the Emitted Electrons

As mentioned, many models to explain the field emission
from CVD diamond and also from single crystalline dia-
mond have been presented. Figure 25 schematically shows
different emission models. Since the measurement of the
field emitted electron energy distribution (FEED) will be
important within the context in this chapter, implications
of the different models on the peak shape and position of
the electron distribution are discussed here. The models
presented cannot give a complete overview of all proposed
models for the origin of the low field electron emission from
diamond and related materials. An excellent overview on
hypotheses about emission mechanism from carbon films has
been given by Forbes [94].

2.1.1. Classical Fowler–Nordheim Model
In Figure 25a the classical situation of field emission from
metals is depicted. On the left hand side the density of occu-
pied electron states of the emitter near the Fermi energy
is assumed to be the Fermi–Dirac distribution for T =
300 K. An electric field of 2700 V �m−1 and an emitter
work function of 5.3 eV are assumed. Under the action of
the intense field the surface potential step, confining the
electrons to the solid, becomes a triangular barrier. If the
width of the barrier at the Fermi energy decreases below
about 2 nm the tunneling probability for the electrons is
not neglectable anymore and an emission current can be
observed. On the right hand side of Figure 25a the resulting
FEED is shown. The energy distribution shows a peak cen-
tered at the Fermi energy EF of the emitter. The low energy
side of the peak shows the exponentially decreasing tunnel-
ing probability with decreasing energy due to the increasing
width of the tunneling barrier. The position of the FEED
peak in energy is located at the potential of the emitting
surface. Usually the reference energy is the Fermi level posi-
tion of the back contact to the emitter. This means that if
there is a potential difference between the emitter surface
and the contact, the position of the FEED peak will shift
to lower energies. Such potential drops always occur due to
the electron emission which charges the emitter surface pos-
itively. The amount of emitter charging is such that it brings
emission current and supply current through the emitter in
equilibrium. The current-field characteristic of the emission
is described by the Fowler–Nordheim relation (16).

Figure 25. Different electron emission models proposed for diamond
and the resulting electron energy distributions. (a) Classical Fowler–
Nordheim tunnelling, (b) conduction band emission due to electron
injection, (c) defect band emission. Reprinted with permission from
[111], O. Gröning et al., J. Vac. Sci. Technol. B 17, 1970 (1999). © 1999,
American Institute of Physics.

2.1.2. Conduction Band Emission Model
Figure 25b displays the emission model proposed by Geis
et al. [95] to explain the low field electron emission from
nitrogen containing single crystalline diamond and polycrys-
talline CVD diamond having NEA. The EA of a solid is
defined as the energy difference between the lowest unoccu-
pied electron state in the solid and the energy of an electron
at rest outside the solid (vacuum level). In case of metals the
work function � and the electron affinity ' are equivalent,
since there is no energy difference between the highest occu-
pied and the lowest unoccupied states (T = 0 K). In case of
semiconductors and insulators the situation is different due
to separation of the occupied and unoccupied states by the
energy gap. Semiconductors and insulators show NEA, if the
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vacuum level is below the conduction band minimum. This
means that electron in the conduction band will experience
no surface potential barrier for the emission. In case of dia-
mond surfaces it was demonstrated that hydrogen termina-
tion of the (111) and (100) of p-type diamond surfaces leads
to NEA [96, 97]. It is obvious that NEA related electron
emission will crucially depend on an efficient mechanism to
populate the empty conduction band with electrons. In the
case of boron doped single crystalline diamond such popula-
tion of the conduction band during field emission seems not
to occur and it was found that the field emission originates
from the valence band at local fields above 2000 V �m−1

[98]. Substitutional nitrogen in diamond is known to pro-
duce a deep donor state 1.7 eV below the conduction band
[99]. But the activation energy of 1.7 eV is too large to
give an efficient thermal excitation of electrons into the con-
duction band at room temperature. Nevertheless, Geis pro-
posed the ionization of this donor state can lead to a space
charge layer at the metal diamond interface, causing down-
ward band bending in the diamond. In the case of an ionized
donor density of more than 2 × 1019 cm−3, the depletion
region is thinner than 20 nm, which allows electrons to be
injected from the metal contact into the conduction band
of the diamond, when a relatively low potential drop of a
few volts over the depletion layer is present. The injected
electrons will thermalize quickly (typically in 10−12 s) to the
conduction band minimum, where they are transported in a
diffusion dominated process, with typical lifetimes of 10−9 s
[100], to the surface and are emitted into vacuum due to
NEA. In the case of nitrogen containing diamond a CsO
monolayer seems to be necessary to create a sufficiently
large dipole moment to produce the NEA.
Diederich et al. [16] have shown by UPS that hydrogen

termination can generate an efficient NEA surface for the
B-doped diamond (100) surface but not for the N-doped
diamond (100) surface due to the high upward band bend-
ing. In the NEA model the field emission current will be
limited by the tunneling of electrons through the interfacial
potential barrier and not by the surface potential barrier.
The FEED will reflect the energy distribution of the indicat-
ing position of the conduction band minimum. In the ideal
case of flat band conditions at the surface the width of the
FEED peak should be of the order of kBT although strong
band bending at the surface can lead to a significantly larger
width of the FEED peak. Furthermore, the position of the
FEED peak should be shifted to lower energies, reflecting
the potential drop between the diamond surface and the
metal contact, which is necessary for electron injection.

2.1.3. Defect Band Emission
Figure 25c displays the emission model proposed first pro-
posed by Zhu et al. [47]. This model accounts for the exper-
imental observation that the field emission properties of
CVD diamond films correlate with the film quality mea-
sured by the FWHM of the Raman 1332 cm−1 line, indi-
cating a decreasing threshold field with increasing linewidth.
In order to explain this behavior Zhu et al. proposed the
presence of defects bands in the energy gap of the dia-
mond. The formation of these defects bands is supposed
to raise the Fermi level close to the vacuum level and is

therefore responsible for a strong reduction of the work
function of the defective diamond film. This could only
occur if no Fermi level pinning at the surface states is
assumed. Furthermore, the defects bands would provide a
steady current flow to the surface and sustain a continuous
current. The reduced work function will then give rise to
the observed field emission. A threshold field of 20 V �m−1

for 1 nA emission current corresponds to a work function
� � 02 eV and a threshold field of 3 V �m−1 would cor-
respond to � � 005 eV (assuming Fowler–Nordheim-like
emission with no field enhancement). These work function
values are extremely low and highly questionable. Yet, if a
moderate local field enhancement, which could also explain
the spotty local emission characteristic of diamond films, of
10–30 is taken into account, the work function values would
increase to a more reasonable range around 1 eV. There
are materials showing work function values around 1.2 eV,
like ScO [101]. In this model the electrons are emitted due
to the tunneling through the surface potential barrier, like
the classical Fowler–Nordheim tunneling (Fig. 25a). Yet due
to the reduced work function the local fields involved in
the emission process can be considerably low. The resulting
FEED would be characterized by very narrow peaks due to
the low local field at the emission site. The width of the sur-
face potential barrier would rapidly increase with decreasing
energy, leading to a narrow energy range, where the tunnel-
ing probability is large enough to give measurable electron
emission.

2.2. Measurement of the Field
Emission Properties

2.2.1. Current–Voltage Measurements
Usually current–voltage (I–V ) measurements are used to
characterize the electron emission behavior according to the
Fowler–Nordheimrelation (16). From these measurements
technologically important parameters such as threshold field
Fth or the current density j can be determined, but not the
work function � as the physically relevant parameter. The
reason for this is that experimentally one does not measure
current–field characteristics but current–voltage characteris-
tics, where one relates the applied voltage to some applied
field for example by dividing the applied voltage with the
anode cathode distance. The problem is that this applied
field may not correspond to the local field present at the
emission site due to some field enhancement effects. Assum-
ing that F0 (F = F0�� denotes the applied electric field in a
field emission measurement, the Fowler–Nordheim relation
(16) will change to

j = e3

4�2��2��
F 2
0 �

2 exp
(
−4

√
2me

3�
�15

eF0�

)
(26)

with
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4
√
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The Fowler–Nordheim relation can be written by
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2 exp
(
−Av

�15

F0�

)
(27)
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By replacing the local field F at the emission site by the
applied field F0, the electron emission will yield a straight
line in the Fowler–Nordheim (FN) plot [ln�j/F 2

0 � vs 1/F0],
as can be seen from the Fowler–Nordheim relation (27). The
slope of this straight line will be equal to

FNSlope = −Av

�15

�
(28)

F0 is a function of the applied voltage, whereas � generally is
unknown. In the case of well defined emitter geometry (e.g.,
a tip with aspect ratio h/r = �), the work function � can
be calculated within a certain accuracy. In the case of thin
film emitters this is generally not possible. This means that
the work function � of the emitter cannot be determined
from the measurement of the I–F0 (resp. I–V ) characteris-
tics alone.

2.2.2. Field Emission Spectroscopy
The situation is different when one has additional informa-
tion such as the energy distribution of the field-emitted elec-
trons [46]. Figure 26 shows schematically the situation at a
metal surface under field emission conditions (� = 53 eV
and F = 2700 V/�m), and the resulting energy distribution
of the emitted electrons.
In section 1.2.4, Eg. (13), it was shown that the trans-

mission probability for an electron with energy E�kx! ky! kz�
close to the Fermi energy EF can be expressed by

D�E� = exp
(
−4

√
2me

3�
�15

eF

)
exp

(
2
√
2me

�

�05

eF

(
Ex − EF

))

with Ex = �
2kx/2me (the kinetic energy component perpen-

dicular to the emitter surface).
The total energy distribution P�E� of the field emitted

electrons can be derived from (13) by

P�E� = 2e
�2��3

f �E!EF ! T �
∫
k2x+k2y+k2z=E

D�E�
�kx

me

dkx dky dkz

(29)

Figure 26. Schematic illustration of the situation at a surface under
field emission conditions and the resulting energy distribution of the
field emitted electrons (calculated for F = 2700 V/mm and � = 53 eV).

Substituting of (13) into (29) and solving the integral, one
finds

P�E� = f �E!EF ! T �
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(30)

This relation for the total energy distribution of the emitted
electrons can be divided in an energy dependent and a field
dependent intensity term, denoted as B�F !��. The relation
(30) can then simplified to

P�E�=f �E!EF !T � ·B�F !��exp
(
2
2
√
2me

�

�05

eF
�E−EF �

)
(31)

Stratton [102] modified relations (30), (31) in order to
describe the total field emitted energy distribution of elec-
trons originating from the valence band and obtained

PV �E�=f �E!EF !T � ·B�F !��

×exp
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√
2me
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�E−EV �
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1−exp
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(32)

where ' is the electron affinity of the semiconductor, EG is
the energy gap, EV is the energy of the valence band max-
imum, and r = me/m

∗ is the ration of the electron mass
and the band electron mass. To fit the field emission spec-
tra (FES) of carbon materials the relation (32) with EV =
EF , EG = 0! ' = 0, and r = 1 can be used due to the
zero bandgap semiconductor character of graphite. It has
to stressed that relation (31) assuming emission from a free
electron gas and relation (32) assuming emission from the
valence band edge are extreme cases for carbon materials;
the true character can be somewhere in between.
With

Cv >= 2

√
2me

e�
(33)

one can easily see from relations (26) and (31) that

Av

Cv

= 2
3
�U0 ⇒ � = 3

2U0
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(34)

where Av is the slope of the Fowler–Nordheim plot (28) with
respect to the applied voltage U0 and Cv is the exponential
factor of the low energy part of the field emission energy
distribution measured at the applied voltage. By determining
Av and Cv the work function � at the emission site can be
determined without the need to know the field enhancement
factor �. Knowing the work function the local field present
at the emission site can be determined from

F = 2

√
2me

e�

�05

Cv

(35)
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In these considerations and derivations a triangular emission
barrier as described by relation (7) is assumed.
A significant improvement of the emission model results

from the influence of the image charge potential on the
derivation of the Fowler–Nordheim law and the total energy
distribution. The Fowler–Nordheim relation (16) becomes

j = e3
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with
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�
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where t�y� and v�y� are the so-called elliptical functions
which are tabulated [103]. The parameter y is the ratio if
the field dependent work function lowering A��F �, due to
the influence of the image charge potential (Schottky effect)
and the work function � of the emitter. The total energy
distribution transforms into
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Figure 27 displays the values of the elliptical functions t�y�
and v�y�. In the field and work function range for carbon
field emitters the parameter y varies between 0.3 and 0.4. In
this regime the following approximations for t�y� and v�y�
can be made:

t�y� ≈ 102 (39)

v�y� ≈ 098–11y2 (40)

Figure 27. Plot of the elliptical functions t�y� and v�y�. The markers
represent the tabulated values [103] and the solid lines are approxima-
tions to t�y� and v�y�.

Substituting (39) and (40) into (37) the Fowler–Nordheim
relation becomes

j = 1
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From relations (41) and (38) one can see that the estimation
of the work function � taking into account the image charge
potential, using the slope of the Fowler–Nordheim plot Av

and the exponential factor Cv, will lead to

� = 102
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3
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CvU0
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3
2U0

Av

Cv

(42)

This is about 4% larger than without taking the image
charge potential into account (34).

2.2.3. Example: Determination of the Work
Function � of MWNT

Experimental Setup The energy resolved field emission
measurements were carried out in an OMICRON surface
analysis system (base pressure p < 10−10 mbar) equipped
with a VSW EA 125 HR electron energy analyzer. The mea-
surements were carried out in the constant analyzer energy
mode with pass energy of 5 eV which corresponds to an
energy resolution of 40 meV between 100 and 1000 eV
kinetic energy. The high voltage was set to the sample by a
Keithly 237 instrument with a ripple voltage less than 5 mV.
The field emission spectra were measured between 1 pA
and 1 nA total emission current, with count rates of 100 to
106 cps. Figure 28 shows the cut through the sample holder
used for the measurements. Details of the experiment can
be found in [104].

Results Figure 29 displays a series of FES measured from
a sample of MWNTs recorded at room temperature at dif-
ferent applied voltages and therefore different electric fields.
The applied voltage U0 was subtracted from the kinetic
energy scale of all spectra giving the energy relative to the

Figure 28. Schematic cross-sectional view of the sample holder used for
the FES measurements.
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Figure 29. Series of FES of a MWNT field emitter recorded at dif-
ferent applied voltages. The inset shoes the FN plot derived from the
FE spectra. Av is the slope of the FN plot. Reprinted with permission
from [46], O. Gröning, Ph.D. Thesis No. 1258, University of Fribourg,
Switzerland, 1999.

Fermi energy EF . The solid lines are fits to the data using
relation (32) assuming T = 0 K and taking the spectrome-
ter resolution into account. By integrating the spectra over
the energy we obtain a value which is proportional to the
emission current density. Therefore we obtain a current–
voltage characteristic that can be displayed in a FN plot
(inset Fig. 29).
The FES in Figure 29 show a very narrow, asymmet-

ric shaped energy distribution (FWHM = 375 meV) of the
emitted electrons located at the Fermi energy EF . As dis-
cussed in Section 2.1 such an energy distribution is char-
acteristic for Fowler–Nordheim tunneling (Fig. 25a). The
straight line in the FN plot (inset Fig. 29) over five orders
of magnitude in the emission current proves the Fowler–
Nordheim emission for the MWNT field emitter.
As the slope of the FN plot with respect to the field F at

the emission site depends on the work function alone by �15,
the work function � of the emitter can be determined.
Yet we have to realize that in a field emission experiment
current–voltage characteristics are measured. In the case of
two parallel plates acting as anode and cathode separated
by a distance d, the applied field is given by F0 = U0/d. The
local field F at the emission site is then F = F0 · �. As dis-
cussed � is generally not known and the FN plot is plotted
with coordinates ln�j/F0� vs F −1

0 . Hence the slope of the FN
plot is proportional to �15�−1. The FN plot depicted in the
inset of Figure 29 is given with respect to the applied volt-
age and the slope FNslope = −Av�

15�−1 (28) equals 20,152
V. The local field F at the emission site can be expressed by
F = U0 ·�, where � is the field enhancement factor, this time
not with respect to the applied field F0 but to the applied
voltage U0. Therefore � has in this case the dimension [m−1].

Figure 30 shows the field emission spectrum from the
series in Figure 29 recorded at an applied voltage of U0 =
680 V. The dashed line is a Gaussian curve fitted to the high
energy side of the peak, whereas the solid line is a fit accord-
ing to relation (32). One can see the asymmetric shape of
the field emission distribution, where the low energy side
of the peak shows the exponential decrease with decreas-
ing energy as expected. Using the definition (33) for Cv the
relation for the total energy distribution P�E� (31) can be
simplified to

P�E� = f �E!EF ! T �B�F !�� exp
(
Cv

�05

F
�E − EF �

)
(43)

Using this relation the low energy side of the FES can be
fitted and we can obtain a value of

Cv�
05F −1 = Cv�

05U−1
0 �−1 = 909 (eV)−1

With this value, the value for FNslope, and relation (34) the
work function � at the emission site can be determined:

Av�
15�−1

Cv�
05U−1

0 �−1 = Av

Cv

�U0 =
2
3
�U0

⇒ � = 3
2U0

Av�
15�−1

Cv�
05U−1

0 �−1

� = 3
2 · 680 (V)

· 20156 (V)

909 (eV)

−1
= 489 eV

As can be seen the unknown field enhancement factor � is
cancelled out in this calculation. The obtained work func-
tion value � = 489± 03 eV is a bit higher than for highly
oriented pyrolythic graphite with a work function of 455 ±
01 eV but is in very good agreement with the work function
of sputtered graphite (highly disordered) of 49 ± 02 eV.

Figure 30. FES spectrum recorded at an applied voltage U0 = 680 V
from the FES series depicted in Figure 29. Reprinted with permission
from [46], O. Gröning, Ph.D. Thesis No. 1258, University of Fribourg,
Switzerland, 1999.
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This example shows that the work function � at the emis-
sion site can be determined accurately by measuring the
I–V characteristic and the energy distribution of the emitted
electrons. Knowing the emitter work function �, the local
electric field F present at the emission site can be deter-
mined from definition (33) using

Cv�
05F −1 = 909 [eV]−1 = 568× 1019 [J−1)
⇒ F = Cv

�

568× 1019 [J−1)

= 2

√
2me

e�
· 893× 10

−10 [J05)

568× 1019 [J−1)
= 25× 109 [Vm−1)

This value for the electric field at the emission site corre-
sponds very well to the electric field of 2700 V/�m predicted
by the Fowler–Nordheim relation (16).

3. CARBON BASED
ELECTRON EMITTERS

Since the first observation and investigations of the low field
electron emission properties of natural and chemical vapor
deposited diamond in the early 1990s [20, 21], the interest
in this field has steadily increased until the present day. This
interest is not of a scientific nature only (over 150 patents
[105] were issued on the subject of diamond field emitters
alone) although the physical nature of the low field electron
emission from diamond is still under dispute.
Our works on carbon thin films show clearly that one

has to distinguish strictly between the applied electric field
(defined as the applied voltage devised by the anode–
cathode distance) and the local field present at the emis-
sion site. From the technological point of view the applied
field is the relevant parameter to characterize the field emis-
sion, as it determines what voltage has to be applied for
a given anode–cathode distance. Yet, with regard to the
physical nature of the emission, only the local field present
at the emission site is relevant. In a field emission experi-
ment in general only the applied electric field can be deter-
mined directly and it is very difficult to estimate the local
fields on a real cathode surface. The combined measure-
ment of the current–field characteristic and the field emit-
ted electron energy distribution of an emitter allows one
to determine independently the local field F and the work
function � of the emitter. In all cases we have investigated
(CVD diamond, DLC films, and CNTs) we found that the
local fields present at the emission site are always in the
order of 2500 V �m−1 and higher, although the applied field
ranges between 1 and 50 V �m−1. The emission process is in
all cases ordinary Fowler–Nordheim tunneling with emitter
work functions around 5 eV.

3.1. CVD Diamond Thin Film Emitter

On CVD diamond films exhibiting a good crystalline qual-
ity, with a low defect density and large (>1 mm) crystallites
(Fig. 16a), we found in most cases that the field emission
showed very distinct, nonreversible activation characteristics

[106–109]. Figure 31 shows a typical current–field character-
istic of the activation of boron doped good crystalline CVD
diamond film. In the first voltage sweep from zero upward,
the measured current remained below 1 pA up to a critical
field EC . At this field, a sudden and persistent increase of the
current occurs. The value of EC can vary significantly with
the film under investigation because the occurrence of vac-
uum discharge depends on many parameters such as residual
gas pressure, surface roughness, surface contamination, and
anode–cathode geometry [110]. In our setup, typical values
for EC ranged between 100 and 400 V �m−1. When the volt-
age is lowered, a reversible field emission characteristic can
be observed at a turn-on field Eon. The values for Eon can
range between 2 and 50 V �m−1.
Typically the arc formed a small crater in the diamond

film. By means of atomic force microscopy and Raman spec-
troscopy a graphitization of the diamond film around the
crater can be observed. This results in an increased local
conductivity and an increased roughness in the submicrom-
eter range in this zone. Field emission spectroscopy showed
that after the activation process the field emitted electrons
originated from the states at the Fermi energy EF indicating
the metallic nature of the emission site. The local field F at
the emission sites is in the order of 3000 V �m−1 and the
work function � of the emitter is around 5 eV.
CVD diamond films exhibiting bad crystalline quality,

nanocrystalline films (Fig. 16b), do not require an activa-
tion step. Usually these films are characterized by a Raman
spectrum showing a very weak or even absent 1332 cm−1

diamond line but strong features of sp2 bonded carbon.
These films exhibit turn-on fields below 5 V �m−1 [111, 112].
The current–field characteristics of these films are Fowler–
Nordheim-like in the low current regime. In the high cur-
rent regime deviations from the Fowler–Nordheim law can
be observed depending on the resistivity of the deposited

Figure 31. Typical current–field characteristic of the activation of a
weakly emitting CVD diamond film. At a critical field EC the dis-
charge activation takes place and leads to a drastically and persistently
increased current (1–2). If the field is subsequently lowered (4–5), a
reversible field emission characteristic around Eon can be observed (5–
4–3). (The constant current observed for higher fields is due to the cur-
rent limitation of the voltage source.) Reprinted with permission from
[107], O. Gröning et al., J. Vac. Sci. Technol. B 17, 1064 (1999). © 1999,
American Institute of Physics.
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film. From FES an average work function � of 5.7 eV for
nanocrystalline diamond can be determined. The local field
F present at emission sites is around 2500 V �m−1, whereas
the applied fields range between 2 and 10 V �m−1. This
implies that strong field enhancement effects are the basis
for the low field emission property of this material. Internal
field emission and injection of electrons into the conduction
band of the diamond and subsequent emission due to neg-
ative electron affinity could be ruled out as a possible emis-
sion model. This is due to the absence of internal electric
fields in the diamond film under field emission conditions.
The strong field enhancement effect is most probably due
to the surface morphology of the films with a large peak to
peak roughness of up to several micrometers and sharp local
features on the nanometer scale.

3.2. Diamondlike Carbon Thin Film Emitter

Diamondlike carbon films show field emission properties
very similar to those of CVD diamond films. On smooth,
structureless (with regard to the surface morphology) DLC
films, we only could observe discharge activated field emis-
sion [113]. This activation can be observed on polymer films
as well as on carbon films with high sp3 content. This shows
that in the activation step the film acts mainly as a carbon
source whereas the chemical nature of the carbon film we
start is not of major importance.
Nonactivated low field electron emission from DLC films

with applied field range of 10–30 V �m−1 can be observed
when graphitic clusters are present in or on the film. Com-
pared to the smooth parts of the DLC films these clus-
ters show an enhanced conductivity. As in the case of
the nanocrystalline CVD diamond the current–field char-
acteristic of the emission is Fowler–Nordheim-like in the
low current regime and the FES exhibit the typical shape
of Fowler–Nordheim tunneling. Local fields F of 2500–
3000 V �m−1 and emitter work functions � around 5 eV
have been determined. The investigation of the graphitic
clusters on the DLC films by high resolution scanning
electron microscopy revealed nanotubelike structures, with
diameters down to 7 nm and lengths up to several hundred
nanometers (Fig. 32). Laser ablation and filtered cathodic
arc deposition seem to be the methods of choice to deposit
good emitting DLC films. Both methods are used in the pro-
duction of nanotubes as well.

3.3. Carbon Nanotube Field Emitter

3.3.1. Work Function of Carbon Nanotubes
The investigations on the field emission properties of CVD
diamond and DLC emitters show clearly that the elec-
tron emission of carbon based materials is ordinary Fowler–
Nordheim tunneling and field enhancement structures on
the surface are required for low field electron emission.
Nanotubes (CNTs) have the ideal shape to act as field
enhancing structures and they can be produced relatively
simply in large quantities.
We have investigated the field emission properties of

MWNTs and SWNTs. On thin films we measured emis-
sion site densities of 10,000 cm−2 at applied fields below

Figure 32. SEM pictures of graphitic structures present on good emit-
ting DLC films.

5 V �m−1 [104, 114, 115]. Simultaneous field and photoe-
mission electron spectroscopy (XPS) allowed us to compare
the work function at the emission site with the average work
function of the CNT films. In the case of the MWNTs we
determined an emitter work function � = 49 ± 03 eV by
FES. By XPS we measured an average function of 48 ±
01 eV. In the case of SWNTs we determined a lower work
function of 37± 03 eV by FES.
The reduced work function for SWNTs can be attributed

to an electrostatic effect, due to the small radius of curva-
ture of the SWNTs at their ends. One of the constituents
to the work function is the work an electron has to perform
against the image force. In the case of nanostructures, it is
important to notice that the image potential for a plane and
a small sphere (radius <10 nm) differs considerably. In the
planar and the spherical case the image potential can be
written as [116]

�plane�x� = − 1
4��0

e2

4x
(44)

�sphere�r� = − 1
4��0

e2R3

2r2�r2 −R2�
�r > R� (45)

where R is the radius of the sphere. It can be easily seen
that for r/R = 1 + d (d � 1) �sphere coincides with �plane
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with x = R · d. The difference in work function between the
planar and the spherical case equals [117]

�sphere = �plane −
5

8R−1
e2

4��0
(46)

This effect was demonstrated by the observation that the
ionization potential of small clusters depends on their size.
An increase of the ionization potential with decreasing size
was observed [118, 119]. According to (46) in SWNTs with
diameter around 1.4 nm the work function is reduced by
1.3 eV. Compared to MWNTs with work function values
around 5 eV SWNTs with 1.4 nm diameter would have work
function values of 3.7 eV which corresponds well with the
values we determined by FES.

3.3.2. Environmental Stability
The term environmental stability is used to describe the
interaction of electron emitters with the gaseous environ-
ment in which they are operated. Such interactions typically
lead to emission current fluctuations on a time scale of sec-
onds to minutes. If the current fluctuations are large they
may negatively affect the device performance. In addition
the device long-term stability is dependent on the emitter
interactions with its environment, wherefore investigations
on environmental stability are important. Such investigations
have been done in the past on etched metal tips using field
emission microscopy. The field emission microscope (FEM)
invented by Müller [120] in 1937 has for a long time been
the state of the art to investigate adsorption and diffusion
phenomena at surfaces with almost atomic resolution.
Figure 33 shows FEM patterns commonly observed from

SWNTs and MWNTs. These emission patterns are not sta-
ble in time but show switching from one configuration to
another. The switching frequency increases with increasing
currents and is in the order of 1 Hz. Associated with this
instability of the emission spot are fluctuations in the emis-
sion current as indicated by the different intensities of the
emission patterns in Figure 33b. Each emission pattern has

Figure 33. (a) The lobed FEM pattern of a MWNT at 300 K. (b) Some
examples of a large variety of such patterns commonly observed from
SWNTs and MWNTs. Reprinted with permission from [121], L. O. Nils-
son, Ph.D. Thesis No. 1337, University of Fribourg, Switzerland, 2001.

a well defined emission current for a given applied voltage.
Therefore the emission current fluctuates between different
current levels associated to the different emission patterns.
The difference between the highest and lowest current level
can be up to a factor of 10. Such kind of random telegraphic
noise was observed by different groups [46, 121, 122]. It is
recognized that the FEM patterns on the screen reflect the
electronic structure, the anisotropy of the work function,
local variation of the microscopic field, and electron trans-
mission probability of a CNT cap. This means that atomi-
cally sized areas on the CNT cap, where the work function is
lower or the local electric field is higher than the surround-
ing regions, are reproduced with higher intensity on the
phosphor screen. Therefore the different emission patterns
of CNTs can be understood in terms of switching between
differents states with relatively small energy differences in
levels close to the Fermi energy. In order to illustrate how
these states are formed and what they may look like one
can take the �-states of a benzene molecule (C6H6� as an
example (Fig. 34).
In analogy to the C6H6 molecule the �-states of CNT cap

can be thought as linear combinations of px orbitals which
protrude out perpendicular to the carbon lattice on the tube
apex. The limited variety in shape, style, and energy of such
�-states can only partly explain the large number of emis-
sion patterns observed by the FEM. It therefore seems plau-
sible to think that the energy levels of the CNT at the apex
are modified through adsorbed molecules coming from the
gas phase during field emission. Sometimes the sticking is
very firm and may result in a resonant tunneling state which
can lead to increased tunneling probability and anisotropy in
the field emission current [123]. We observed that the field
emission fluctuations are not sensitive to H2 and H2O, the
two the main components of residual gases in vacuum sys-
tems, up to 10−4 mbar gas pressure. Increased partial pres-
sure of O2 causes degradation of the field emission due to

Figure 34. The px orbitals (a) of benzene C6H6 can form six � hybrid
orbitals of delocalized electrons (b), of which three are in binding sta-
bilized state and three are in an antibinding state. Reprinted with per-
mission from [121], L. O. Nilsson, Ph.D. Thesis No. 1337, University of
Fribourg, Switzerland, 2001.
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reactive ion etching. The suggestion of Rinzler et al. [122]
that the emission fluctuations are due to individual des-
orption processes induced by ion bombardment seems very
convincing.

4. MICROSCOPIC CHARACTERIZATION
OF THIN FILM EMITTERS

The development of field emission electron sources has been
hampered for half a century by the fact that tiplike field
enhancing structures are needed to create locally high fields
for field electron emission to take place. Usually the higher
the field enhancement, the smaller the effective emission
area of the tips gets, as the radius of curvature gets increas-
ingly small. Although the field emission current density can
easily exceed 1000 A cm−2, the total emission current per
single tip remains small as the emitting surface, being the
apex of the field enhancing tip, is small. The total current
per single tip in field emission rarely surpasses 0.1 mA. In
contrast, thermionic emitters can deliver electron emission
currents of up to 400 A cm−2. This situation resulted in the
fact that field emitters are only used where high brightness
rather than high currents are requested, for example, in the
case of high resolution electron microscopy (SEM, TEM).
The key to reaching planar field emitters of high current
density approaching 1 A cm−2 resides in the integration of
a large number of field enhancing tips on a surface.

4.1. Field Enhancement
Distribution Function

Whereas a single field electron emitter can be said to be
completely characterized in terms of its work function � at
the emission site, the field enhancement factor �, and the
resistance R, the description of the overall emission behav-
ior from a thin film emitter with a large number of emis-
sion sites requires a statistical approach [121]. The number
of degrees of freedom with regard to geometrical align-
ment, orientation, length, diameter, and interemitter dis-
tances within the thin film emitter ensemble is much larger
than for a single emitter. It can also be expected that � and
R exhibit some variation. Electrostatic screening has to be
taken into account for thin film emitters, since the presence
of a large number of emitters may affect the local electric
field F at the emission sites. The emission properties can
therefore vary considerably from one position to another
within the thin film emitter.
An example of a thin film emitter with a large scatter in

the spatial emission current I�x! y� is shown in Figure 35a,
where parts of the surface show no emission at all. The
spatial scatter in the electron emission I�x! y� is highly
undesirable, because the device performance with regard
to brightness homogeneity is largely reduced. In order to
understand and improve the electron emission homogene-
ity of thin film emitters with a large number emitter sites a
quantitative description of the I�x! y� map in terms of field
enhancement factor �, work function �, emission area A,
and resistance R is needed.
Thin film electron emitters are often characterized in

terms of a “threshold” field Fthr required to obtain a given

Figure 35. (a) Variation of the emission current I�x! y� under a con-
stant applied voltage U0 = 320 V (tip–cathode distance d ∼ 7 �m).
(b) Corresponding local variation of the field enhancement factor
��x! y�. Reprinted with permission from [121], L. O. Nilsson, Ph.D.
Thesis No. 1337, University of Fribourg, Switzerland, 2001.

field emission current density in a typical large anode diode
type field emission experiment. Such characterization can be
misleading since a cathode with a spatial extension in the
mm2 range may contain a small number (sometimes only
one) of strong emitters and thus can have a low threshold
field Fthr which obviously will not guarantee a high emis-
sion current density, because the emitter ensemble shows a
certain distribution of the field enhancement factor � and
therefore in the emission current density. In this picture the
field emission properties of a thin film must be represented
by a function f ���, where the number of emitters dN on a
surface area A with field enhancement factors in the interval
[�!�+ d�] is given by

dN��� = A · f ��� · d� (47)

The field enhancement distribution function f ��� is then
defined as

f ��� = 1
A

dN

d�
[emitter/cm2] (48)

According to the definition, f ��� is proportional to the
probability of the field enhancing structures in the interval
[�!�+ d�] per unit area. Consequently one may view f ���
as a probability distribution. Assuming the same relation for
the emission current as a function of the local field F at
the emission site for all emitters of the thin film, the field
emission properties are completely determined by the field
emission distribution function f ���.
In terms of the Fowler–Nordheim relation (16) the

assumption of a general relation for the current–field depen-
dence of the electron emission means that all emitters have
the same emitting area and the same work function �. The
assumption that the work function � is constant for all emit-
ters can partially be justified by the fact that the emitters
consist of the same material. Actually, we have found in FES
that the work function at the emission site of carbon based
materials is always in the range of 4.7–5.1 eV. The argument
that the emission area should be constant can for CNTs is
partially justified by the fact that all the emitters are of the
same dimensions.
In order to describe the emission current as a function of

the local field F the simplified Fowler–Nordheim relation
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as proposed by Brodie and Spindt [3], where the elliptic
functions are approximated, can be used

I = A · 15× 10
−6

�
· F 2 exp

(
104
�05

)
exp

(
−644× 107�

15

F

)
(49)

I is the emission current in amperes per single emitter, A is
the emission area of the emitter in cm2, � is the work func-
tion in eV, and F is the local electric field [V/cm] present at
the emission site.
In a field emission device, the external electric field F0

is generated by a voltage U0 applied between the cathode
with the emitting structures and an anode. In configurations
where anode and cathode are represented by two parallel
plates separated by a vacuum gap d the applied field is F0 =
U0/d. The local field at the emission site is then defined as
F = F0 · �. Relation (49) becomes

I = A · 15× 10
−6

�
· F 2

0 · �2 exp
(
104
�05

)

× exp
(
−644× 107 �15

F0 · �
)

(50)

This is now the relation for the emission current I of a
single emitter for a given applied field F0 which depends
only on the field enhancement factor �. The field emission
behavior of an ensemble of field emitters is therefore com-
pletely determined by the field enhancement distribution
function f ���. Important parameters such as the threshold
field Fthr and the emission site density can be immedi-
ately derived from the field enhancement distribution func-
tion f ���. Using relation (50) for the emission current the
threshold field Fthr can be determined from the following
relation

Ithr = A
∫ �

0
f ��� · I��! Fthr� d�

= A · 15× 10
−6

�
exp

(
104
�05

)
·
∫ �

0
d� · f ��� · F 2

thr · �2

× exp
(
−644 · 107 �15

Fthr · �
)

(51)

Here A denotes the surface of the cathode under investi-
gation. It is worth noting that the threshold field Fthr will
depend on the cathode area which is measured, so that it
is only sensible to define the threshold field Fthr with regard
to a given emission current density jthr. In other words, the
measured threshold field Fthr decreases with increasing sur-
face area measured. The characterization of the emission
properties of a thin film emitter just by stating the threshold
field Fthr is therefore very questionable.

4.2. Emission Site Density

The emission site density (ESD), which gives the number of
active emitters per unit area at a given applied field or volt-
age, is one of the key parameters in characterizing the field
emission performance or quality of a planar field emission
cathode. An active emitter is an emitter giving an emission

current larger than some threshold current (e.g., 10 nA).
Therefore the ESD as function of the applied field F0 can
be calculated from f ��� by

ESD�F0� =
∫ �

�min=Fmin/F0

f ��� d� (cm−2) (52)

Fmin is the local field at the emission site required to produce
a minimum detectable emission current Imin. In an experi-
mental setup using a phosphorous screen Imin corresponds
to the minimum emission site current, required to observe
the emission spot by eye.
The emission current density is calculated in a similar

manner

j�F0� =
∫ �

0
f ��� · j��! F0� d� (A cm−2) (53)

Unfortunately in many publications the performance of pla-
nar field emission cathodes is still characterized by I–V
measurements alone. Figure 36 displays the field emission
spots on a phosphorous screen of two carbon thin film emit-
ters at the same applied field and emitting roughly the same
emission current density of about 0.1 mA cm−2, so that from
the I–V characteristic both thin film emitters would yield
a comparable behavior and one would judge them to have
the same field emission performance. It is, however, obvious
that the ESD is considerably higher for sample B. Whereas
on sample B the emission current originates from a relative
high density of emission sites the emission current of sam-
ple A is delivered from only a few but quite strong emitters.
Therefore the emission performance of sample B should be
judged considerably higher than for sample A because emit-
ter degradation will more easily occur on sample A at higher
fields.
In conclusion, any standards of characterization of thin

film electron emitters must include the field enhancement
distribution function f ��� and knowledge of the spatial
emitting properties ��x! y�. With these two parameters the
collective emitting behavior of thin film electron emitters is
completely characterized.

Figure 36. Optical micrographs of field emission spots collected on a
phosphorous screen of two different diamond thin film emitters at the
same applied electric field of 4.5 V �m−1
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4.3. Characterization by Scanning Anode
Field Emission Microscopy

The scanning anode field emission microscope (SAFEM)
allows the investigation of the field emission properties of
thin film emitters with lateral resolution in the submicrome-
ter range [124]. The SAFEM is based on a micrometer-sized
tip which serves as an anode. By recording the emission as
a function of the spatial position of the tip above the thin
film emitter, field emission maps with submicrometer reso-
lution can be obtained. Such maps can be extended up to
5000× 5000 �m2. The SAFEM can operate in two different
modes. In the first mode the emission current is recorded for
a constant applied voltage U0. This mode is called the con-
stant voltage mode (CVM). The I�x! y� map obtained in the
CVM is the analog to the electron emission on a phosphor
screen, albeit with higher resolution. In the second mode of
operation the emission current is maintained on a constant
level for every tip position along the field emission scan and
the voltage applied to the tip must therefore be adjusted
according to the individual emitter efficiency. Since the spa-
tially recorded emission voltage V �x! y� is determined for a
constant emission current this mode is called the constant
current mode (CCM).
As shown in the previous section, the knowledge of the

field enhancement distribution function f ��� gives an almost
complete characterization of field emission behavior of thin
film emitters. Therefore the experimental characterization
of thin film emitters should include the determination of
f ���. The field enhancement distribution function f ��� can
be obtained from the spatial distribution of field enhance-
ment factors �, the so-called field enhancement map ��x! y�.
In theory ��x! y� can be calculated from the topography
of the surface h�x! y�, for example, by solving the Poission
equation at the surface. However, in general the Poission
equation cannot be solved because it is extremely difficult
to measure h�x! y� with nanometer resolution. Therefore
another method is used to derive ��x! y�. Through rela-
tion (50), the emission current I is directly related to field
enhancement factor �; therefore the local emission current
I�x! y� on thin film emitter is given by

I�x! y� = A · 15× 10
−6

�
· F 2

0 · ���x! y��2 exp
(
104
�05

)

× exp
(
−644× 107 �15

F0 · ��x! y�
)

(54)

Hence, the measurement of I�x! y� could theoretically be
used to calculate ��x! y�.
Scanning anode field emission measurements operating in

the CVM can be principally used to obtain spatially resolved
emission current I�x! y�. Since the anode is located very
close to the emitting surface, the surface topography and
the local field enhancement cause the applied electric field
to fluctuate several times from one site to another. Such
variation in the applied electric field causes emission current
fluctuations of many orders of magnitude into the regime
of resistor limited emission and emitter degradation [125].
Since expression (54) is describes pure Fowler–Nordheim
emission, field emission measurements (CVM) which may

go into the resistor limited emission regime cannot be used
as the basis to calculate ��x! y�.
In order to derive ��x! y� and avoid current saturation

effects, not to say emitter destruction, the scanned electron
emission measurement has to performed in the CCM. In
the CCM the voltage applied to the anode varies as a func-
tion of the anode position over the thin film emitter, in
order to maintain the same emission current for every point.
If the current is reasonably low (∼50 nA), one will obtain
a spatially resolved field emission image of the extraction
voltage V �x! y�, without current saturation effects or emit-
ter destruction. This is both experimentally and conceptually
beautiful since V �x! y� is actually an inverted image of the
field enhancement landscape ��x! y� according to

��x! y� = d · F
V �x! y�

(55)

where d is the tip–sample distance and F is the local field at
the emission site required for a fixed emission current I pre-
dicted by the Fowler–Nordheim relation (54) (see Fig. 37).

4.4. Carbon Nanotube Thin Film Emitters

As discussed, the key for reaching planar field emitters of
high current density approaching 1 A cm−2 resides in the
integration of a large number of field enhancing tips on a
surface. Depending on the required emission current den-
sity, the density of the emitting tips has to be in the range of
106–108 cm−2. This limits their size to micrometer or even
submicrometer dimensions. CNTs have proven to be ide-
ally suited to serve as field enhancing structures for field
emission applications due to their exceptionally high aspect
ration with lengths in the micrometer range and diameters
ultimately down to one nanometer. Furthermore, they can
be readily produced in large numbers by relatively simple
and cost effective techniques. One has to acknowledge that
when it comes down to creating free electrons in vacuum the
method most widely employed to produce these electrons is
thermionic emission. The advantage of thermionic electron

Figure 37. SAFEM measurement from a CNT thin film in the CCM.
Extraction voltage map V �x! y� for 10 nA emission recorded with an
tip–cathode distance of 7 �m.
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sources is their simple operation. However, thermionic elec-
tron sources have some major drawbacks. They are power
controlled, via the temperature, and therefore direct modu-
lation of the emission is rather slow. Further, due to oper-
ation at high temperatures (∼2000 K) the realization of
micrometer sized emitters is practically impossible due to
insufficient heat dissipation. Micro- and nanosized field elec-
tron emitters hold the possibility of miniaturizing vacuum
electronic devices. In this context CNT thin film emitters
offer an attractive possibility to produce the key component
of an electron source, namely the field emitting tip, in large
numbers using inexpensive processes.
In CNT thin films as they are produced by CVD over sup-

ported catalysts the growth yields to nanotubes with rather
ill defined diameter, length, orientation, and spatial distri-
bution. All these properties, however, influence the field
enhancement and therefore the field emission properties.
The field enhancement of a metallic needle shaped struc-
ture perpendicular in a homogeneous electric field is in first
approximation h/r . From this it is clear that the length,
diameter, and orientation of the CNT with respect to the
electric field will immediately influence the field enhance-
ment. In addition, the tube density will influence the field
enhancement due to electrostatic shielding [126]. As dis-
cussed in the previous section, the ensemble of field emitters
represented by a CNT thin film is therefore difficult to be
characterized a single parameter such as threshold electric
field Fthr to obtain a given field emission current density.
Because the CNT emitter ensemble shows a certain distribu-
tion in the field enhancement the emission properties have
to be described statistically by the field enhancement func-
tion f ��� according definition (48). It was shown that under
the assumption that all emitters have the same work func-
tion �, the local emission current I�x! y� on thin film emitter
can be written as

I�x! y� = A · 15× 10
−6

�
· F 2

0 · ���x! y��2 exp
(
104
�05

)

× exp
(
−644× 107 �15

F0 · ��x! y�
)

In order to account for experimental observed emission cur-
rents and field emission spectra of MWNTs, A = 10−9 cm2

is a reasonable value for the emission area of a MWNT.
This value might seem too large for a MWNT with a typical
diameter of 30 nm. Yet one has to consider that though the
pre-exponential factor Av [see (27)] has the dimension of a
surface, it not only takes account of the emitting area but
also depends on the band structure of the emitter. Assuming
a mean value of 4.9 eV for the work function and using the
emission area A mentioned previously the emission current
I for a MWNT is given by

I�x! y� = 336× 10−14 · F 2
0 · ���x! y��2 exp

(
− 699× 108

F0 · ��x! y�
)

(56)

and the threshold field Fthr for a MWNT thin film emitter
can be determined from the following relation according to

relation (51)

Ithr = A
∫ �

0
f ��� · I��! Fthr� d�

= A
∫ �

0
d� · f ��� · 336

× 10−14 · F 2
thr · �2 exp

(
−699× 10

8

Fthr · �
)

(57)

A calculated ��x! y� landscape compiled from a extraction
voltage map V �x! y� is presented in Figure 38a. By counting
the field enhancement values AN in the interval [�!�+ d�]
one can get a histogram with the distribution of the field
enhancement factors �, as shown in Figure 38b. It is worth
noting that the amplitude of the histogram is, however,
dependent on the choice of the bin with d�. The normal-
ized distribution dN /d� equals the scanned area A times a
functional dependence f ���. At first glance the shape of the
normalized distribution dN /d� ∝ f ��� appears to be asym-
metric with a maximum located at the � value of 50. This
apparent asymmetric behavior is, however, due to a mea-
surement artifact. � values below 50 are “screened” due to
neighboring field emitters with large � values. The proba-
bility to detect field emitters is thus a monotonic increasing
function of � according to

AE ∝
(
1−A0

∫ �

�
f ��� d�

)
→ 1 when � → � (58)

The integral can be understood as the area AE occupied
by emitters with field enhancement factors larger than �.
The effective � distribution ���� = AE���f ���, as calcu-
lated from the true � distribution f ���, can be fitted to
the experimental values as shown in Figure 38b. It can be
shown that f ��� can be fitted to experimental data over five
orders of magnitudes using scanning and integral (screen)
field emission measuring techniques according to

f ��� = k1 exp�−k2�� (59)

where k1 is the measured macroscopic emission site den-
sity and k2 is connected with the structural order/disorder
of the field enhancing structures. By changing k1, k2 the
field emission properties of any surface can thus be tuned.
Engineering technological relevant field emission cathodes is

Figure 38. (a) Field enhancement ��x! y� landscape calculated from an
extraction voltage map V �x! y� which is an analog of the one presented
in Figure 37. (b) Histogram of the field enhancement factors � in (a).
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thus the story of how to change/manipulate the fundamental
relation (59).
The question as to what a technologically relevant and

useful ESD for a CNT thin film emitter will be has to be
answered in view of the application the emitter should be
used in and of course in view of the competing technolo-
gies. Comparison with silicon or metal microtip arrays indi-
cates that an ESD of the order of 106 up to 108 cm−2 at
applied electric fields below 50 V �m−1 should be aimed
at. The characterization of EDSs above 104 cm−2 using a
phosphorous screen setup is challenging due to the over-
lap of the emission spots. As in the phosphorous screen the
anode–cathode distance gives the resolution of the SAFEM.
Figure 39 displays three field enhancement maps of the same
region of a randomly oriented MWNT thin film at differ-
ent tip–sample distances evidencing the increasing resolu-
tion with decreasing tip–sample distance. As can be seen
in Figure 39c a resolution is given in first approximation as
twice the tip–sample distance. This means that in order to
resolve 107 emitters per cm2 the tip–sample distance should
be of the order of 2–3 �m. Such a tip–sample distance is
of the same order as the typical height of the CNTs and
therefore is about the limit of what can be achieved.
Figure 40 displays a high resolution field enhancement

map derived from a SAFEM voltage map V �x! y� recorded
at a tip–sample distance of 2–3 �m on a randomly oriented
CNT thin film. The black diamond dots indicate the posi-
tion of emission sites with field enhancement factors larger
than 130. On the investigated area of 24 × 10−5 cm−2 164
such emitters could be detected resulting in an ESD of 68×
106 cm−2. The field enhancement was determined under the
assumption that the local field present at the CNT apex is
3800 V �m−1 in order to emit 11 nA, which is the current
at which the SAFEM V �x! y� map was recorded. A field
enhancement factor larger than 130 therefore means that
the applied field is lower than 30 V �m−1. This measure-

Figure 39. SAFEM field enhancement maps recorded at 11 nA emis-
sion current of the same region of a randomly oriented CNT thin film
emitter with different tip–sample distances (d = 33! 13! 7 �m).

Figure 40. High resolution SAFEM field enhancement map ��x! y� of
a randomly oriented CNT thin film recorded at 11 nA emission current
and a tip–sample distance of ∼3 �m.

ment demonstrates that relatively crude, as-deposited CNT
thin films exhibit already the potential to achieve technolog-
ically relevant ESDs at moderate applied fields. However, it
is important to point out that the high ESD indicated of a
few million per cm−2 is to a certain extent academic as it
cannot be exploited on large cathode surfaces. The reason
for this is the large spread in the field enhancement factor
� the individual emitters exhibit. For the randomly oriented
CNT thin films we discuss here the field enhancement dis-
tribution f ��� follows an exponential law as described in
(57). This kind of field enhancement results in the situation
that on a large cathode area (e.g., 1 cm−2� there are a few
very strong emitters of very high field enhancement (∼1500)
resulting in a threshold field of 1–2 V �m−1. However the
ESD is very low, only 1–10 cm−2. Upon an increase in the
applied field the ESD increases rapidly, but at the same time
the emission current from the first few emitters increases
exponentially. With further increase of the applied field the
point is reached where the emission current of the first
strong emitters is so large that they get destroyed. From this
point the ESD hardly increases anymore as a situation is
reached where the appearance of a new emitter is balanced
by the disappearance of old strong emitters upon increase
of the applied field. For as-deposited MWNT thin film emit-
ters this point is reached typically at about 10 V �m−1 with
an ESD of ∼10,000 cm−2 and an emission current density
of ∼10 mA cm−2 over the whole thin film emitter. It is
clear that under such circumstances the cathode suffers irre-
versible degradation and that the operation of a cathode
in such conditions is highly critical from the point of view
of stability and lifetime. The values for the field, the ESD,
and the emission current density given are not of a gen-
eral nature as they depend on numerous parameters. How-
ever, it is important to notice that the emitter degradation
at low applied fields is the limiting factor for the perfor-
mance of such cathodes. In order to enhance the field emis-
sion performance of such cathodes a detailed understanding
of the degradation of the degradation mechanism and sub-
sequently the improvement of the degradation behavior is
required.
Figure 41 shows the SAFEM field enhancement map

��x! y� of a randomly oriented MWNT thin film emit-
ter, with regions which have suffered high emission current
degradation previously. The region from x = 0 �m to x =
55 �m has been strained with 1.5 �A and the region from
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Figure 41. SAFEM field enhancement map ��x! y� of a randomly ori-
ented MWNT thin film with two high emission current strained regions
on the left hand side. Region I (0 < x < 55 �m) has been strained
previously with 1.5 �A and region II (55 < x < 110 �m) with 2 �A.

x = 55 �m to x = 110 �m has been strained with 2 �A
emission current by the SAFEM. The region x > 110 �m
has not been current strained. After current straining a field
enhancement map ��x! y� was recorded at 11 nA and a
tip–sample distance of 4–5 �m. One can observe that in
the current strained regions the emitters with a high field
enhancement factor � have been removed, whereas they are
still present in the unstrained region. The values at which
the current degradation occurs can vary from 500 nA up to
a few �A, which is more than 100 times lower than for a sin-
gle CNT welded on a metal tip. I–V measurements on two
point contacted CNTs have shown that straight and proba-
bly defect-free CNTs, repeatably can conduct currents up to
3 mA ballistically without heat dissipation [127, 128].
The emitters which are then left over with a lower field

enhancement factor � are typically very stable and robust,
which means that they can sustain emission currents well
above 1 �A even up to 100 �A for short periods of time.
A closer inspection of the regions strained by 1.5 and 2 �A
shows that the average field enhancement is higher in the
region strained with the lower current. This behavior indi-
cates that the high current degradation is linked to the
enhancement, where the critical current for degradation
decreases with increasing field enhancement and therefore
increasing aspect ratio.
Figure 42 illustrates the degradation of a single emit-

ter as opposed to the collective current degradation behav-
ior displayed in Figure 41. Figure 42a and b shows field
enhancement maps ��x! y� (@ 11 nA emission current)
before and after the central emitter has been subjected to
high current degradation. The I–V characteristic displayed
in Figure 42c shows that the irreversible degradation occurs
abruptly at an applied voltage of 290 V, which corresponds
to an applied electric field of 14.5 V �m−1, and at a cur-
rent level of 2.2 �A. The degradation manifests itself by a
current drop of almost three orders of magnitude. As can
be evaluated from the field enhancement maps the value of
the field enhancement at this position has decreased from
630 to 250. It has to be pointed out that most probably the

Figure 42. Single emitter high current degradation measured on a
MWNT cathode. The field enhancement maps (a) and (b) show the
reduction in the field enhancement factor for the emitter indicated by
the arrow (a) before and (b) after the degradation event. In the maps
white corresponds to high and black to low field enhancement. Dia-
gram (c) displays the I–V characteristic of the degradation where the
crosses indicate the experimental data, the black solid line the theo-
retical Fowler–Nordheim behavior, and the gray solid line the resistor
limited I–V behavior. The schematic drawings (d) and (e) represent
emitter degradation due to large power dissipation due to either high
intratube resistance or high contact resistance.

emission after degradation does not originate from the same
CNT as before but from a tube nearby, which was concealed
by the original emitter.
The black curve in Figure 42c indicates the theoretical

Fowler–Nordheim emission behavior. One can observe that
in the low current regime the measured I–V characteris-
tic is well described by the Fowler–Nordheim law. However,
above 100 nA emission current a pronounced deviation from
the Fowler–Nordheim behavior can be observed. This cur-
rent saturation continues to a voltage of about 290 V and an
emission current of 2.2 �A, where a sudden and irreversible
decrease of the emission current to a value of 7 nA occurs.
The emission behavior in the non-Fowler–Nordheim regime
can be modeled using a resistor limitation approach, where
it is assumed that there is a voltage drop between the emis-
sion site (being the CNT apex) and the electron reservoir
(being the electrical contact of the CNT on the substrate).
This results in the situation that the full applied voltage does
not generate the extraction field F for the electron emission,
but this voltage is reduced by the product of the emission
current and the resistance in the current path. Assuming an
ohmic resistor the high voltage behavior in Figure 42c can
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be modeled reasonably well with the following relation:

I = C1 · �V − AV �2 exp
(
− C2

V − AV

)

= C1 · �V −R · I�2 exp
(
− C2

V −R · I
)

(60)

C1 and C2 are positive constants in Eq. (60) which is equiv-
alent to the Fowler–Nordheim relation (16) taking into
account the proportionality between the voltage and the
field. Relation (60) is of course recursive and has to be eval-
uated numerically. From the emission current and the volt-
age drop one can estimate the amount of power dissipated
in the resistor. In principle the voltage drop could be deter-
mined from the model; it has to be stressed, however, that
in order to do so the influence of the voltage drop on the
local field at the apex of the tube should be known. This
in turn requires information on the exact location of the
voltage drop in the current path and the amount of electro-
static shielding the emitter experiences. Both are generally
unknown. The draws in Figure 42d and e illustrate the pos-
sible origins of the voltage drop due to either a high internal
resistance in the CNT (e.g., due to defects) or a high contact
resistance. It can be estimated that the voltage drop in the
saturation regime has to be of the order of 10 V at 2 �A
emission current which gives a power of 20 �W dissipated.
Taking into account the very small volume of the contact
Vc � �dtube�

3 ≈ 5×10−17 cm−3 one estimates a power density
in the range of 1012 W/cm3 dissipated in the contact. This
can easily explain the emission degradation and the observed
local substrate melting due to high emission currents [125].
From this consideration it becomes obvious that the oper-

ating the emitter in the current saturation regime is always
risky as the current saturation is a sign of power dissipation
and therefore of possible degradation. From the I–V curve
in Figure 42c it becomes apparent that the voltage window
where the emitter can be operated usefully with an emis-
sion current between 10 nA and 2 �A is rather small. This
finding can be related generally to CNT emitters by realiz-
ing that the window of operation for an emitter corresponds
to about twice the threshold field. Together with the large
spread in the field enhancement distribution function f ���,
this leads to the limitation in the emission performance of
randomly oriented CNT thin film emitters. The threshold
field of macroscopic CNT thin film emitters of 1 cm2 area
is generally around 2 V �m−1. SAFEM investigations, how-
ever, show that an interesting ESD of the order of 106 cm−2

is reached only for applied fields higher than 25 V �m−1.
According to the previous consideration emitter degradation
has to be expected for applied fields around 5 V �m−1. It
is therefore not possible to reach that required for the high
ESD without very severe emitter degradation.

4.5. Optimal Structure for Carbon Nanotube
Based Electron Field Emitters

As shown in the previous sections the field emission prop-
erties of a thin film emitter can be fully characterized by
the field enhancement distribution function f ���, which
depends on the geometry of the emitting structure and the

electrostatic shielding between the emitting structures. To
quantify the negative influence of electrostatic shielding on
the emission properties we have carried out computer sim-
ulations, calculating the field emission current density for
CNT arrays of tube different densities. Figure 43 illustrates
the effect of the electrostatic shielding in CNT films with dif-
ferent tube densities. A quantitative analysis of the computer
simulation shows that optimum field emission properties for
a CNT film can be expected, if the mean distance between
the tubes is about twice their height. The simulations show
further that the field enhancement factor � of the tubes in a
film shows a wide distribution, as it is influenced by the ori-
entation of the tube with respect to the applied electric field
and by the degree of electrostatic shielding a tube receives
from its neighboring tubes. In real CNT films the differ-
ences of length and diameter of the individual tubes will fur-
ther contribute to the distribution of the field enhancement
factor � among the CNTs. This distribution gives rise to
inhomogeneous field emission properties of CNT thin film
emitters. The simulations shown demonstrate clearly why a
homogenous emitting CNT film must be formed by iden-
tically ordered CNTs. The ideal case of such a CNT film
is displayed in Figure 44, where all tubes have the same
length, diameter, orientation, and distance from each other.
As shown in Section 1.5.3, it is possible to grow films with
well-oriented CNTs. The problem of all these films for field
emission is that the spacing between the individual tubes is
not large enough to prevent electrostatic shielding. It is a
big challenge for the nanotechnology to develop processes
required for the deposition of CNT films, optimal for field
emission. In the case of a flat panel display a CNT based
field emission technology will ultimately need to fulfill the
following requirements to be competitive with the current
metal tip technology:

• growth of individual CNTs at well-defined positions,
tolerance ∼100 nm

• growth of individual CNTs with well-defined orienta-
tion

• growth of individual CNTs with a well-defined aspect
ration (� = h/r), tolerance d�/� ∼ 5%

Figure 43. Two-dimensional simulation of the electrostatic potential in
films with random distributed and oriented CNTs and different tube
densities. (All tubes have the same length and diameter.)
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Figure 44. Two-dimensional simulation of the electrostatic potential in
an ordered CNT array.

• massively parallel processing (108 tubes per cm2�
• large area deposition (∼m2�
• low cost processes

5. CONCLUSIONS
Significant progress in the understanding of the electron
emission has been achieved since the first reports on the low
threshold field electron emission from carbon thin film emit-
ters in the early 1990s. It seems certain that the low thresh-
old field electron emission from carbon thin film electron
emitters can be accurately described by Fowler–Nordheim
tunneling. Fowler–Nordheim tunneling requires high electric
fields in the order of 3000 V/�m generated by field enhanc-
ing structures.
Contrary to a single emitter, the emission properties of

a thin film emitter require a statistical treatment, since the
field enhancing structures exhibit a distribution with regard
to the filed enhancement �. Therefore the electron emis-
sion properties of thin film emitter with an ensemble of field
enhancement structures have be characterized in terms of
the spatial field enhancement, the field enhancement map
��x! y�. The variation in � for different field enhancement
structures leads to a � distribution, the field enhancement
distribution function f ���, which can be seen as a proba-
bility function of the field enhancing structures. The field
enhancement distribution function f ��� can be said to give
an almost complete characterization of the field emission
properties, contrary to the threshold field Fth, of thin film
emitters. The field enhancement distribution function f ���
has been shown to be exponential for randomly oriented
CNT thin films. In order to obtain a field emission device
with uniform brightness and high emission site density from
thin films, stringent requirements must be placed on the
permitted spatial variation of the emitting sites and there-
fore the variation of the field enhancement �. Homogeneous
electron emission from an ensemble of field emitting struc-
tures, defined as dI/I < 50, requires a relative variation of
the field enhancement d�/� smaller than 4%. Therefore it is
desirable to optimize the density of sites close to the highest
field enhancement of the ensemble to the limit of electro-
static screening effect. The example of CNT based field elec-
tron emission technology demonstrates clearly the difficult
path from nanoscience to nanotechnology. The development
of devices based on nanostructures needs, in addition to the
process technology, characterization methods and knowl-
edge which cover all aspects, from the fundamental physical
phenomena of the individual nanostructure up to the inte-
gral behavior of the large number of nanostructures forming
the macroscopic device.

GLOSSARY
Carbon nanotube (CNT) A carbon allotrope consisting of
rolled-up graphene sheets.
Emission site density (ESD) The number of emitters per
unit area, which delivers for a given applied electric field an
emission current larger than a given threshold current.
Field emission spectroscopy (FES) Measurement of the
energy distribution of the field emitted electrons.
Scanning anode field emission microscope (SAFEM) A
scanning probe microscope working with a micrometer-sized
tip scanned at constant distance over the cathode surface
and with applied fields high enough for field electron
emission.
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1. INTRODUCTION
The interest in carbon nanotubes (CNTs) and the level of
research activities across the world have been extraordinary
in the last decade. CNTs were first discovered by Sumio
Iijima of the NEC Corporation in 1991 [1] in the soot of
an arc-discharge apparatus. These are elongated fullerenes
with diameters as small as 0.7 nm and lengths of up to
several microns. Single-walled carbon nanotubes (SWNTs)
exhibit unique electronic properties in that they can be
metallic or semiconducting, depending on their helicity. This
allows the formation of semiconductor–semiconductor and
semiconductor–metal junctions useful in device fabrication.
SWNTs also possess extraordinary mechanical properties.
The Young’s modulus of individual SWNTs has been esti-
mated to be around 1 TPa, and the yield strength can be as
large as 120 GPa [2].
The interesting combination of electronic and mechani-

cal properties of CNTs has led to wide-ranging investiga-
tions of their potential in future electronics and computing,
field-emitter devices, sensors, electrodes, high-strength com-
posites, and storage of hydrogen, lithium, and other metals.
For a detailed discussion on the properties and applica-
tions, the reader is referred to several volumes edited by
Saito et al. [2], Meyyappan and Srivastava [3], and other
review articles [4]. This chapter focuses on CNT growth
and large-scale production by chemical vapor deposition
(CVD) and related techniques such as plasma-enhanced

CVD (PECVD). The early processes used for CNT produc-
tion were laser ablation and an arc-discharge approach. Both
are able to produce single- and multiwalled nanotubes, and
continue to be popular among researchers. Details on these
processes can be found in [4–6]. CVD is amenable for nano-
tube growth on patterned surfaces, suitable for the fabrica-
tion of electronic devices, sensors, field emitters, and other
applications where controlled growth over masked areas is
needed for further processing.
A variety of different CNT structures is possible by CVD

and related techniques. A SWNT is a rolled-up tubular
shell of graphene sheet which is composed of benzene-
type hexagonal rings of carbon atoms. A multiwalled car-
bon nanotube (MWNT) is a rolled-up stack of graphene
sheets into concentric cylinders. The walls of each layer of
the MWNT or the graphite basal planes are parallel to the
central axis (� = 0). In contrast, a stacked-cone arrange-
ment (also known as a Chevron structure, ice-cream-cone
structure, or piled-cone structure) is also seen, where the
angle between the graphite basal planes and the tube axis is
nonzero [7]. Nolan et al. [7] suggest that hydrogen satisfies
the valences at cone edges in such structures. (An MWNT
has no graphite edges, and therefore there is no need
for valence-satisfying species such as hydrogen.) Since the
stacked-cone structures exhibit only small � values, and are
not solid cylinders but are mostly hollow, they can be called
multiwalled carbon nanofibers (MWNFs) [8]. Note that the
terminologies graphitic carbon fibers (GCFs) and vapor-
grown carbon fibers (VGCFs) have long been used to denote
solid cylinders.
The CNT growth literature has grown rapidly in recent

years. A reasonably complete (but not exhaustive) list of
references in areas discussed in this chapter is given below:

• early works on carbon fibers/filaments [9–15]
• thermal CVD of SWNTs [16–27, 59]
• thermal CVD of MWNTs [7, 28–55]
• CNT growth on atomic force microscope (AFM) can-
tilevers [56–59]

• electric-field assistance in thermal CVD [60–62]
• floating catalyst CVD of SWNTs [63–69] and MWNTs
[70, 71]
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• PECVD of MWNTs and MWNFs [8, 59, 72–92]

— dc plasma [83–85, 87–91]
— plasma-assisted hot filament [72, 73, 75]
— microwave plasma [74, 76–82]
— RF capacitive and inductive [8, 59, 86, 92]

• theoretical analysis of CNT growth [93–95]
• computational model and simulation of CNT growth
[96–98].

This chapter is organized as follows: Section 2 presents
an overview of the growth apparatus used in thermal CVD
and PECVD; catalyst preparation techniques are outlined in
Section 3; growth results from thermal CVD of SWNTs and
MWNTs, the effect of the electric field on alignment, and
plasma-grown nanotubes are presented in Section 4. Growth
mechanism is the subject of Section 5, and a brief overview
of applications for the thermal CVD- and PECVD-grown
material is presented in Section 6.

2. GROWTH APPARATUS
As markets for CNTs are not developed, there is no com-
mercial equipment industry now, unlike the case with the
semiconductor equipment industry. So, the equipment is
mostly homemade, low-throughput batch reactors. When
the market changes to large-scale product-oriented (devices,
sensors, nanoelectromechanical systems, etc.) from the cur-
rent academic-research-dominated scenerio, the worldwide
equipment vendors (currently catering to the semiconductor
and MEMs market) will undoubtedly move in to meet the
demands since the growth hardware is very much similar, as
will be seen below.

2.1. Thermal CVD

The thermal CVD apparatus for CNT growth is very simple
[18, 24, 59]. It consists of a quartz tube (diameter of 1–2 in)
inserted into a tubular furnace capable of maintaining ±1 �C
over a 25 cm zone. Thus, it is a hot-wall system, and primar-
ily atmospheric pressure CVD. Cold-wall reactors, common
in the semiconductor industry, where the substrate holder is
directly heated from below (resistance, inductance, or other
heaters), have not been reported in the literature. Since
the growth is catalyst promoted at temperatures of 500–
1000 �C and does not depend on precursor dissociation at
these temperatures, either a hot- or a cold-wall system could
be designed to be effective for CNT growth. The substrate,
typically about or smaller than 1 in now, is placed inside the
quartz tube. In thermal CVD, either CO or some hydrocar-
bon such as methane, ethane, ethylene, acetylene, or other
higher hydrocarbons is used without any dilution. The feed-
stock is metered through a mass flow controller. A typi-
cal growth run would involve purging the reactor first with
argon or some other inert gas until the reactor reaches the
desired growth temperature. Then the gas flow is switched
to the feedstock for the specified growth period. At the end,
the gas flow is switched back to the inert gas while the reac-
tor cools down to 300 �C or lower before exposing the nano-
tubes to air. Exposure to air at elevated temperatures can
cause damage to the CNTs.
Typical growth rates range from a few nm/min to 2–

5 �m/min. CNT growth is largely empirical at present, and

diagnostics and modeling studies are rare. For example, the
effects of reactor length and diameter, flow rate, and so
on, on growth characteristics are completely unknown. One
study using a mass spectrometer [99] and another involving
a computational fluid dynamics modeling [98] confirm that
the precursor dissociation (in the case of methane at 900 �C)
indeed is very small, and the growth proceeds due to the
catalytic activity of methane on particle surfaces.
For growth on substrates, the catalyst mixture needs to

be applied to the substrate (see Section 3) prior to loading
it inside the reactor. This is the so-called supported catalyst
approach. In contrast, CVD can also be used to grow large
quantities of nanotubes using a “floating-catalyst” approach
[63–71]. In this case, a nozzle system [64, 65] may be used to
inject the vaporized catalyst precursor into the flowing CO
or hydrocarbon. A second furnace may be required to heat
up the catalyst precursor system to its dissociation tempera-
ture [63, 70]. The floating-catalyst approach is amenable to
scale up for large-scale production to meet the “commod-
ity market” demands of nanotubes in a variety of structural
applications.

2.2. PECVD

The plasma enhancement in CVD first emerged in micro-
electronics because certain processes cannot tolerate the
high wafer temperatures of the thermal CVD. For exam-
ple, charring of photoresists on patterned wafers could be
a problem. The plasma CVD allowed an alternative at sub-
stantially lower wafer temperatures (room temperature to
100 �C), and hence, has become a key step in integrated-
circuit manufacturing. The low-temperature operation is
possible since the precursor dissociation (necessary for the
deposition of all common semiconductor, metallic, and insu-
lating films) is enabled by the high-energy electrons in an
otherwise cold plasma. In contrast to this familiar scenerio,
CNT growth does not need precursor dissociation, and as
such, the well-known efficiency of a plasma to tear apart the
precursor gas for reactive radical generation should not be
a factor. What is known to date about the catalytic activity
of the transition metal particles for CNT growth tells us that
growth does not occur below 550 �C. Hence, the cold wafer
scenario is out of the question, at least for now, until new
knowledge emerges. It is not clear, then, what the true role
of the plasma in CNT growth is, despite a large number of
articles in this field [8, 59, 72–92]. However, there is enough
empirical evidence that the cold plasma enables more verti-
cally aligned CNTs than thermal CVD [59, 75, 81, 85, 92].
Whereas any marginal alignment seen in thermal CVD sam-
ples is due to a crowding effect (nanotubes supporting each
other by van der Waals attraction), individual, free-standing,
and vertically oriented CNTs are possible with PECVD, as
will be seen in Section 4.
As in the case of earlier technology waves such as micro-

electronics materials and diamond deposition, researchers
have attempted dc [83–85, 87–91], RF [86], hot-filament
aided with dc [72, 73, 75], microwave [74, 76–82], electron
cyclotron resonance, and inductively coupled plasma reac-
tors [8, 59, 92]. An overview of plasma fundamentals and
plasma equipment can be found in [100, 101]. A dc plasma
reactor consists of a pair of electrodes in a grounded cham-
ber, with one electrode grounded and the second connected
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to a power supply. The negative dc bias applied to the
cathode leads to a breakdown of the feedgas. The wafer
with the catalyst layer may be placed either on the anode
or cathode for CNT deposition. The electrode holding the
wafer may need an independent heating source to raise
the wafer temperature to the desired growth temperature.
Instead of a resistive heater underneath the electrode, a
tungsten wire suspended in the plasma stream may serve
as the heating source. This is the so-called hot-filament sys-
tem with plasma assistance. These two systems have success-
fully yielded MWNTs and MWNFs, as evidenced from [72,
73, 75, 83–85, 87–91]. However, the bias on the wafer in
these systems appears to be very high (>300 V). It is well
known that ions gain substantial energy in the sheath from
high electric fields, and the high-energy ion bombardment
of the wafer often leads to damage, which is well known
from silicon and III–V semiconductor literature. It is for
this reason and the poor efficiency of the dc systems that
the semiconductor industry abandoned these sources a few
decades ago.
Since the plasma can dissociate the hydrocarbon, creat-

ing many reactive radicals, pure hydrocarbon feedstock in
plasma reactors may lead to substantial amorphous carbon
deposition. Therefore, it is desirable to dilute the hydrocar-
bon with argon [8], hydrogen [8, 59], or ammonia �75� 81�.
The pressure in the reactor typically ranges from 1–20 torr,
with a hydrocarbon fraction of up to 20%. Atmospheric
pressure operation of plasma systems is uncommon due to
power coupling problems. Low-pressure operation in the
tens of millitorrs would result in very slow growth rates. So,
PECVD reactors are typically operated at 1–20 torr pressure
levels for CNT growth. At these pressure levels, inductive
coupling to hydrocarbon/H2 systems appears to be difficult;
the coupling appears to have a large capacitive component
[8, 92]. The capacitive component decreases with an increas-
ing fraction of argon. Microwave sources are very popular
at these pressures and power levels of up to 2 KW, and have
been widely used for diamond deposition. Following this
success, CNT literature also consists of several successful
demonstrations of MWNT growth using microwave sources
[79–82].
In addition to the source, matching network, and other

power-coupling components, the equipment consists of mass
flow controllers and one or more vacuum pumps. The
growth chamber itself is grounded. All plasma reactors are
cold-wall systems, with the substrate directly heated using
some form of heat source from below the substrate holder.
First, the wafer is loaded in the reactor, and the system is
pumped down to 10−5 torr or below to minimize impuri-
ties and water vapor. The substrate holder is heated to the
desired temperature. Then the feedstock is admitted, and
the flow rate and chamber pressure can be set to desired
levels independent of each other with the aid of a throttle
valve. Next, the power from the power source is coupled to
the plasma. At the end of the run, the heater, power source,
and gas flow are turned off, and the system is purged with
argon flow. The wafer is removed after the reactor cools
down below 300 �C.

3. CATALYST PREPARATION
Although there have been some studies reporting CNT
growth without catalysts in arc discharge processes, it is
widely acknowledged that transition metal catalysts are
needed for SWNT, MWNT, and MWNF growth by CVD.
It is also believed that the catalyst on the substrate must
be in the form of particles instead of smooth, continuous
films. There have been several studies indeed correlating
the catalyst particle size and the diameter of the resulting
nanotubes [26, 41, 53, 55, 79, 86, 88, 102]. The metals used
to date as catalysts include Fe, Ni, Co, and Mo. It is pos-
sible to apply these onto the substrate from solutions con-
taining them or they can be directly deposited using some
physical techniques. These two approaches are different in
terms of needed resources, time and cost, and the nature of
the resulting products. A brief overview is provided on the
two routes to supported-catalyst preparation, and also the
floating-catalyst approach for large-scale production.

3.1. Solution-Based Catalyst Preparation

The literature contains numerous recipes for preparing cata-
lysts from solutions, and one such recipe is given below [44].
First, 0.5 g (0.09 mmol) of Pluronic P-123 triblock copoly-
mer is dissolved in 15 cm3 of a 2�1 mixture of ethanol and
methanol. Next, SiCl4 (0.85 cm3, 7.5 mmol) is slowly added
using a syringe into the triblock copolymer/alcohol solution,
and stirred for 30 min at room temperature. Stock solu-
tions of AlCl3 � 6H2O�CoCl2 � 6H2O, and Fe�NO3	3 � 6H2O
are prepared at the concentration of the structure direct-
ing agent (SDA) and inorganic salts. The catalyst solutions
are filtered through 0.45 �m polytetrafluoroethylene mem-
branes before applying onto the substrate. The substrate
with the catalyst formulation is loaded into a furnace, and
heated at 700 �C for 4 h in air to render the catalyst active by
the decomposition of the inorganic salts and removal of the
SDA. Admission of hydrocarbon feedstock into the reactor
at this point would initiate nanotube growth.
It is noted that a mixture of transition-metal-containing

compounds along with structure-directing agents is used in
the above recipe. It is difficult to find optimum concentra-
tions of each constituent in a trial-and-error approach as the
number of trials is large. Cassell and coauthors pioneered
a combinatorial optimization process for catalyst discovery
for the growth of SWNTs [25] and MWNTs [44]. This rapid
throughput approach, coupled with characterization tech-
niques, allows the development of catalyst libraries with a
minimal number of growth experiments.
In general, even with the right formulation known a priori,

solution-based approaches are time consuming. A typi-
cal preparation includes such steps as dissolution, stirring,
precipitation, refluxing, separation, cooling, gel formation,
reduction, drying/annealing/calcinations, and so on. The
overall process is cumbersome and time consuming; some
recipes even call for overnight annealing. Another problem
is the difficulty in confining the catalyst within small patterns.
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3.2. Physical Techniques
for Catalyst Preparation

Physical techniques, such as electron gun evaporation [83–
85, 102], thermal evaporation [88], pulsed laser deposition
[46], ion beam sputtering [8, 24, 55, 59, 92], and magnetron
sputtering [75, 78, 79, 86, 91], have been successfully used
in catalyst preparation. These techniques are quick, easy,
and amenable to produce small patterns, in contrast to the
solution-based approaches discussed in the previous sec-
tion. Typically, a thin catalyst film (<20 nm) is applied by
these techniques. The eventual particle size and the resul-
tant nanotube diameter seem to correlate to film thickness.
Thinner films in general lead to smaller particles and tube
diameters [88, 102]. While a small grain size is not guaran-
teed in as-prepared films, further insurance steps appear to
help in breaking the films into desired particles. For exam-
ple, in PECVD techniques, an inert gas plasma or hydrogen
plasma is run first prior to admitting the feedgas and initiat-
ing growth [76, 80]. The plasma ion bombardment will create
particles. In thermal CVD, the substrate with the catalyst
often first faces a “preparation step,” where an inert gas at
the growth temperature flows through the reactor for about
10 min, prior to admitting the feedgas. This influences the
size of the particles. In some cases, particularly with Ni films,
a pretreatment with NH3 has been used, where Ni is etched
into small particles [75, 83, 91]. Delzeit et al. �24� 55� have
shown that the introduction of a metal underlayer (such
as Al) can be used instead of any chemical pretreatment
steps. Thermodynamics and kinetic studies [7] indicate that
alloying a catalyst with a noncatalystic metal increases the
number of reactive sites through surface clusters. In addi-
tion, an underlayer such as Al allows tuning of the final
conductivity of the substrate plus CNTs. The metal under-
layer may also play the role of a barrier layer between an
incompatible catalyst metal and substrate, which is the case
with Fe and a highly oriented pyrolytic graphite substrate.

3.3. Floating-Catalyst Approach

If a stream of catalyst particles can be injected into the flow-
ing feedstock, it is possible to produce nanotubes in the gas
phase. This approach is amenable for scale up to large-scale
production. Sen et al. [70] first reported such a possibil-
ity when they used ferrocene or nickolecene as a source of
the transition metal and benzene as carbon source. Nikolaev
et al. [64] used CO disproportionation aided by Fe clus-
ters created from Fe(CO)5. The transition metal sources
vaporize at temperatures much lower than that for the gas
phase pyrolysis of the carbon sources. In using ferrocene
or Fe(CO)5, the iron particles condense together and form
clusters. An iron cluster of 40–50 atoms (∼0.7 nm diame-
ter) is about the size of the smallest SWNT. Smaller clusters
tend to evaporate, and are unstable. Very large clusters are
also not ideal for nanotube growth as they favor graphitic
overcoating. Declustering or break up of large clusters also
happens in the reactor. It is the competition between various
processes (clustering, evaporation) that creates favorable-
size clusters [96]. Tuning of various parameters such as tem-
perature, flow rates of various gases, injection velocity of
the Fe(CO)5, residence time, and so on is done to obtain

reasonable quantities of nanotubes. The kinetics of cluster
formation and nanotube growth reactions is not well under-
stood, and a preliminary model is presented by Dateo et al.
[96]. The availability of reliable kinetics data would lead to
reactor and process design simulations, based on traditional
chemically reacting flow models, as attempted by Gokcen
et al. [97].

4. GROWTH RESULTS
This section presents sample results from the literature to
give an indication of the current possibilities. In Section 3.1,
a solution-based catalyst recipe was discussed, along with
optimization procedures using a combinatorial approach.
Figure 1 shows results from such an optimization run. The
top image shows a 5 × 5 array, with each spot having dif-
ferent compositions of Si, Fe, Co, and Al-containing com-
pounds. The wafer with 25 different formulations was loaded
in a CVD reactor, and the growth was carried out at 850 �C
for 20 min. Scanning electron microscopy (SEM) and confo-
cal Raman spectroscopy were used to characterize SWNTs
from each spot to identify the most active catalyst composi-
tions. An SEM image of SWNTs from one such location is
given in Figure 1.

Figure 1. SWNT growth by thermal CVD. Top panel shows a low-
magnification SEM image of a discovery library of candidate SWNT
catalysts. The most active region is outlined in white. A representa-
tive high-magnification image of a composition within the active region
shows (bottom panel) a predominance of SWNTs. (Image courtesy of
A. M. Cassell.)
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Figure 2 shows results for SWNT growth by thermal CVD
on a 400 mesh TEM grid used as a substrate. First, an under-
layer of Al (10 nm thick) and an active catalyst layer of Fe
(1 nm) were deposited inside the open areas of the grid
using ion beam sputtering [24]. The results are for 1000 sccm
of methane flow at 900 �C for a period of 10 min in a ther-
mal CVD reactor. SWNTs are seen in each of the open
areas; a larger magnitude SEM image in Figure 2b clearly
indicates a mat of nanotubes. Figure 3 provides a TEM
image of this sample indicating SWNTs.
Raman spectroscopy is a valuable tool to characterize

CNTs, identify if they are semiconductor or metallic, and
determine impurities present. Figure 4 shows an example
of Raman spectra obtained with 514 and 633 nm excita-
tion lasers. The laser power is 2 mW focused on a 1 �m
spot. The sample shows the characteristic narrow G band
at 1590 cm−1. A signature band at 1730 cm−1 for SWNTs
is also seen. From the radial breathing mode, the sample
is estimated to have a broad SWNT diameter distribution
from 1.14 to 2.0 nm.
Ion-beam-sputtered catalyst layers such as Fe or Ni along

with the Al underlayer can also be used to grow MWNTs.
MWNT growth is facilitated by using ethylene at 700 �C
(lower than for SWNTs), as seen in Figure 5. A theoretical

Figure 2. SWNT growth on a 400 mesh TEM grid. Prior to growth,
10 nm Al and 1 nm Fe are deposited into open areas. Growth condi-
tions: 1000 sccm methane at 900 �C for 10 min. (a) Low-magnification
image of SWNTs. (b) High-resolution SEM of one of the squares.
(Image courtesy of L. Delzeit.)

Figure 3. TEM image of the sample in Figure 2.
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Figure 4. Raman spectra results for SWNT samples from Figure 2.

Figure 5. MWNT tower grown by thermal CVD. (Image courtesy of
L. Delzeit.)
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analysis by Karzow and Ding [93] indicates that production
of MWNTs is favored over SWNTs when the growth tem-
perature is kept below 900 �C and the carbon supply at the
catalyst particle surface is relatively high (note that this does
not imply carbon supply from gas phase pyrolysis, which
leads to unwanted amorphous carbon). The MWNT tower
seen in Figure 5 can be obtained on a variety of substrates
such as silicon, quartz, mica, and highly oriented pyrolytic
graphite.
Most SWNT and MWNT growth on substrates tends to

result in either a mat of nanotubes (as in Fig. 1b or Fig. 2b)
or towers as in Figure 5. However, in some applications,
such as in transistor fabrication, it is desirable to have a sin-
gle nanotube (preferably SWNT) bridging two electrodes.
While one can always transplant a nanotube from bulk sam-
ples, in-situ growth is preferable. This can be accomplished
by using an electric field to direct the growth [61, 62]. The
electric-field effect in thermal CVD has been demonstrated
by Delzeit et al. [62], in which directed growth of an SWNT
spans across two electrodes 25 �m apart.
Figure 6 shows vertically aligned, individual, freestanding

MWNFs grown in a high-density plasma reactor. The reac-
tor consists of an inductive coil, as well as a separate RF
capacitive power supply at the bottom electrode supporting
the wafer. The nominal pressure in the reactor is 3 torr.
At this pressure, the power coupling to the plasma is not
entirely inductive, but there is a capacitive component. The
gas flow consists of 100 sccm of a 20�80 methane/H2 mix-
ture. Vertical MWNFs as in Figure 6 are suitable for the
development of electrodes needed in biosensors and other
applications [103, 104]. The MWNFs contain the catalyst
particles at the tip, as shown in the TEM image in Figure 7.
The metal particles can be easily removed using a two-step
procedure of thermal oxidation in air (200–400�), followed
by a dilute acid (12% HCl) treatment [105]. The production
of MWNFs seems to correlate with the high percentage of
H2 in the feedgas mixture and high RF powers to the sub-
strate; this correlation was verified using atomic hydrogen
emission lines in an emission spectroscopy analysis of the
plasma [8]. In contrast, when the hydrogen dilution is low,
for example, by adding a large fraction of argon or at low
substrate power levels, MWNTs result instead of MWNFs.
A TEM image of these MWNTs is shown in Figure 8.

Figure 6. MWNFs grown in a plasma reactor. (Image courtesy of
L. Delzeit.)

Figure 7. TEM image of one of the fibers in Figure 5 showing an Fe
particle at the tip.

It was mentioned in Section 2.2 that a variety of plasma
sources is used by the nanotube community. Figure 9 shows
well-aligned, individual, freestanding MWNFs using a dc
plasma-assisted hot-filament CVD. The SEM image shows
that catalyst particles remain at the top of the MWNFs. In
this case, the silicon substrate contains a 100 nm Cr barrier
layer and a 20 nm nickel catalyst layer. The catalyst layer is
pretreated with 80 sccm of NH3 at 4 torr for about 10 min
with filament heating. For MWNF deposition, 35 sccm of
C2H2 is used. The dc bias on the substrate is 550 V. The
height of MWNFs in Figure 9 is about 10 �m for a growth
time of 20 min. In order to obtain the type of vertical struc-
tures shown in Figures 6 and 9 with thermal CVD, one needs
to use porous templates to hold the catalysts. For example,
Li et al. [36] grew vertical MWNTs by using a porous alu-
mina template in which the pore spacing can be controlled.

5. GROWTH MECHANISMS
Nanotube growth on catalyst particles has similarities to
traditional gas–solid interaction processes such as thin-film
deposition on substrates. The process proceeds according to
the following sequence of steps, and one or more of these
steps may be rate controlling, which varies from case to case
and requires careful experimental analysis:

1. diffusion of precursor(s) through a thin boundary layer
to the substrate

2. adsorption of species onto the surface
3. surface reactions
4. desorption of product species
5. diffusion of species through the boundary layer into

the bulk stream.

In low-temperature plasmas, the bombardment of positive
ions on the substrate may provide the energy needed in
step 3 or aid in the desorption in step 4.

Figure 8. TEM image of an MWNT.
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Figure 9. MWNFs grown by dc plasma-assisted hot-filament CVD.
(Image courtesy of A. M. Cassell.)

In common processes in microelectronics such as the
deposition of silicon, aluminum, silicon nitride, and so
on, extensive studies have been performed to identify
rate-controlling steps and to understand surface processes.
The diamond literature also features numerous such studies.
Unfortunately, in CNT growth, there have been no careful
experimental investigations to date on this subject. However,
earlier studies on carbon filaments in the 1970s discussed
the process sequence described above [9–11]. A hydrocar-
bon such as methane adsorbed onto the catalytic particle
surface releases carbon upon decomposition, which dissolves
and diffuses into the particle. When a supersaturated state
is reached, carbon precipitates in a crystalline tubular form.
At this juncture, two different scenarios are envisioned. If
the particle adherence to the surface is strong, then car-
bon precipitates from the top surface of the particle, and
the filament continues to grow with the particle anchored
to the substrate. This is called the base growth model. In
cases where the particle attachment to the surface is weak,
then carbon precipitation occurs at the bottom surface of
the particle, and the filament lifts the particle as it grows. In
this case, the top end of the filament is decorated with the
catalyst particle. This scenerio is aptly called the tip growth
model.
Baker and coworkers [9–11] arrived at the above mech-

anisms for carbon filament growth based on temperature-
dependent growth rates, activation energy for various steps,
and electron microscopy observations. It is commonly
believed in the CNT community now that the mechanisms
for the filament growth apply, by extension, to nanotube
growth as well [18, 95]. The most common reason is the
visual observation of catalyst particles on the top or bottom
ends, as was the case with filament studies.
In CNT literature, the term “vertical alignment” is the

most misused. In most cases, any alignment seen is due to
the crowding effect, and in SEM images with large-scale
bars, crowded CNTs about 0.5 �m and above in height
would look well aligned. But individual CNTs within the
ensemble grow almost like vines, although the ensemble
looks nicely aligned. This is the case with both thermal and
plasma CVD. However, individual, free-standing, vertical
carbon nanostructures are also enabled by PECVD [8, 75,
84, 85, 88, 89]. Invariably, these are MWNFs, and coinciden-

tally, they all follow the tip growth mechanism. In plasma
CVD, it is entirely likely that ion bombardment not only cre-
ates particles from thin catalyst films, but also makes their
attachment to the surface weak. Hence, the observed tip
growth mechanism is not surprising. Merkulov et al. [85]
assert that the presence of the catalyst particle at the tip is
essential for the vertical alignment of MWNFs. Combining
the effects of electric field and the compressive or tensile
stress at the particle interface, they argue that the particle
at the tip provides a stable negative feedback mechanism
assuring vertically aligned growth.
The development of reliable, reproducible, large-scale

processes requires an understanding of growth mechanisms,
the effect of process parameters on growth characteristics,
and gas phase and surface kinetics. Such knowledge is pos-
sible only with careful diagnostics and modeling studies.
While the CNT literature is full of recipes, growth results,
and early application demonstrations, diagnostics and mod-
eling articles are almost nonexistent. A fundamental ques-
tion in CNT growth relates to the identification of precursor
species responsible for growth. In thermal CVD, it is almost
unambiguous that the feedstock hydrocarbon reacts at par-
ticle surfaces to produce carbon for diffusion into the par-
ticles; the temperatures are kept at a level to minimize gas
phase pyrolysis of the hydrocarbons [98, 99]. In contrast, the
cold plasma in PECVD dissociates the feedstock hydrocar-
bon, and produces other stable hydrocarbons and very active
(high sticking coefficient) radicals in the bulk phase [8, 98].
All of these species, not just the feedstock from the sup-
ply tank, reach the catalyst particle surface. This will make
the PECVD results different from thermal CVD CNT struc-
tures. The situation in PECVD is more complex, and not
well understood.

6. APPLICATIONS FOR CVD/PECVD
GROWN NANOTUBES

A SWNT grown directly on an AFM cantilever has been
shown to be a robust, high-resolution tip for atomic scale
imaging [57]. Whereas conventional silicon probes either
wear out quickly or even break, SWNT tips wear only slowly.
Imaging of metallic, semiconductor, and dielectric surfaces
[57], DNAs [59], and proteins with atomic scale resolution
has been demonstrated. The use of MWNT tips has allowed
us to perform profilometry [58] in integrated-circuit manu-
facturing, where the need exists to map the depth and shape
of holes and trenches. These demonstrations have led to the
active development of scale-up techniques to produce hun-
dreds of CNT tip cantilevers on a wafer compared to the
current one-at-a-time production.
The ability to grow nanotubes on patterned substrates has

potential applications in field emitters, which are being con-
sidered for flat panel displays for TV and computer screens
and large outdoor displays. CNT-based nanoelectronics is
not a near-term technology. Although CNT-based diodes
and transistors have been demonstrated, it is not clear what
the eventual device, circuit, or architecture will look like, but
CVD and related techniques are expected to play a signifi-
cant role.
Vertically aligned multiwalled nanotubes and fibers, which

are free standing, appear to be suitable as electrodes. An
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array of such MWNFs reinforced with SiO2 (in the space
between individual tubes) for isolation and mechanical sta-
bility has been demonstrated [103]; such gap-filled arrays can
be used in biosensor development, where DNA is attached
to individual fiber ends [104]. This type of array has also
been considered for the development of infrared detectors
[106]. When scale-up efforts become successful and the price
goes down, SWNTs are expected to play a significant role
in structural applications through high-strength, low-weight
composites. The field of CNTs is still very young, and it will
take another decade or so to see matured technologies and
successful commercial applications.

GLOSSARY
Carbon nanotube A cylinderical form of carbon, configu-
rationally equivalent to a two-dimensional graphene sheet
rolled into a tube.
Chemical vapor deposition Thin-film preparation tech-
nique which relies on source gases or vapor of chemicals
which react on a substrate to produce the desirable product
film.
Plasma-enhanced chemical vapor deposition Similar to
CVD, where gas dissociation is by energetic electrons
instead of by thermal heating.
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1. INTRODUCTION
Carbon nanotubes (CNTs) belong to a family of materi-
als consisting of seamless graphitic cylinders with extremely
high aspect ratios [1–4]. The typical diameters vary from
about one to hundreds of nm and the length spreads from
tens of nanometers to hundreds of micrometer or even cen-
timeters. The cylindrical structure of CNTs was originally
discovered by scientists at NEC in 1993 [5]. Due to their
intriguing nanometer scale structures and unique proper-
ties, CNTs have quickly attracted intensive attention in the
past few years in many fields such as nanoelectronic devices
[6–13], composite materials [14], field-emission devices [15,
16], atomic force microscope probes [17–20], and hydro-
gen/lithium ion storage [21, 22]. Many studies have also
reported ultrahigh sensitivity of CNT-based sensors [13, 23–
25]. The extremely high surface-to-volume ratio of a carbon
nanotube is naturally ideal for efficient gas/chemical adsorp-
tion. The one-dimensional quantum wire nature makes
their electronic properties very sensitive to gas or chem-
ical adsorption. Both of these factors are essential for
achieving high sensitivity of the sensors. In the past few
years, CNT sensors have been demonstrated in many appli-
cations involving gas molecules, liquid phase chemicals,
and biomolecules. CNTs have shown improved perfor-
mance compared to conventional sensors utilizing materi-
als such as semiconducting metal oxides [26], silicon [27],
organic/polymeric materials [28], and carbon black–polymer
composites [29]. In this chapter, we intend to summarize the

most recent progress in CNT sensors and discuss the com-
mon materials properties and sensing mechanisms behind
the different applications.

2. FABRICATION OF CARBON
NANOTUBE SENSING DEVICES

2.1. Growth of Carbon Nanotubes

The methods to grow CNTs with desired quantities and
qualities for sensor applications were only established in the
past few years. A host of experimental approaches have been
explored, improved, and modified to successfully synthe-
size CNTs, both single- and multi-walled, for sensor appli-
cations. Commonly used techniques include electrical arc-
discharge, laser ablation, and chemical vapor deposition. In
most growth processes, a catalyst which is either a metal or
a mixed alloy is used.

The growth of single-walled CNTs (SWCNTs), though in
small quantities, was first demonstrated by Iijima and Ichi-
hashi [30] and Bethune et al. [31] using the electrical arc-
discharge techniques. The SWCNTs were typically accompa-
nied by a substantial amount of amorphous carbon, carbon
nanoparticles, and other carbon-based materials. By using
the laser ablation method, Smalley et al. [32] have further
improved the purity and synthesized amount of SWCNTs on
the grams level. The as-synthesized SWCNTs are presented
mostly in the form of ropes with individual nanotubes aggre-
gating into hexagonal crystals due to the van der Waals inter-
action. An example of a SWCNT rope is shown in Figure 1.
Subsequent studies by other groups have improved on either
the designs or experimental formulations to obtain better
quality and larger quantity products. For example, Kajiura
et al. [33] have used a newly designed chamber which
was equipped with a filtering zone to produce high con-
tent of SWCNT ropes under controlled gas flow conditions.
Journet et al. [34] have optimized the SWCNT growth by
incorporating yttrium and nickel into a carbon anode. Both
techniques as mentioned above have also been successfully
used to synthesize multiwalled CNTs (MWCNTs).

Recently, chemical vapor deposition (CVD) has gained
popularity in synthesizing both SWCNTs and MWCNTs with
good yields. A typical growth process involves passing a
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Figure 1. Transmission electron microscopy images of the cross-section
of the end of a SWCNT rope made of hundreds of SWCNTs. The scale
bar is about 1 nm. Reprinted with permission from [43], A. G. Rinzler
et al., Appl. Phys. A 67, 29 (1998). © 2002, Springer-Verlag.

hydrocarbon gas over a heated catalyst at high temperature
for a period of time. Dai et al. [35] have demonstrated using
the techniques to synthesize SWCNTs with high quality by
passing methane over alumina supported catalyst in the tem-
perature range of 850–1000 �C. By optimizing the catalyst
preparation and growth conditions, the quality and yields of
the nanotubes could be further improved as demonstrated,
for instance, by the work of Liu et al. [36], Colomer et al.
[37], Rao et al. [38], and Smalley et al. [39]. More recently,
Smalley et al. [40] have demonstrated large-scale production
(10 g/day) of high purity SWCNTs using a gas phase CVD
process, termed the HiPco process. By using iron catalytic
clusters, formed in-situ from Fe(CO)5, with a high pressure
(30–50 atm) and a high temperature (900–1000 �C) process,
they have reported that SWCNT material of up to 97 mol%
purity could be produced at a rate of 450 mg/h.

With continual effort in the development of growth tech-
niques and methodology, it is expected that CNTs with
the desired properties, qualities, and quantities could be
obtained in the near future.

2.2. Preparation of Carbon Nanotube Films

The active component of a carbon nanotube sensor (see
Section 3) is presented either in the form of a thin film or
a single nanotube configuration. In the former, it is usu-
ally fabricated separately and integrated subsequently in the
device fabrication route, unlike the latter. The fabrication of
the thin film CNTs usually starts from the raw CNT mate-
rials. Because of the use of catalytic materials, for example,
transition metals and metallic species, in the synthesis of
nanotubes, the as-synthesized CNTs usually contain certain
amounts of these metallic nanoparticles, coexisting with var-
ious forms of carbon. In order for the CNTs to be useful in
various sensor applications, it is important that they should
be free of the impurities and made into the right geometri-
cal configurations. Indeed, various efforts have been demon-
strated by researchers to purify CNTs.

Bandow et al. [41] have demonstrated a purification
procedure for SWCNTs, which were prepared by pulse
laser ablation, that separates coexisting carbon nanospheres
(CNS), metallic nanoparticles (MN), polyaromatic carbon,
and fullerenes from the SWCNT fraction. According to the
reported procedure whereby no oxidation treatment was
used, the process involved first the suspension of CNS, MN,
and SWCNTs in nonaqueous solution using a cationic sur-
factant and then subsequent trapping of SWCNTs on a
membrane filter. Approximately 84 and 6 wt% of purified
SWCNTs and CNS can be separated respectively from the
as-prepared samples. Using an alternative method which
incorporates hydrothermal treatment along with Soxhlet
extraction of fullerenes, oxidation, and strong acid disso-
lution of metallic particles, Tohji et al. [42] have shown a
purification approach to obtain arc-discharge SWCNTs with
purity ∼ 95 wt% . For large-scale purification of CNTs, Rin-
zler et al. [43] have demonstrated a readily scalable process
capable of handling SWCNTs in large batches. The typical
purification process begins with refluxing the as-synthesized
samples in strong nitric acid, followed by repetitive wash-
ing/centrifugation and filtration cycles. The finished prod-
uct could then be readily peeled off the filter membrane
to produce a freestanding mat, the so-called “bucky paper.”
Another treatment approach, which involved air oxidation at
elevated temperature as the first step and subsequent micro-
filtration, was reported by Shi et al. [44] to obtain more
than 90% purity SWCNTs. Cinke et al. recently reported
SWCNTs with purity up to 99.6% after a two-step purifica-
tion process [45].

To quantify the effectiveness of the purification process,
microscopic techniques such as scanning (Fig. 2) or trans-
mission electron microscopy have been used to investigate
the microstructures of the treated samples. Alternatively,
spectroscopic techniques including Raman spectroscopy and
analytical techniques such as thermogravimetric analysis
have been used to determine the quality of the treated
samples.

2.3. Fabrication of Sensing Devices

Depending on the sensing applications, different device
architectures and fabrication routes are required to success-
fully achieve their desired functions. Common to all, car-
bon nanotubes as the critical components of the sensing
devices are integrated either directly or indirectly during the
fabrication routes. A variety of different methods, ranging
from advanced micro- or nano-lithographic techniques to
hand-made processes, have been demonstrated by various
researchers to build functional devices.

In the arena of gas sensing devices, both single and thin
film CNTs have been utilized. To fabricate single SWCNT
field-effect gas sensors, Soh et al. [46] and Kong et al.
[13] have combined a synthesis method and microfabrica-
tion techniques to obtain CNT-based electrical circuits on
a silicon substrate with controllable positions and length
(ranging from 300 nm to 10 �m). The electrical circuits
could then be connected to macroscopic electrodes leading
to external monitoring devices. In a typical fabrication pro-
cess, three steps of electron beam lithography using poly-
methylmethacrylate as the resist were involved. As depicted
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Figure 2. Scanning electron microscopy images of purified SWCNTs
prepared by (a) dc arc-discharge and (b) laser pulse ablation. (a)
Reprinted with permission from [42], K. Tohji et al., J. Phys. Chem. B
101, 1974 (1997). (b) Reprinted with permission from [41], S. Bandow
et al., J. Phys. Chem. B 101, 8839 (1997). © 1997, American Chemical
Society.

in Figure 3, the first step involves patterning of the Ti/Au
alignment marks on the Si substrate. In the second step,
regular windows (5 �m × 5 �m) were formed in the resist
followed by deposition of the catalyst. Next, the resist was
removed, leaving behind the patterned catalyst islands. Car-
bon nanotubes were then synthesized via methane CVD to
bridge between the islands. A final step involving pattern-
ing of the electrical contact pads over the catalyst islands
was performed to complete the devices. The as-described
approach has been reported to allow a large number of inte-
grated CNT sensors to be built in an array although various
issues including the interface between the nanotube and cat-
alyst metal as well as metal contact electrodes remain to be
investigated.

A simpler fabrication route which involved deposition
of dichloroethane-dispersed SWCNT thin film onto silicon
dioxide substrates with prepatterned gold electrodes was
adopted by Collins et al. [23] to realize gas sensing. The
approach was adapted by Sumanasekera et al. [24], with-
out the underlying gold electrodes, to fabricate gas sensors
for detection of hydrocarbons. Using a different fabrication
route, Ng et al. [25] have used freestanding MWCNT thin
films grown from soft-lithography-mediated selective CVD
approach to successfully integrate a flexible polydimethyl-
siloxane (PDMS) framework into microsensing devices. As
shown in Figure 4A, a PDMS substrate with integrated ultra-
sharp polymeric probes was first fabricated by a micromold-
ing technique [21]. This was then followed by an imprint

Figure 3. Schematic of processing steps to fabricate SWCNT FET sen-
sors. Reprinted with permission from [46], H. T. Soh et al., Appl. Phys.
Lett. 75, 627 (1999). © 1999, American Institute of Physics.

process and Au evaporation to lay down the contact pads.
The MWCNT membrane was then anchored by spread-
ing onto the polymeric probes’ region, which simultaneously
overlaid onto the Au contact pads (Fig. 4C). Another PDMS
slab with an opening was then bonded permanently onto the
framework. Using a different platform, Chopra et al. [47]
have demonstrated that either SWCNTs or MWCNTs could
be casted as a thin film on an etched copper conductor cir-
cuit sitting on a Duroid board to achieve resonator based
remote gas sensing.

The aforementioned gas sensors are typically solid-state
devices. However, with simple adaptation and modification,
liquid-phase chemical sensors could be fabricated as well. As
demonstrated by Nugent et al. [48], a MWCNT microbun-
dle was picked out from a boule produced by electrical arc-
discharge and physically attached to the end of a copper
wire electrode using a conductive silver paint. The electrode
assembly was then placed in a typical electrochemical setup
such that only the nanotube bundle came into contact with
the solution. Alternatively, it has been shown by Britto et al.
[49] and Li et al. [50] that random CNTs (mixed thoroughly
with bromoform) and bulky paper strips respectively could
be packed inside a glass tube to serve as a working electrode
for the detection of electrochemical active species.

While using a bottom-up integrated approach, Li et al.
[51] have demonstrated uniquely the fabrication of verti-
cal arrays of CNTs on a silicon substrate which could serve
as a chemical and biosensor upon attachment of biomolec-
ular or chemically active species as show n in Figure 5.
The vertically aligned MWCNTs were first grown using dc
biased hot-filament plasma CVD on a metal film covered sil-
icon substrate. They were then subjected to tetraethyloxysil-
icate (TEOS) CVD for gap-filling of SiO2. SiO2 dielectrics
was found conformally filled in the gap between individual
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Figure 4. Schematic of processing steps to fabricate a MWCNT film
sensor.

MWCNTs and hence reinforced the MWCNT array. The
excess SiO2 was subsequently removed and allowed the
exposure of MWCNT tips via a mechanical polishing step.
The fabrication route is reported to be suitable for fab-
ricating various nanoelectronic devices besides sensor
applications.

3. APPLICATIONS AND MECHANISMS
OF CARBON NANOTUBE SENSORS

3.1. Gas Sensors

As we mentioned earlier, CNTs have a common property in
their large surface-to-volume ratio. This makes them poten-
tially very useful adsorbent materials. In particular, extensive
work has been focused on their potential as ultrahigh H2
storage medium [21, 52–54]. Rich literature including both
theoretical and experimental efforts can be found on the
gas adsorption phenomena on various CNTs prepared and
treated with different methods. For the interests of applica-
tions in gas sensors, we address only the work relevant to
electronic properties of CNTs, the change of which, upon

Patterned
catalyst

Plasma
CVD

TEOS
CVD

CMP 

Figure 5. Schematic of processing steps to fabricate vertical carbon
nanotube nanoelectrode arrays by a bottom-up method. Reprinted with
permission from [51], J. Li et al., Appl. Phys. Lett. 81, 910 (2002).
© American Institute of Physics.

gas adsorption, can be readily transduced into measurable
sensing signals. By far, most reported CNT gas sensors are
based on these transduction mechanisms.

3.1.1. Adsorption of Gas Molecules
on Carbon Nanotubes

In the last section, we described the structures of SWCNTs,
MWCNTs, SWCNT bundles/ropes, and SWCNT/MWCNT
films. Obviously, each type of CNT has quite different
absorbing properties for different gases. Even in the simplest
case of a single SWCNT, the gas adsorption and its effects
on CNT properties depend strongly on the chirality of the
CNT, which is generally assumed to be randomly distributed
with two-thirds of it semiconducting and the remaining one-
third of it metallic. On the other hand, most of the transport
studies of CNTs were carried out under ambient conditions,
which are inevitably affected by the oxygen adsorption [55].
It is important to understand the fundamental issues of gas
adsorption on CNTs.

The dependence of electronic properties on chemical
environment was first reported by Kong et al. [13] based on
the study of a single SWCNT field-effect transistor (FET).
Collins et al. [23] and Sumannasekera et al. [24] later
reported that both electrical resistance R and thermoelectric
power (TEP) S of SWNT bundles and thin films are sensi-
tive to gas adsorption. Upon exposure to O2, NO2, or NH3
gases, the conductance of semiconducting tubes is changed
dramatically, presumably due to the charge transfer from
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the adsorbates [13, 23]. The TEP of SWNT bundles was also
found to be sensitive to inert gases such as N2 and He due
to the collision with CNT walls [24]. Theoretically, it has
been shown that O2 adsorption has a significant effect on
the electronic properties of small semiconducting nanotubes
[55]. Zhao et al. studied the electronic properties of three
types of SWCNTs, that is, semiconducting zigzag (10, 0) and
(17, 0) tubes and metallic armchair (5, 5) tubes upon the
adsorption of O2, NO2, NH3, CO2, CO, H2O, N2, H2, and
He with first principles methods [56]. It was found that
O2 and NO2 are electron acceptors (−0�06 to −0�14 elec-
tron per molecule) with relatively larger adsorption energy
(∼0.30 to 1.0 eV) while all other gas molecules are elec-
tron donors with negligible charge transfer (∼0.01 to 0.035
electron per molecule) and weak binding (<0�15 eV). Gen-
erally, all the gas molecules studied are weakly physisorbed
on CNT surfaces. Charge fluctuation of even the weakly
bonded molecules was found to have a pronounced effect
on the transport properties of metallic SWCNT, consistent
with previous experimental studies [24].

Most as-prepared SWCNTs, particularly those by high
temperature techniques such as arc-discharge and laser abla-
tion methods, are long and capped (i.e., sealed at the ends).
Only the exterior surfaces are considered accessible by gas
molecules. However, the long SWCNTs can be uncapped
or cut into short open tubes by acid treatment [45, 57,
58]. The open tubes expose the internal channels to gas
molecules resulting in a much larger adsorption. A study
using CH4 adsorbate shows a large hysteresis loop after
nitric acid treatment, indicating the capillary condensation
inside the nanotube [59]. The diameter of a carbon nan-
otube is expected to be important in defining the adsorption
of gases inside the internal pores of CNTs. A grand canoni-
cal Monte Carlo simulation work found that the preferential
adsorption of gas molecules with different size in a binary
mixture can be switched by controlling the internal diameter
of the tube and the temperature [60].

Commonly, SWCNTs pack together into bundles (or
ropes) due to van der Waals interaction as revealed by Thess
et al. [32]. As a result, there are at least four distinct sites in
which gas molecules can adsorb (see Fig. 6) [61]. The inte-
rior pore of an individual tube, as we mentioned earlier, is
only one of them. The other three sites are all related to
the exterior surfaces of individual tubes, including: (1) the
external bundle surface, (2) the groove formed at the contact
between adjacent tubes on the bundle outer surface, and (3)
inside an interstitial channel at the contact of three tubes
in the bundle interior [60]. Depending on the size and wet-
tability, some of these sites might be excluded for specific
gas molecules. For hydrogen adsorption, it has reported that
the binding energy �EB	 at these sites following the order
EB(channels) > EB(grooves) > EB(pores) > EB(surface)
[61, 62]. Williams et al. calculated the binding energy and
specific surface area contributions (�) of these sites to be
(1) channels: EB = 0�119 eV, � = 45 m2/g, (2) grooves:
EB = 0�089 eV, � = 22 m2/g, (3) pores: EB = 0�062 eV,
� = 783 m2/g, and (4) surfaces: EB = 0�049 eV, � = 483
m2/g [61, 62]. Clearly, the channels and grooves have much
larger binding energy but less available surface area. The
outer surface has only weak adsorption consistent with the

Figure 6. Schematic structure of a SWCNT bundle showing different
sites for gas adsorption. Reprinted with permission from [65], C. K. W.
Adu et al., Chem. Phys. Lett. 337, 31 (2001). © 2001, Elsevier Science.

study of a single SWCNT surface [56]. These studies pro-
vide a good fundamental understanding of the gas adsorp-
tion on SWCNTs. For individual MWCNTs and MWCNT
films, much less work has been done due to the complexity
in tube structure. However, both the external and internal
surfaces are expected to contribute to the gas adsorption.
The defects, in particular, could play a more important role
in changing the electrical properties of MWCNTs upon gas
adsorption.

3.1.2. Gas Sensors Based on Single
Carbon Nanotube FETs

The Si-based field-effect transistors are sensitive to the elec-
tron transfer induced by gas adsorption and therefore could
be used as gas sensors for certain applications [27]. SWCNTs
are known to be semiconducting if their chirality �m n	 sat-
isfies m− n �= 3× integer. It was demonstrated that a semi-
conducting SWCNT (S-SWCNT) connected to two metal
electrodes exhibits p-type transistor characteristics with the
conductance tunable over several orders of magnitude by
changing the gate voltage applied on the Si substrate [13].
Such a phenomenon was attributed to the adsorption of
O2 as electron acceptor in ambient environment. The the-
oretical work mentioned above predicts about 0.1 electron
transfer per O2 molecule [56]. With the typical diameter
(∼2 nm) and length (∼3 �m) of the S-SWCNT in the FET
device (see Fig. 3), the adsorption/desorption of even a sin-
gle O2 molecule can produce about a 1× 1016 e/mm3 charge
density in the SWCNT if simply calculated from the vol-
ume. This is about the level of the charge density in a
moderately doped Si device. In reality, the quantum wire
nature of SWCNT makes the conductance of the tube even
more sensitive to any local charge along the one-dimensional
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wire. Therefore, the sensitivity of single molecule adsorp-
tion/desorption could, in principle, be achieved with such
miniaturized S-SWCNT FETs.

Kong et al. [13] demonstrated that the conductance of a
single S-SWCNT sample decreased by about 100-fold after
exposure to NH3 (0.1 to 1% in Ar or air) for about 10 min-
utes. On the other hand, exposure to NO2 molecules [2 to
200 parts per million (ppm) in Ar] increased the conduc-
tance of the S-SWCNT sample by about 1000 times when it
was initially depleted by a back-gate voltage �Vg	 of +4 V.
The sensitivity, that is, the ratio between the resistance
after and before gas exposure (Rafter/Rbefore), was found to
be significantly better than other room-temperature oper-
ated gas sensors based on conventional materials. Since the
SWCNT is a hole-doped semiconductor, the adsorption of
electron donating NH3 molecules causes the hole deple-
tion and reduced conductance while NO2 exposure results
in enriched hole carriers and enhanced conductance. The
chemical nature of the gas molecules is indicated in the
I–Vg curve which is characteristically shifted by −4 V after
exposure to NH3 and shifted by +4 V after exposure to
NO2. It is possible to fabricate arrays of such miniaturized
sensing devices with ultrahigh sensitivity as well as chemical
characteristics. A significant drawback is the slow recovery
time (∼12 hr) after exposure to NO2, which is likely due to
the slow desorption of strong adsorbates. The influence of
O2 in the ambient environment to the initial sample is also
worth further investigation. Much more systematic study is
still needed to develop this system for practical applications.

3.1.3. Electrical Resistance Based
Gas Sensors

Molecular interactions were found not only to affect the
conductance of a single S-SWCNT but also to change that
of bulk samples consisting of SWCNT bundles/ropes. Br and
I intercalations were reported to enhance the conductance
of bulk film consisting of SWCNT ropes [62, 63]. Kong et al.
demonstrated that the resistance of a SWNT mat decreased
to about a half of the original value after exposure to a
200 ppm NO2 flow for ∼10 min while it increased to about
1.5 times of the original value in a 1% NH3 flow [13]. Appar-
ently, both metallic and semiconducting SWCNTs in the
bulk sample are affected by the gas adsorption. The effect
of different gas molecules such as NH3 and NO2 on the bulk
sample is very consistent with that of the single S-SWCNT
transistors.

Collins et al. also found that the electrical resistance R
measured with a thin film of SWCNT bundles is particu-
larly sensitive to O2 in the environment [23]. An experiment
measuring the electrical resistance switched by 10 to 15%
as the chamber was alternately flooded with air or evacu-
ated to ∼10−6 Torr. Measurable changes in R were found
at oxygen partial pressure as low as 10−10 Torr. However,
other major gas constituents of air such as N2, CO2, H2O,
etc. and inert gas molecules such as Ar and He have lit-
tle effect on the electrical properties of the SWCNT film.
Further transport experiments indicate that once SWCNTs
have been exposed to oxygen, it is not possible to fully
deoxygenate them at room temperature even under high-
vacuum conditions. This irreversibility is similar to that of

NO2 adsorption on a S-SWCN transistor gas sensor, which
limits the application of CNTs in gas sensors.

Apparently, electron acceptors such as O2 and NO2 have
dramatic effects on the electrical properties of SWCNTs.
Many previously reported electronic properties of CNTs are
dominated by preadsorbed O2 from ambient environment.
The slow recovery time or irreversibility is likely due to
the strong adsorption or capillary effects, particularly when
using open-ended SWCNT bundles. MWCNTs with much
larger tube diameter, on the other hand, can change from
microporous (such as SWCNT bundles) to mesoporous or
even macroporous materials. MWCNTs could potentially
have much less interaction with the gas molecules. The sen-
sitivity of electrical resistance R to the gas environment may
drop but the reversibility could be improved.

Ng et al. reported a study of gas sensing using a 1.5 mm×
1.5 mm× 25�m freestanding MWCNT membrane grown on
a polymer template by thermal CVD (as shown in Fig. 4)
[25]. Due to the decomposition and shrinkage of the poly-
mer material, the MWCNT–catalyst composite membrane
peeled off from the substrate while still maintaining the
desired pattern from the substrate. Thus formed membrane
contains loosely entangled MWCNTs mixed with catalyst
and carbon particles. As shown in Figure 7, simple elec-
trical resistance measurements following cycling the cham-
ber pressure between ambient atmosphere and high vacuum
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Figure 7. Variations in the electrical resistance (R) of the MWCNT
membrane with the surrounding medium, (a) spontaneous changes in
R while cycling the environment between vacuum and ambient atmo-
sphere, and (b) the ratio of the electrical resistance drop from the value
at the base pressure vs different oxygen dosing pressure: •, 6�4 × 10−7

Torr; � 3�1×10−4 Torr; � 9�0×10−4 Torr; © 1�4×10−3 Torr; ♦ 2�1×
10−3 Torr, and � 2�7× 10−3 Torr. Reprinted with permission from [25],
H. Ng et al., J. Nanosci. Nanotech. 1, 375 (2001). © 2001, American
Scientific Publishers.
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show a very reversible response. R drops by a factor of three
(from about 24 to about 7 kOhm) when venting the vacuum
with air. Similar to Collins et al. [23], Ar or N2 did not show
any effect. The recovery time is about 2 to 3 minutes which
is likely limited by the pumping and venting speed. Stepwise
increase of the oxygen base pressure indicates that R is most
sensitive to O2 in the range from 10−6 to 10−3 Torr. About
80% of the changes in R occurred at oxygen base pressure
less than 10−3 Torr. Over about 3 × 10−3 Torr, the change
in R is saturated likely because all the surface sites have
already been occupied.

It is worth noting that most studies [13, 23, 25] were car-
ried out at room temperature, at which oxygen is difficult
to remove once they adsorbed onto the CNTs. As a result,
the measured electrical resistance R was dominated by the
preadsorbed O2 molecules and little change was observed
when exposing the sample to inert gases such as N2 and
Ar. However, Sumanasekera et al. found that the four-
probe electrical resistance R�T 	 of a mat of SWNT bun-
dles showed easily measurable change even upon exposure
to 1 atm of N2 or He after being degassed in high vacuum
at elevated temperature (∼500 K) [24]. The change in R is
small (∼2–3% increase from vacuum to 1 atm N2 and ∼10%
increase from vacuum to 1 atm He). The recovery time is
slow (>2 hr) but quite reversible. The increase in R upon
exposure to inert gas was attributed to the gas collisions with
the nanotube wall.

3.1.4. Thermoelectric “Nanonoses”
The thermoelectric power (TEP) S, defined as

S = �V/�T (1)

where �V and �T are voltage difference and tempera-
ture difference between two spots in the sample, is another
parameter strongly correlated with the electronic proper-
ties of the materials. Collins et al. studied the change in
TEP upon cycling the environment between vacuum and
pure atmospheric pressure oxygen [23]. The response was
found to be in good consistency with the change of R. The
oxygen exposed SWCNT film has a positive TEP of about
+20 �V/K. The value quickly decreases and reaches about
−10 �V/K a few minutes after oxygen was removed from the
chamber. This phenomenon was attributed to the change in
the carrier (hole) density upon the adsorption/desorption of
O2 as electron acceptors.

Eklund et al. did a series of careful work at elevated tem-
perature (∼500 K) at which the adsorption/desorption of
both strong adsorbates and inert gas molecules is completely
reversible [24, 65, 66]. They attributed the strongly nega-
tive TEP after degassing to the change of metallic tubes to
n-type semiconductors. As we mentioned earlier, at 500 K,
easily measurable electrical resistance change was obtained
even upon exposure to inert gases. Both TEP and the SWNT
bundle resistivity � can be measured at different wt% of
gas adsorption. Eklund et al. [65] attributed the total bundle
resistivity to two things: (1) the scattering mechanisms preex-
isting in the bundle before gas adsorption (�0), for example,
from phonons and wall defects, and (2) the extra impurity
scattering due to the adsorbed gas (�a) with

� = �0 + �a (2)

Approximately, the TEP and resistivity have the Nordheim–
Gorter (NG) relation as

S = S0 + ��a/�0	�Sa − S0	 (3)

where S0 and Sa are the contributions to the thermoelec-
tric power from the host resistivity �0 and additional impu-
rity resistivity �a from the adsorbed gas, respectively. If the
gas molecules are physisorbed on the tube walls by van
der Waals interaction, EF will be unaffected and �Sa − S0	
is a constant, resulting in linear NG curves as shown in
Figure 8 for N2, He, and H2. On the other hand, strong
chemisorption has a much more profound effect on the host
band structure and EF . Thus, (Sa − S0) must depend on the
gas coverage, resulting in nonlinear NG plots as shown in
Figure 8 for O2 and NH3. It is noteworthy that the NG plots
for even inert gases such as N2, He, and H2 are significantly
distinct from each other. Potentially, the NG plots at ele-
vated temperature can differentiate different molecules and
find applications in thermoelectric “nanonose” as proposed
by Eklund et al. [65].

3.1.5. Remote Gas Sensors
The above-mentioned gas sensors based on single CNT FET,
electrical resistance, and TEP all rely on direct electrical
connections to the sensing elements exposed in the sam-
pling environments. For some applications such as detec-
tion of corrosive gases and samples in sealed environments,
remote or non-direct-contact sensors are required. Recently,
Chopra et al. reported a carbon-nanotube-based resonant-
circuit sensor for ammonia [47]. Similar to the electrical
resistance and TEP sensors, tens of micrometer thick CNT
film was used as the adsorbent material due to the large
uptake capability defined by its huge surface area. Both

Figure 8. NG plots (S vs �) showing the effect of gas adsorption on
the electrical properties of the SWCNT mat. Reprinted with permission
from [65], C. K. W. Adu et al., Chem. Phys. Lett. 337, 31 (2001). © 2001,
Elsevier Science.
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SWCNTs and MWCNTs were used. The CNT films were
simply deposited on a disk shaped Cu resonator on a Duroid
board. A radio frequency transmitter sends a microwave sig-
nal to the interrogation region of the Cu resonator, produc-
ing a strong signal at its resonant frequency (∼4 GHz). The
resonant frequency was found shift downward by a few MHz
after exposure to NH3 gas over ∼100 ppm. The response
and recovery time were found to be about 10 min, a reason-
able short time. The resonant frequency shift was attributed
to the change in the effective dielectric constant of the CNT
film upon exposure to NH3. In principle, other strong adsor-
bates may affect the downshift of the resonant frequency dif-
ferently and the chemical nature of the gas may be derived.
Even though the sensitivity is low, the remote sensor may
find applications in certain corrosive or toxic environments
as well as those that require nondestructive testing.

3.2. Liquid-Phase Chemical Sensors

From the structural point of view, the main body of CNTs,
particularly MWNTs, can be considered as graphitic lay-
ers rolled into cylinders. The sidewall of CNTs is expected
to present similar physical and electronic properties to the
graphite basal plane. The studies discussed in previous sec-
tions on the gas adsorption on the sidewall of CNTs is, in
many aspects, consistent with previous studies on graphite
surfaces [67–69] except for the difference in the surface area.
Along the tube axis, it is expected to present high conductiv-
ity similar to graphite in-plane properties. For SWCNTs, the
large curvature and small tube dimension are likely to cause
interesting quantum effects to deviate from graphite prop-
erties. The electronic properties of SWCNTs are also easily
affected by adsorbates since almost every carbon atom is
exposed at the surface. MWCNTs, on the other hand, have
essentially only the outmost and innermost shells exposed
to other molecules and thus are less sensitive to the pertur-
bation from adsorbates. Their larger size also makes them
more similar to graphite cylinders. In liquid solutions, the
sidewall of MWCNTs is expected to present an anoma-
lously small effective capacitance and a slow electron trans-
fer rate similar to graphite basal plane electrodes. How-
ever, the open end is a very active electrode similar to the
graphite edge plane. Electron transfer along the tube axis is
expected to be fast similar to that within a graphite plane.
These properties made CNTs, particularly MWCNTs, very
interesting electrode materials. Electrons could be caught
at the active end and transported along the tube to the
other end without much interference from the solution. For
this purpose, the interest is in the nanostructure of CNTs
which improves the performance over conventional materi-
als rather than the influence of their electronic properties
by other molecules. In this section, we summarize some of
the studies using CNTs as electrodes, which may potentially
lead to dramatic improvements in the performance of cur-
rent chemical and biological sensors by incorporating unique
properties of CNTs.

Nugent et al. demonstrated an ideal Nerstain behavior of
the K4Fe(CN)6 reaction using an open end WCNT bundle
produced by electric arc-discharge [70]. The fast electron
transfer rate from the tube ends along the tube axis agrees
well with the cylindrical graphite model. Ideal reversible

cyclic voltammetries were also obtained in measuring the
oxidation of neurotransmitter dopamine [48] and redox pro-
teins such as cytochrome c and a “blue” copper protein
azurin [71]. Efficient electrocatalytic reduction of dissolved
O2 was also demonstrated [72]. However, all these studies
use compact CNT paste or big bundles in which CNTs mixed
with each other as well as organic binders in an uncontrolled
way. Even though the specific capacitance of the graphitic
sidewall is relatively small, they still contribute a huge capac-
itive background due to the enormous surface area [49, 73,
74]. For chemical sensor applications, the exposed surface
area needs to be minimized. It was demonstrated that a
loosely packed MWCNT membrane is able to detect neuro-
transmitter catechols at concentrations down to a few �Ms
[25]. A series of CNTs with different densities was carefully
studied by Li et al. to explore these issues [50].

Much work is desired to develop well-defined CNT elec-
trodes from both the fundamental and application points of
view. Campbell et al. demonstrated that single MWCNTs
∼80–200 nm in diameter and 15–50 �m in length show
reversible characteristic steady-state radial diffusion behav-
ior consistent with fast electron transfer [75]. The sidewall
of the CNT can be insulated with polymer and only the very
end of the tube is exposed. This can find unique applications
in the analysis of redox biospecies such as neurotransmitters
and proteins in a live single cell [76].

Another effort in the development of well-defined CNT
electrodes was demonstrated by NASA scientists using verti-
cally aligned MWCNTs [50]. Li et al. used vertically aligned
CNTs with an average diameter of ∼50–100 nm and nearest-
neighbor distance of ∼200–500 nm on metal coated Si sub-
strates. SiO2 was deposited by TEOS CVD to insulate both
CNTs and subtrate metal layers. A mechanical polishing
process followed to planarize the sample to remove excess
materials which results in an array of nanoelectrodes with
only the open ends of MWCNTs exposed. This method
provides a unique bottom-up scheme to fabricate nano-
electrode ensembles (NEEs) similar to those demonstrated
by Menon and Martin [77] by filling metals into the one-
dimensional pores in the filtration membranes. The sen-
sitivity is expected to be improved by orders of magni-
tude for measuring small redox species using such NEEs
compared to conventional electrodes. Ordered nanoelec-
trode arrays with precisely controlled size and density could
be achieved by employing appropriate lithographic tech-
niques. The nanoelectrode array approach is very promis-
ing since it takes full advantage of CNTs via miniaturization
to achieve ultimate sensitivity and may be incorporated
into microfluidic devices, microelectromechanical systems
(MEMS) chromatography instruments, and biomedical/
environmental monitoring devices.

3.3. Biosensors

As we described in the discussion of S-SWCNT FET gas sen-
sors [13], even small electron transfer between S-SWCNT
and adsorbates can cause a significant change in the con-
ductance of the device. Biomolecules such as DNA, RNA,
and proteins are all heavily charged molecules in most con-
ditions. The adsorption of such molecules onto the CNT
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surface is expected to change its electronic properties sim-
ilar to gas molecules. Therefore, the FET devices could be
employed as biosensors. Particularly, recognition of specific
biomolecules could be realized through the specific interac-
tion with preimmobilized molecules. For this purpose, the
functionalization of biomolecules such as DNA and proteins
was intensively pursued in the past few years.

Dai et al. have reported a series of work for sidewall
functionalization of single SWCNTs for protein immobiliza-
tion [78, 79]. The SWNT is intended to be used as the
sensing element based on its electronic properties. As a
result, the graphitic sp2 sidewall structure has to be pre-
served. Noncovalent bonding of some precursor molecules
on the CNT sidewall was demonstrated for this purpose,
either by the �-stacking of the conjugate pyrenyl group of
1-pyrenebutanoic, succinimidyl ester, or coating with a sur-
factant (Triton) mixed with amine-terminated poly(ethylene
glycol). Both methods efficiently modified the CNT surface
and incorporated functional groups so that further covalent
bonding of protein molecules such as biotin can be followed.
The functionalized CNTs were then demonstrated with spe-
cific recognition of ferritin and streptavidin. These methods
can be extended to the recognition of other biomolecules
based on specific interactions of antibody–antigen and com-
plimentary DNA strands. However, the response in electri-
cal conductance has not been reported so far.

The very end of the CNT, particularly the open end, is
chemically much more active due to the dangling sp2 bonds
similar to the graphite edge plane. The chemistry to func-
tionalize these sites is more mature. Wong et al. demon-
strated that the open end of the CNT is rich in COOH
group and thus can be used for selective covalent bonding
of primary amine molecules by carbodiimide chemistry [18,
80]. NASA scientists further demonstrated that DNA oligo-
probes can be covalently functionalized, by the same chem-
istry, to an array of vertically aligned MWNTs embedded
in SiO2 matrix with only the open ends exposed [81]. Simi-
lar to other DNA microarrays, the covalently bonded DNA
probes can sustain more stringent control such as washing
at elevated temperatures so that only specifically binded tar-
get DNA molecules can be hybridized with the probes. A
NASA–NCI joint work has demonstrated an electrochemical
DNA sensor based on an array of DNA functionalized nano-
tube electrodes [51, 81, 82]. The nano- bioelectronics plat-
form is expected to provide unsurpassed electrochemical
sensitivity, a high degree of miniaturization, great ease, and
low cost operation.

4. DISCUSSIONS AND
FUTURE DEVELOPMENTS

In summary, CNTs are attractive materials for various sen-
sor applications. Their small dimension and large surface-
to-volume ratio make them very sensitive to adsorbates
from the environment. The electronic properties such as
resistance/conductance, thermoelectric power, and dielec-
tric constant can directly indicate the adsorption of target
species. For applications which do not involve direct mea-
surements of the inherent electrical properties of CNTs,
the finite size and unique graphitic properties of CNTs can

still dramatically improve the performance, as demonstrated
in electrochemical applications. It has been reported that
CNTs can be used in sensing gases, liquid-phase chemicals,
and biomolecules. The work summarized here only covers
the CNT which is only one of the doors leading us to the
nanotechnology world. Other nanomaterials such as semi-
conducting or metallic nanowires [83], nanoparticles [84, 85],
quantum dots [86–88], and dendrimers [89] have all shown
great potential in sensor applications. These nanomateri-
als allow bridging of the gap between microdevices and
biomolecules to achieve an integrated micro-nano-bio het-
erogeneous system. We should expect great progress in this
field in the near future.

A few papers reported the most recent progress on gas
adsorption on CNTs during the period in which manuscript
was written. A Ricca et al. [90] studied the physisorption
and chemisorption of O2 on the inner and outer walls of
a �9 0	 CNT using ONIOM method and the MP2 correla-
tion treatment which includes long-range dispersion interac-
tions. In contrast to previous theoretical work using density
functional theory [55, 56], only physisorption of triplet O2
occurs both inside and outside the tube with very weak bind-
ing energy and little charge transfer. Chemisorption likely
occurs with singlet O2 which has a very high barrier and is
not popular under normal conditions. The CNT FETs were
also proposed to operate as unconventional “Schottky bar-
rier transistors”, in which transistor action occurs primarily
by varying the contact resistance rather than channel con-
ductance [91]. Therefore, the mechanism of the CNT FET
sensor for gas adsorption needs further investigation.

GLOSSARY
Carbon nanotube Seamless graphitic cylindrical fibers
made of carbon atoms. It could be single walled if there is
only one graphitic sheet in the cylindrical structure or multi-
walled if there is more than one sheets rolled into the tube.
Chemical mechanical polishing (CMP) A process typically
used in the semiconductor industries to planarize the sur-
faces of a water to achieve optically flat topography. A slurry
which consists of small spherical particulates and additives is
used during the polishing process. The compositions of the
slurry could be tailored to selectively polish the material of
interest.
Chemical vapor deposition (CVD) A process which involves
deposition of a thin film using a selected choice of chemical
precursors at elevated temperature.
Deoxyribonucleic acid (DNA) A macromolecule consisting
of one or two strands of linked deoxyribonucleotides.
DNA hybridization Formation of a duplex structure by two
complementary single strands of DNA.
Polydimethylsiloxane (PDMS) Anetworkofpolymerchains
with Si–O backbones and methyl (CH3) side group.
Single-walled carbon nanotube ropes/bundles Multiple
single-walled carbon nanotubes aggregated into hexagonally
packed ropes/bundles side by side due to the strong van der
Waals interactions between them.
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Soft lithography A lithographic technique which involves
non-optical components to achieve patterning of features
with dimensions ranging from the millimeter to nanometer
length scale.
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1. INTRODUCTION
Carbon nanotubes were serendipitously discovered by
Iijima [1] in 1991 in a specimen of the present author [2].
Arc discharge between two graphite rods was carried out
to make fullerenes [3], and the nanotubes were observed in
the residual of the cathode deposit. The method was similar
to Krätschmer’s ac contact arc [4], with the difference that
the two graphite rods were 1–2 mm apart and a dc arc was
used. It was done by replacing the silicon block of one elec-
trode by a graphite rod in the apparatus used for making
ultrafine powder of SiC [5]. On the other hand, Iijima had
been interested in observing various kinds of carbon [6, 7]
by using high-resolution transmission electron microscopy
(HRTEM), since before the discovery of fullerenes [8]. The
observation of a fullerene byproduct, the cathode deposit of
the dc arc discharge, was also one of them. As a result, he
found one-dimensional fibers having quite a new morphol-
ogy of carbon [1]. They are made of rolled graphene sheets
classified into two categories depending on the number of
concentric shells: single-walled carbon nanotubes (SWNTs)
or multiwalled carbon nanotubes (MWNTs). After the dis-
covery of MWNTs in the cathode deposit of the carbon arc
[1], two years later SWNTs were found [9, 10] in sootlike
deposits formed in the carbon arc chamber.

It should be noticed that both MWNTs and SWNTs were
first prepared by dc arc discharge of graphite, though there
is a difference in the catalyst requirement [9, 10]. Later on,

in order to prepare MWNTs, the chemical vapor deposi-
tion (CVD) method for large-scale synthesis [11] and ther-
mal decomposition of SiC for aligned MWNT synthesis [12]
were applied. However, highly crystallized MWNTs could
be produced only by the arc method, because of the high
power density under the growth condition. A high yield of
SWNTs could be produced by laser ablation [13], whereas
the arc discharge [14] and CVD [15] methods were found
suitable for their large-scale production. This review focuses
only on the arc-discharge method for producing MWNTs
and SWNTs.

In the case of the arc method, apart from dc/ac, arc cur-
rent, gas pressure, and so on, the nature of the ambient gas
also plays an important role [16, 17]. Especially, the crys-
tallinity of the MWNTs is highly elaborated when evaporat-
ing in pure hydrogen gas [18]. The characteristic features
of H2 arc MWNTs are high crystallinity and a very thin
innermost tube. The physical properties and Raman spec-
tra of H2 arc MWNTs are extremely intrinsic [19–23], and
H2 arc MWNTs really resemble quantum fibers. Electrical
and mechanical applications of these H2 arc MWNTs are
expected.

2. PREPARATION OF MULTIWALLED
CARBON NANOTUBES BY
CARBON ARC

2.1. The Method

To prepare MWNTs, dc arc discharge between two pure
graphite rods has been carried out [2, 16, 24, 25] using a
vacuum chamber, as shown in Figure 1. Of course, the align-
ment of the two graphite rods can be vertical [16, 24, 25] or
horizontal [17, 26]. After the chamber is evacuated to a vac-
uum higher than 10−5 torr by using an oil diffusion pump,
an inert gas (or appropriate active gas) is introduced into
the chamber. Then a dc arc voltage of approximately 25 V
is applied between the two graphite rods which are 1–2 mm
apart. Within a few minutes, the anode is consumed and car-
bon soot is formed in the chamber. When an inert gas is used
as the ambient gas, fullerenes are included in the soot [3].
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Figure 1. Schematic diagram of arc apparatus producing MWNTs.
Reprinted with permission from [25], X. Zhao et al., Bull. Res. Inst.
Meijo Univ. 1, 7 (1996). © 1996, Research Institute of Meijo University.

Another part of the evaporated carbon is deposited on the
top of the cathode. In the cathode deposit [2, 24] and on the
top of the cathode deposit [27], MWNTs and coexisting car-
bon nanoparticles are observed by using scanning electron
microscopy (SEM).

HRTEM observation of the cathode deposit dispersed on
a TEM microgrid has been carried out. There is a concentric
Russian doll structure of rolled graphene sheets with some
helical arrangement [1], as shown in Figure 2. The distance
between each layer is the same as the {002} lattice spacing
of graphite, namely, 0.34 nm. A schematic atomic model of
a four-wall MWNT is shown in Figure 3, which has a heli-
cal arrangement and the edge is zigzag type [28]. When the
cathode deposit is observed by using SEM, the MWNTs are
seen as fibers, as shown in Figure 4. Usually, not only fibrous
MWNTs but also a number of coexisting carbon nanoparti-
cles are observed [2, 27], as shown in Figure 4. The evapora-
tion of graphite rods has been carried out in He ambient gas,
and fibrous MWNTs are observed in the cathode deposit
and on the top surface of the cathode deposit as well [27].

2.2. Effect of Ambient Gas

The first specimen of MWNTs was prepared by dc arc dis-
charge evaporation in the ambient gas of He [3], although
Iijima erroneously wrote Ar in his first report [1]. Since then,
not only inert gas such as He or Ar but also active CH4 gas
has been tried as the ambient gas of arc discharge [2, 16,
17, 24]. As a result, MWNTs are formed in all gases of He,

Figure 2. HRTEM micrographs of MWNTs: (a) five-wall, diameter
6.7 nm; (b) two-wall, diameter 5.5 nm; (c) seven-wall, diameter 6.5 nm
and the smallest hollow diameter 2.2 nm. Reprinted with permission
from [1], S. Iijima, Nature 354, 56 (1991). © 1991, Macmillan Magazines
Ltd.

Ar, and CH4 within a pressure range of 20–200 torr. At an
intermediate pressure of 100 torr, the quantity of prepared
MWNTs is found as follows: Ar < He < CH4 [24]. It is
known that fullerenes such as C60 cannot be produced in an
ambient gas containing hydrogen atoms. On the contrary,
thin and long MWNTs with few coexisting nanoparticles can
be prepared in CH4 gas more than in an inert gas; as an
example, see the SEM micrograph [16] shown in Figure 5.
From the mass spectra of the chamber gas before and after
evaporation [17], it was confirmed that methane undergoes
a thermal decomposition as follows:

2CH4 = C2H2 + 3H2

Figure 3. Atomic model of four-walled carbon nanotube.
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Figure 4. SEM micrograph of MWNTs prepared at dc arc current of
70 A in He 200 torr.

In this reaction, the calculated mole ratio of the gas before
and after evaporation was 1 : 2. This led to the necessity to
carry out the arc evaporation of the graphite rod in pure
C2H2 or pure H2 ambient gas. In the case of pure C2H2
gas, a similar result as in CH4 gas is obtained. On the con-
trary, arc discharge in pure H2 gas shows quite remarkable
improvement [18].

A typical optical photograph of the top of the cathode
[18, 29] after H2 arc evaporation is shown in Figure 6, which
is obtained after 3 min evaporation by a dc arc current of
50 A in H2 gas at 60 torr. The top surface is composed
of three regions: a central black region A, a surrounding
silver-gray region B, and a very thin outer region C. When
the outer region C is observed using SEM, “carbon roses”
are seen [18, 29, 30], as shown in Figure 7. Each petal of
a carbon rose is made of very thin graphene sheets [30],
that is, nanopetals. In fact, they are composed of several lay-

Figure 5. SEM micrograph of thin, long MWNTs on the top surface.
The original specimen was prepared at CH4 20 torr and dc arc current
of 30 A. Reprinted with permission from [16], X. Zhao et al., Jpn.
J. Appl. Phys. 35, 4451 (1996). © 1996, Institute of Pure and Applied
Physics, Japan.

Figure 6. Top-view photograph of the deposited cathode after H2 arc
discharge. Reprinted with permission from [29], X. Zhao et al., J. Cryst.
Growth 198/199, 934 (1999). © 1999, Elsevier Science.

ers of parallel graphene sheets, the thinnest one consisting
of only two graphene sheets. The region B is a hard, thick
deposit which is observed to be a graphitic layered struc-
ture. MWNTs are observed in the central thick black deposit
A, as shown in Figure 8a. There are fewer nanoparticles
coexisting with the pristine MWNTs in H2 (Fig. 8a) than in
He or Ar gas. Therefore, purification is very easily achieved
by infrared radiation in air at 500 �C for 30 min [20, 31],
as shown in Figure 8b. Such purified MWNTs look like a
sponge (Fig. 9) [31], which is easy to manipulate with tweez-
ers for various measurements. The size of the sponge is 10
mm2 area × 0.1 mm thickness, and the mass is about 1 mg.

2.3. Structure of H2 Arc MWNTs

The structural features of MWNTs produced by H2 arc dis-
charge can be elucidated by HRTEM [18, 21]. As shown in
Figure 10a, as-grown MWNTs are highly crystallized with
perfect coaxial tube layers [21]. The diameter of the inner-
most tube A is about 1.2 nm and the outer diameter of

Figure 7. SEM micrograph of “carbon rose.” Reprinted with permis-
sion from [18], X. Zhao et al., Carbon 35, 775 (1997). © 1997, Elsevier
Science.
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Figure 8. SEM micrographs of MWNTs produced by hydrogen arc dis-
charge: (a) as grown, (b) after purification. Reprinted with permission
from [20], Y. Ando et al., Trans. Mater. Res. Soc. Jpn. 25, 817 (2000).
© 2000, Materials Research Society of Japan.

the MWNT is 13 nm. There are 16 graphene sheets on both
sides with a regular spacing of 0.34 nm. The arrow B points
out amorphous carbon seen in pristine MWNTs. A cross-
sectional view of an MWNT (but not of the same one as in
Fig. 10a) is shown in Figure 10b. Concentric circles are seen,
but with half-fringe discrepancy at each arrowed position.

Based on HRTEM observation, the innermost diameter
distribution can be obtained [22]. The mean value of the
innermost tube is 1.0 nm, whereas that for He arc MWNTs
is usually more than 3 nm. The innermost tube observed
in H2 arc MWNTs is 0.4 nm (Fig. 11) [32]. The innermost
tube is supposed to possess an armchair (3, 3) structure.

3. PREPARATION OF SINGLE-WALLED
CARBON NANOTUBES BY
CARBON ARC

3.1. Lab-Scale Production

Two years after the discovery of MWNTs, SWNTs were
found by Iijima and Ichihashi [9] and by Bethune et al.
[10], independently. An HRTEM micrograph of the single-
shell tube with diameter 1.37 nm [9] is shown in Figure 12.

Figure 9. SEM micrograph of purified MWNTs sponge. Reprinted with
permission from [31], Y. Ando et al., Jpn. J. Appl. Phys. 37, L61 (1998).
© 1998, Institute of Pure and Applied Physics, Japan.

Figure 10. HRTEM micrographs of MWNT prepared by hydrogen arc
discharge: (a) side view, (b) edge-on view. Reprinted with permission
from [21], Y. Ando et al., Carbon 39, 569 (2001). © 2001, Elsevier
Science.

SWNTs were found in the specimen produced by arc dis-
charge using a graphite rod including a metal catalyst (Fe),
not in the cathode deposit but in the carbon soot. Incorpo-
ration of the metal catalyst is essential to produce SWNTs.
In Iijima’s case, a mixture of methane (10 torr) and argon
(40 torr) was used as the ambient gas [9]. Bethune et al.
prepared SWNTs under slightly different conditions using a
Co catalyst in helium gas [10]. However, in both cases, the
yield of SWNTs was very small.

3.2. Mass-Scale Production

High-yield SWNTs were first obtained by laser ablation [13],
in which unwanted nanoparticles were negligible as com-
pared to SWNTs. However, the overall quantity of SWNTs

Figure 11. HRTEM micrograph of a 4-Å tubule. Reprinted with per-
mission from [32], L.-C. Qin et al., Nature 408, 50 (2000). © 2000,
Macmillan Magazines Ltd.
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Figure 12. HRTEM micrograph of SWNT. Reprinted with permission
from [9], S. Iijima and T. Ichihashi, Nature 363, 603 (1993). © 1993,
Macmillan Magazines Ltd.

obtained was still very small. Later on, Journet et al. suc-
ceeded in obtaining a large quantity of SWNTs by the arc
discharge method [14]. They used a bimetallic catalyst; the
best results were obtained with 1 at% Y and 4.2 at% Ni.
An SEM micrograph of SWNTs as high density of entangled
carbon filaments is shown in Figure 13, which is formed as
a collar around the cathode deposit and is not the cathode
deposit itself. Such SWNTs are also obtained in other places,
that is, rubbery soot condensed on the chamber walls, web-
like structures between the cathode and the reactor walls,
and a cylindrical deposit at the cathode end.

3.3. Arc Plasma Jet Method

Unlike the case of MWNTs, the cathode deposit of arc dis-
charge using a metal-doped anode does not include SWNTs
[14]. Hence, an attempt was made to reduce the cathode
deposit and increase the quantity of soot generated that con-
tains SWNTs [33]. A pure graphite cathode and metal-doped
anode were set at an angle of 30�, and discharge was carried
out with the arc flame occurring along the inclined cathode.
This new method to produce SWNTs is known as the arc
plasma jet (APJ) method [33].

The evaporation rate of the anode and the production
rates of the carbon soot and cathode deposit measured in
SWNT production experiments under He gas at 500 torr
[33] are shown in Figure 14a and b. In the case of APJ,
more than 80% of the evaporated anode yields cotton-like
soot containing SWNTs and less than 20% appears as cath-
ode deposit. On the contrary, the quantity of deposit in
the conventional arc method is larger than the soot at a dc

Figure 13. SEM micrograph of large-scale production of SWNTs by arc
discharge. Reprinted with permission from [14], C. Journet et al., Nature
388, 756 (1997). © 1997, Macmillan Magazines Ltd.

Figure 14. Evaporation rate of the anode, production rate of carbon
soot, and production rate of deposit measured in SWNT production
experiments under He gas of 500 torr: (a) APJ method, (b) conventional
arc method. Reprinted with permission from [33], Y. Ando et al., Chem.
Phys. Lett. 323, 580 (2000). © 2000, Elsevier Science.

arc current higher than 70 A. Figure 15 shows a characteris-
tic SEM micrograph of cotton-like carbon soot produced by
the APJ method [33]. A large number of entangled SWNT
bundles and nanoparticles of Ni are seen. The catalyst metal
particles are usually covered by thick amorphous carbon,
which is hard to remove. Nevertheless efforts to purify as-
grown SWNTs are in progress.

4. PROPERTIES OF SWNTs
AND MWNTs

4.1. Structures

The helical structures of MWNTs and SWNTs are eluci-
dated from their electron diffraction patterns observed by
TEM [1, 9]. The atomic structure of individual SWNTs can
be determined by scanning tunneling microscopy (STM)
[34, 35]. All three types of possible structures predicted
theoretically—chiral, zigzag, and armchair—were confirmed
experimentally by STM images [34–36].

X-ray diffraction (XRD) measurement of H2 arc MWNTs
is performed using a synchrotron radiation source [37]. The

Figure 15. SEM micrograph of carbon soot containing SWNTs which
were prepared by the APJ method. Reprinted with permission from
[33], Y. Ando et al., Chem. Phys. Lett. 323, 580 (2000). © 2000, Elsevier
Science.
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powder XRD patterns (wavelength 0.9942 Å) are collected
using a powder X-ray diffractometer equipped with an imag-
ing plate. H2 arc MWNT samples are sealed in a quartz
capillary and the temperature is controlled in a range from
room temperature (RT) to 900 K. XRD profiles are taken
as a function of temperature. The XRD profiles of the (002)
peak at RT and 873 K are analyzed by Gaussian line shape
as shown in Figure 16. Thus, each peak is decomposed into
three kinds of peaks: A, B, and C. The first two peaks, A
and B, are due to defective MWNTs, while peak C is most
probably due to a perfect Russian-doll-type structure.

4.2. Electric Properties

Not only the helical structure of SWNTs but also the elec-
tronic density of states can be measured by STM [34, 35].
It has been confirmed that SWNTs are metallic or semi-
conducting depending on the wrapping angle and the tube
diameter. The electrical transport measurements of individ-
ual SWNTs [38] also coincide with the theoretical predic-
tions [39].

On the other hand, the electric resistance of individual
MWNTs has been measured by a micro-manipulator system
[40]. Individual H2 arc MWNTs can conduct high electric
current [19], 1�0× 107 A/cm2. The temperature dependence
of their electric resistance in curve a (Fig. 17) shows that
the resistance decreases with increasing temperature. This

Figure 16. X-ray diffraction profile of H2 arc MWNTs. Reprinted with
permission from [37], Y. Maniwa et al., Phys. Rev. B 64, 073105 (2001).
© 2001, American Institute of Physics.

Figure 17. Temperature dependence of electric resistance of MWNT.
Curve a is obtained from a single MWNT and curve b is obtained from
a bundle of MWNTs. The arrows show the direction of the temperature
change. Curve a is semiconducting and curve b is metallic. Reprinted
with permission from [19], Y. Ando et al., Diamond Relat. Mater. 9, 847
(2000). © 2000, Elsevier Science.

temperature dependence corresponds to the semiconducting
character of MWNTs. In curve b, the resistance increases
with increasing temperature, namely, metallic character.

Field emission measurements of the spongy bulk of H2 arc
MWNTs have also been carried out [19]. A practically desir-
able field emission current density of 1 mA/cm2 is achieved
only at an anode voltage of 580 V. The value of the applied
voltage is reduced to a field (applied voltage/gap distance) of
1.2 V/�m. A light source device, which emits primary color of
super-high luminance and fast switching, has been developed
by using the spongy bulk of the H2 arc MWNTs [41]. High
current density is obtained and enough electron emission is
maintained for a long time. A super-high green luminance of
1�0× 106 cd/m2 is achieved by the light source device.

4.3. Raman Spectra

The Raman spectra of SWNTs show their characteristic fea-
tures [42, 43]. In the low-frequency region, radial breathing
modes (RBMs) are observed at frequency values inversely
proportional to the diameter of the SWNTs [42, 43]. The
observation of RBM peaks is necessary to confirm the pres-
ence of SWNTs. In the high-frequency region, the splitting
of G-band modes and its splitting due to the cylindrical
structure of SWNTs are observed.

In the past decade, extensive Raman experiments have
been performed on MWNTs synthesized by arc discharge
evaporation in helium gas and by CVD. However, the
reported Raman spectra closely resemble that of graphite,
and no RBMs have yet been found [44–46] except by Jan-
toljak et al. [47]. On the other hand, many Raman-active
modes [22, 48] are observed for H2 arc MWNTs in the low-
frequency region. The resonance effect of each mode [49]
is similar to that of the RBM in an SWNT. It is known that
RBMs are expected to have an A1g symmetry, and the wave
number of the RBM is proportional to the inverse of the
diameter of the SWNT [42, 43].

Figure 18 shows the micro-Raman spectra [22] in the
low-frequency region (100–600 cm−1) for three specimens of
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Figure 18. Raman spectra of MWNT mat in low-frequency region.
Reprinted with permission from [22], X. Zhao et al., Chem. Phys. Lett.
361, 169 (2002). © 2002, Elsevier Science.

H2 arc MWNT mats, (A)–(C). For comparison, the Raman
spectra of SWNTs produced by the APJ method [33] and
highly oriented pyrolytic graphite (HOPG) are also dis-
played in Figure 18. In contrast to HOPG, many sharp
Raman-active peaks are observed in the Raman spectra of
the MWNT mats. The highest frequency peak is observed
at 570(3) cm−1 in MWNTs (A), where the full width at half-
maximum (FWHM) is given in parentheses. By observing
the polarized Raman spectra from single straight bundles of
MWNTs, each Raman-active peak in Figure 18 is assigned
an RBM [22]. In the case of MWNTs, the RBM comes from
the thin innermost diameter. From the RBM frequency the
diameter of the innermost tube can be determined. Thus,
the highest frequency peak 570 cm−1 is due to the smallest
innermost tube of 0.4 nm [32].

The characteristic features of the Raman spectra are also
observed in the high-frequency region for individual H2
arc MWNTs dispersed onto a silver substrate [23]. Surface-
enhanced Raman scattering (SERS) spectra are taken from
a single H2 arc MWNT. Three examples of Raman spectra
are shown in Figure 19a and b for the low- (100–600 cm−1)
and high- (1450–1650 cm−1) frequency regions, respectively.
In Figure 19a, single RBM peaks of different frequencies
with sharp FWHM can be seen for each H2 arc MWNT, A,
B, and C. The RBM frequencies of 216, 403, and 192 cm−1

Figure 19. Surface-enhanced Raman spectra from individual MWNT:
(a) low-frequency region, (b) high-frequency region. Reprinted with
permission from [23], X. Zhao et al., Appl. Phys. Lett. 81, 2550 (2002).
© 2002, American Institute of Physics.

correspond to the innermost diameters of H2 arc MWNTs:
1.09, 0.58 and 1.23 nm, respectively. SERS spectra A, B, and
C in Figure 19b show multiple splitting of the G-band modes
in H2 arc MWNTs. These peaks are analyzed by Lorentz
fit [23] and decomposed into a broad graphite-like line at
approximately 1580(20) cm−1 and sharp lines with FWHM
of about 4 cm−1. The latter originate from the thin inner-
most tubes of H2 arc MWNTs [23].

4.4. Nanocomposite Structure

By removing the cap of the MWNT or SWNT, other mate-
rials such as some metals or fullerenes can be inserted into
the tube [50–52]. Nanotubes act as molds for the fabrication
of metallic wires, some of which are less than 2 nm in diam-
eter [50]. From these viewpoints, new composite materials
have been made. As an interesting phenomenon, heat treat-
ment of SWNTs filled with C60 [52] leads to the formation
of double-wall carbon nanotubes (DWNTs) [53]. This is a
new method for making DWNTs.

5. APPLICATIONS OF MWNTs
AND SWNTs

Potential applications of carbon nanotubes are predicted
for electrical, electronic, mechanical, and chemical applica-
tions, such as field emission [54], flat-panel display source,
quantum wires [38], X-ray source [54], contact needle
of atomic force microscopy, hydrogen storage, gas sen-
sors, capillarity-induced filling of metal [50], and fullerene
peapods [52]. Highly crystallized MWNTs and SWNTs pro-
duced by arc discharge should have more potential for
electronic and mechanical applications. Application-based
research of SWNTs and MWNTs is continuously increasing
worldwide.

GLOSSARY
Arc discharge Evaporation method of graphite electrode
using arc discharge. Usually carried out in inert gas.
Arc plasma jet (APJ) Method to prepare SWNTs by a
special kind of arc discharge.
Carbon nanoparticles Nanometer-sized particles made of
carbon, which usually has onion-type layered structure.
Carbon nanotube Tube composed of carbon atoms only,
having a diameter on the order of nanometers. Each tube is
made of a rolled graphene sheet.
Carbon roses Petal-like carbon made of graphene sheets,
which resemble a rose.
Chemical vapor deposition (CVD) An alternative method
to make fibers or carbon nanotubes.
Field emission Electron emission from metal just by apply-
ing electric field without heating the metal.
Fullerenes Represented by C60, which is a macromolecule
having a cage structure consisting of hexagonal and penta-
gonal carbon rings.
G band Typical Raman peak of graphite observed at
1582 cm−1, which has E2 symmetry.
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H2 arc MWNTs MWNTs prepared by dc arc discharge in
H2 gas.
Multiwalled carbon nanotubes (MWNTs) Consisting of
many rolled graphene sheets.
Radial breathing mode (RBM) Observed in low-frequency
region of Raman spectra of thin tube. The frequency is pro-
portional to the inverse of the tube diameter.
Raman spectra Spectra of Raman shift measured by laser
acquisition.
Single-walled carbon nanotubes (SWNTs) Consisting of
only one rolled graphene sheet.
X-ray diffraction (XRD) Pattern to clarify crystal struc-
tures.
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1. INTRODUCTION
The source of the most commonly used cathode ray tube
(CRT) is an electron, which is thermally ejected from a
hot cathode surface. To facilitate the electron ejection, a
material with low work function such as a barium oxide com-
pound has been used [1]. The ejected electrons are acceler-
ated through the electric field for rastering and exciting the
phosphor screen to display images. The electron emission
and acceleration process lead the CRT to consume a lot of
power, to operate at high voltage, and to be very bulky. Even
though there are some advantages to conventional CRTs
such as wide viewing angle, fast response time, unlimited
colors, and low price, these CRTs are losing the competition
in the display market these days. One major reason is that,
in nature, the large dimension and high operational voltage
do not allow the CRT to be portable. Portability, however,

is one of the essential features that a display must satisfy in
the information age to permit accessibility to the intellectual
resources at any time and any place. Therefore, the demand
for a flat-panel display, which is slim, light, and operating
at low voltage and at low power consumption, has become
even stronger.

The annual revenue of the fast-growing global market of
flat-panel displays (FPDs) is supposed to reach 80 billion
dollars in 2010 [2]. Such tremendous growth of the FPD
market has been empowered by the wide distribution of the
laptop computer and technical developments in the area
of FPDs. In the FPD market, there are several types of
displays: liquid crystal display (LCD), plasma display panel
(PDP), organic electroluminescence display (OELD), and
field emission display (FED). At present, the LCD, domi-
nating about 80% of the market, is very light and slim and
operates at low voltage, but contains problems such as lim-
ited colors, narrow viewing angle, narrow operation voltage,
and high power consumption. LCDs should overcome these
problems in order to maintain their position in the mar-
ket. At the same time, other types of FPDs have to show
technical superiority to survive in the market. For instance,
PDPs can be readily scaled up to over 60 in., but consume
heavy power for plasma generation and still do not show the
wide color range that CRTs can display. The OELD, which
is flexible and can be fit into almost any shape, operates suc-
cessfully only for a few hundred hours and degrades fast and
furthermore shows low thermal stability.

Among these displays, the FED has captured only a small
portion of the market. The CRT and FED have many inter-
nal structural features in common, except for the electron
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ejection gun. In FEDs, the electrons are ejected by the
strong local electric field from many sharp tips. The electric
field can be switched on and off swiftly, contributing to the
fast response time. FEDs can also provide unlimited colors,
a wide viewing angle, and a wide operating temperature, but
with low power consumption and low applied voltage. In
addition to the above advantages, there are millions of tips
in a pixel. Therefore, if one of the emitters stops function-
ing, another emitter contributes to the field emission. All
theses properties of the FED make it an almost perfect dis-
play. However, many technical issues have yet to be resolved
to meet the requirements for commercialization.

The field emission phenomenon was not clearly under-
stood until the adoption of quantum mechanics, because
field emission is different from thermionic emission, where
sufficient kinetic energy should be given to the electrons
in order to surmount the potential barrier at the interface
between the vacuum and the surface of the emitter [3–5].
Field emission is a tunneling phenomenon, which cannot be
described by classical mechanics. In the presence of a strong
electric field, electrons can tunnel through the potential bar-
rier since the barrier becomes dramatically narrow under
such a strong field, as shown in Figure 1. Therefore, the field
emission is expected to vary with the strength of the applied
field and the work function of the emitter materials. Some
efforts neglecting this tunneling effect were made in the 20th
century, but turned out to be unsuccessful for characteriz-
ing the relationship among the above parameters [6], until
Fowler and Nordheim formulated the relationship based on
quantum mechanics. In their formula, the emission currents
can be described as follows:

J = A��V �2 exp�−B�3/2/�V � (1)

where � is the work function of the tip, A and B are con-
stants, and � is a field enhancement factor depending on the
geometrical structure [7].

Metal tips were used to study the field emission in the
early days. The metal tips are prepared by electrochemi-
cal etching [8, 9] and lead to an intensification of the elec-
tric field. Among various metals, refractory metals, such as
tungsten, and molybdenum are utilized for field emitters

f
f Eff

Fermi level

Vacuum level (a)

(b)
(c)

Figure 1. Schematic diagram of potential barrier (a) on the emitter sur-
face, (b) under an applied electric field, and (c) with the effect of image
potential. � and �eff are the work functions on the emitter surface with-
out and with the combination of the applied field and image charge,
respectively.

because of their high melting temperature and mechani-
cal robustness to high electrical stress [10, 11]. An emit-
ter coated with a thin film of low work function, such as
Cs, can render lower operation voltage, but the chemically
reactive Cs becomes easily oxidized, decreasing the current
density [12]. However, the high work function and low field
enhancement factor of metal emitters of about 10 require
an ultrahigh vacuum environment and appreciable emission
voltage in the range of 3–7 × 109 V/m, which would even-
tually result in the ionization of the residual gases, physical
sputtering of the emitter tip, and fluctuation of the emission
currents. For these reasons, coating the emitter tips with
wide bandgap materials (WBGMs) exhibiting negative elec-
tron affinity (NEA) such as diamond, SiC, c-BN, LiF, and
CaF have been attempted [13–16]. Even though the high
mechanical hardness and chemical inertness of the WBGM
are very beneficial for field emitters, concurrently a wide
bandgap becomes a prime obstacle that hinders large elec-
tron emission and lowers electrical conductivity unless the
coating thickness is controlled with high precision.

Another attempt to circumvent the high turn-on voltage
of the metal emitters is miniaturization of the device by
microfabrication techniques from the semiconductor indus-
try. The pioneering achievement was first made by Spindt in
1968 [17]. He fabricated a gate-structured cathode consisting
of a cathode and a gate electrode. For the cathode, ther-
mal evaporation of molybdenum was conducted through the
microcavity, which had been preformed on a layered struc-
ture of gate/insulator/cathode. The gap between the gate
and the conical-shaped emitter is only about 0.5 �m and the
cathode is a matrix-addressed Mo emitter array. The prox-
imity of the gate electrode and the high population of emit-
ters, 2�5× 107 emitters/cm2, contribute to the large available
emission current of 1000 A/cm2 at a bias voltage of 100 V
[18]. Despite the fact that such prominent advancements
enable us to operate FEDs at low voltage with large emis-
sion current, the operation voltage is still too high to be
met by the current integrated circuit (IC) chip driving circuit
and furthermore thin-film deposition for making the emitter
array is not an effective approach for lowering the manufac-
turing cost and scale-up of the display.

2. ADVANTAGES OF
CARBON NANOTUBES

As briefly mentioned in the previous section, field emitters
should be robust in order to sustain a high electric field
and large emission current. Therefore, the emitter mate-
rial should have a high melting point, high thermal and
electrical conductivity, and high physical stiffness. In addi-
tion, low work function is one of the important factors in
making a field emission device operable at low voltage. High
mechanical stiffness would help emitters to minimize the
geometric deformation from ion bombardments; chemical
inertness must be a significant advantage making emitters
immune to the residual gases. However, it is not easy to
find a material satisfying all these requirements. Nonethe-
less, carbon nanotubes (CNTs) are a potential material for
field emitters in many aspects. The CNT first reported by
Iijima et al. is a seamless tubular structure formed by rolling
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up and matching a graphene sheet [19]. The cylindrical
CNT is composed of single layers or concentric multilay-
ers of the graphene sheet. The geometric structure of the
CNTs makes them very effective field emitters when they
are placed inside the electric field due to the large aspect
ratio coming from a small diameter ranging from one to sev-
eral nanometers for single-walled CNTs (SWCNTs) and a
few tens of nanometers for multiwalled CNTs (MWCNTs)
and a length of several micrometers. CNTs, sp2-bonded car-
bon networks, are supposed to have a high Young’s modu-
lus with low mass density. However, the technical difficul-
ties involved in the manipulation of the nanotubes mainly
come from the small diameter and the tendency of the CNTs
to form bundles, which makes direct measurement of the
mechanical properties a challenging subject. As a conse-
quence, only a few measurements on the Young’s modulus
have been reported. The studies have been carried out under
or inside a microscope. One approach is to correlate it with
the amplitude of a standalone oscillating CNT whose bottom
is fixed at the substrate [20, 21]. The detailed characteristics
of the CNT motions observed inside a transmission electron
microscope (TEM) are analytically studied after printing the
micrographs. Measurements made on many SWCNTs reveal
that the Young’s modulus is 1.25 TPa, which is greater than
the modulus along the basal plane of the graphite. Another
approach is to use atomic force microscopy (AFM) to bend
an SWCNT bridging a pore of an ultrafiltration alumina
membrane using an AFM tip [22, 23]. But, regardless of the
experimental methods, the Young’s modulus of the SWCNT
is about 1 TPa. Also, in the case of the multiwalled CNT
with a diameter larger than 2 nm, the Young’s modulus is
on the same order as that of the graphite. This suggests that
a large diameter does not induce stiffening [22].

CNTs, quasi-one-dimensional structures with the unique
electronic structure of a graphene sheet [24], exhibit very
high electric and thermal conductivity [25]. The electronic
properties are highly responsible for the geometric struc-
tures [26]. Although graphite is a semimetal, the CNT can
be a metal or a semiconductor, depending on the diame-
ter and chirality of the tube, with various energy bandgaps
usually below 1 eV [26–29]. The influence of these versa-
tile electronic properties on the geometrical structures orig-
inates from the unique mirror-image band structure of the
graphene sheet and the quantization of wave vectors along
the circumferential direction. The periodic boundary condi-
tion along the circumference allows only a certain set of k
states of the planar graphite sheet to be available, depending
on the tube diameter and chiral angle. In general, the chiral
angle of each single-walled CNT can be designated by an
integer pair (n�m), where n and m are indices of two basis
vectors of the graphene sheet. Any choice of (n�m) classi-
fies CNTs into two categories, depending on the metallicity.
All (n� n) tubes have a band degeneracy, which is induced
by crossing � and �∗ states at k = 2/3��/a0�. Therefore,
these tubes should be metallic. The (n�m) tubes satisfy-
ing n − m = 3i, where i is a nonzero integer, should also
be metallic. All others are large-gap semiconductors. For
semiconducting tubes, the bandgap decreases inversely pro-
portional to the diameter. The above band-folding scheme
is valid for tubes with a large diameter. However, for the

(n� 0) tube with a small diameter, this scheme is not ade-
quate because the strain energy dramatically increases as the
degree of curvature becomes larger. This curvature effect
or strain opens up the small bandgap, whereas the tube is
practically metallic at room temperature due to the small
bandgap. The curvature effects become more prominent, at
which point the tube is under mechanical stress because of
an enhanced mixing of the � and � states [30].

To construct the closure of the graphene sheet, the incor-
poration of topological defects, pentagons, is essential. It
results that, many different structures can exist at the cap.
The variety in cap structures stems from the variable num-
ber of pentagons involved and their relative positions with
respect to the hexagons [31]. Due to this property, it is pos-
sible that there exist several different cap structures at the
same tube diameter and the consequence is remarkable dif-
ferences in the electronic structures at the cap.

The electronic structures in correlation with the chirality
and the diameter of the tube have been examined by scan-
ning tunneling spectroscopy (STS) [32–34]. Raman spec-
troscopy has proved to be an easily accessible, reliable, and
nondestructive method to probe the chirality and diameter
of the individual tube [35]. However, these approaches are
not applicable for the investigation of the cap geometry. The
structure of the cap has been investigated using field emis-
sion microscopy (FEM) [36–38]. A pentagon ring of carbon
is clearly seen. In addition, since the pentagon is a defect,
the electronic structure at the cap should be different from
that on the wall. As mentioned previously, the diversity in
structure results in various local electronic structures at the
cap [39]. Understanding the local density of states (LDOS)
originating from these defects has huge significance for dis-
covering the field emission properties since, in some topo-
logical configurations, the localized states can emerge very
near the Fermi level at which the field emission take places
[40]. At pentagonal sites, the field emission is observed to
be stronger and gas adsorption is more active than at other
hexagonal areas [36]. Dean et al. have proposed that the
nonmetallic behavior observed at the high voltage region
might be related to the defect states [41]. Unfortunately,
complete comprehension of the emission behavior corre-
lated with the cap geometry is not well established. This will
require systematic studies in the near future.

When the carbon nanotube was first discovered in 1991,
it was a soot synthesized by arc discharge [19]. Usually, this
growth method together with laser ablation is known to pro-
duce highly crystalline single-walled and multiwalled nan-
otubes [42]. The generated CNTs are entangled in bundles,
with amorphous carbon, graphitic particles, and other forms
of carbons as by-products [43, 44].

The entanglement of the CNTs with amorphous carbon
layer and catalyst particles along the tube leads to the labo-
rious purification process consisting of sonication, air oxida-
tion, and acid treatments [44]. After the purification process,
only a small amount of CNT with high quality is obtained.
However, in the two growth methods, since the synthesis
takes places over a very local area at extremely high temper-
ature, the scale-up of the growth system is practically impos-
sible. Also, without the removal of amorphous carbon, metal
particles, and graphitic particles, the application of pristine
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CNTs as field emitters causes the emission properties to
be uncontrollable. However, if we understand the growth
mechanism, where catalytic decomposition of hydrocarbon is
involved, the control of diameter, length, directional growth,
and scale-up of growth system, which are impossible in arc
discharge and laser ablation, would be achieved in a chemi-
cal vapor deposition (CVD) system.

In CVD, all the growth parameters from arc discharge
and laser ablation are precisely controlled and slowed down
over a prolonged growth period. First, in CVD, the heat-
ing of catalyst metals is carried out after the CVD chamber
is filled with carrier gases and hydrocarbon sources up to
a certain pressure. Usually, catalyst metals such as Fe, Ni,
and Co are deposited on a Si substrate or porous support
such as alumina and zeolite to hold the nanoparticles inside
the channels [45–47]. During the temperature elevation, the
control of diffusion and agglomeration of metal particles due
to thermal energy is very critical to monitor the tube diam-
eter and density [48]. The growth temperature varies with
the gas species and catalyst metals, but ranges between 600
and 1000 �C. As carbon sources, C2H2, CH4, CO, ethylene,
and even alcohol are used [48–51]. Recently, the growth
of CNTs aligned in the perpendicular direction to the sub-
strates has successfully been accomplished by many groups
[52–55]. CVD tubes grown for 20–30 min are, on average,
about 10–50 �m long and 50 nm wide. The huge progress in
CNT growth using the CVD method has led to a reduction
in the purification steps and resulted in vertically aligned
tubes. Still, the growth of CNTs below 550 �C over a large
area in an economic way requires further investigation for
their practical application.

3. FIELD EMISSION PROPERTIES
OF CARBON NANOTUBES

Before de Heer and his group studied the field emission
using highly oriented CNTs [56], the growth of the CNTs
using the CVD method had been demonstrated [57, 58].
Although CVD growth promises several advantages for
applications as field emitters compared to arc discharge and
laser ablation synthesis, the realization of the field emitter
was postponed due to poor alignment of the CVD-grown
tubes. However, later, more adaptable CNTs with better ori-
entation were grown on mesoporous media by the CVD
method by Li et al. [59]. The above pioneering research
has ignited worldwide research on CNTs as field emitters.
MWCNTs can be grown in a preferential direction using cat-
alyst particles deposited on Si substrates using a magnetron
sputter. However, the complexity of the growth parameters
such as temperature, flow rate, catalyst metal, gas species,
pressure, and grain size of catalyst metal results in wide
diversities in tube structure, diameter, density, length, and
crystal quality.

Characterizations of electron field emission from CNTs,
which are placed inside a strong electric field, have been
carried out in many different ways. We know from (1) that
the emission currents are a function of work function and
field enhancement factor. However, the work function, in
particular, at the emitting site, is not the same as that
at the bulk and is very sensitive to local electronic struc-
tures. Many groups have demonstrated from FEM studies

that field emission occurred through the cap, and the cap
structures observed on the phosphor screen are different
from tube to tube. This implies that emission currents might
change dramatically depending on the cap geometry, but sys-
tematic studies have not been carried out due to the various
geometries. Some theoretical calculations on the effects of
cap structures have been conducted only on certain types
of tubes [39, 60]. Kim et al. proposed that the localized
states of the pentagon defect contribute to the field emis-
sion only at strong electric field and the degree of charge
accumulation at the cap shows stronger dependence on the
tip sharpness rather than the local atomic geometry [61].

From the aspect of electronic structures, CNTs are differ-
ent from previous metal emitters. Nevertheless, the Fowler–
Nordheim (F–N) characteristic curve obtained from CNTs
resembles that of metal emitters. Due to the advantage of
the tip geometry, the CNT has a lower turn-on voltage,
between 1 and 2 V/�m. The SWCNT has a lower turn-
on voltage than the MWCNT. The evaluated field enhance-
ment factor from the F–N plot based on a work function of
5.0 eV is about 1000–3000 and 2500–10,000 for MWCNTs
and SWCNTs, respectively [62]. The higher field enhance-
ment factor for SWCNTs is attributed to the smaller diam-
eter. Bonard et al. have also tested the emission stability of
both tubes for long-term operation. The emission currents
from the SWCNTs degrade about 10 times faster than those
from the MWCNTs. This degradation could be explained
possibly by the structural weakness of the SWCNT edge to
the ion bombardment of residual gases [62]. The higher sta-
bility of the MWCNTs could also be explained by the tube
edge interactions, where the tube edges are stabilized by
lip–lip interactions via spot-welded adatoms [63].

The directional dependence of the emission properties
was also studied. The field emission has been examined as a
function of the angle of CNTs with respect to the substrate
[64]. Contrary to the general belief that the low turn-on volt-
age of CNTs is attributed to the high aspect ratio, where the
aspect ratio is presumed to be even greater with the CNTs
aligned in parallel with the electric field, the CNTs parallel
to the substrate eject electrons at a lower turn-on voltage. It
has been proposed that numerous defect sites along the tube
wall contribute to easier electron emission. Another possible
explanation is the catalyst existing at the end of the tube,
which degrades the field emission currents.

With regard to the fabrication of flat-panel displays based
on the CNTs, depositing the emitters with an optimum num-
ber of CNTs per unit area is crucial, since the poor emis-
sion properties observed from the CNT films grown by CVD
are speculated to originate from high tube density due to
the shielding effect of the electric fields. Several approaches
have been attempted to regulate the CNT emitter density
on the substrates. One approach is to regulate the grain size
and density of the catalytic particles during thin-film depo-
sition using typically RF (radio frequency) magnetron sput-
ter, which enables one to control the grain size and density
by the plasma power, substrate temperature, and deposition
time [65].

Another way to deposit catalyst particles is to print
using a stamp. This is called micro-contact printing (�CP),
which uses a patterned elastomeric stamp to transfer a
self-assembling material (SAM)–forming ink. The stamp is
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made by casting a polydimethylsiloxane (PDMS) elastomer
on a master with a designed pattern prepared by MEMS
(microelelctromechanic system) techniques. A catalyst-
containing solution is used for the ink. [66–68]. The transfer
of catalyst particles is made by compressing a stamp against
the substrate after dipping the stamp into the ink or plac-
ing a droplet on the stamp. The primary advantages of �CP
are its simplicity and scalability. One can readily change the
concentration of the catalyst ink and generate reproducibly
the same pattern over a large area. Bonard et al. have exam-
ined the correlation of concentration of catalyst ink to CNT
growth. In their study, up to a certain concentration, the
alignment of CVD-grown CNT becomes better along the
vertical direction and then CNTs do not grow above the
optimum concentration [69].

Another way to control the emitter density is to use a
template, which arranges the metal particles along geomet-
ric channels. The template is composed of arrays of pores,
whose diameter and pore–pore distance are well defined
through the anodizing process [70]. During the anodization
of high-purity aluminum, we can change the pore diameter,
pore–pore distance, and pore depth by varying the voltage,
temperature, reaction time, and proper choice of chemi-
cals. Using an anodized aluminum oxide (AAO) template,
monodispersed pores with a high regularity over a large area
have been obtained by several groups [71–74]. One of the
benefits of using the AAO template is that we can precisely
control the ratio of height to diameter, which is an essential
factor for regulating field emission and minimizing screening
effects, as shown in Figure 2a and b. The detailed signifi-
cance of screening effects due to the neighboring tubes is
well documented in the literature [75]. The most efficient
ratio of tube height to tube–tube distance is known to be

Figure 2. SEM images of CVD-grown CNTs using AAO template. The
average tube diameter and tube–tube distance are (a) 38 and 104 nm
and (b) 19 and 65 nm, respectively. The variation of field enhancement
factors in the function of tube height. The intertube distance is (a)
104 nm and (b) 65 nm. Reprinted with permission from [75], J. S. Suh
et al., Appl. Phys. Lett. 80, 2392 (2002). © 2002, American Institute of
Physics.

about unity. The field enhancement factor at this configura-
tion ranges from 2500 to 3500, as shown in Figure 2c and d.

All the approaches mentioned above manage the as-
grown tube density by arranging catalyst particles before the
tube growth. The following screen-printing method is used
to handle the ready-grown nanotubes. In the screen-printing
approach, the as-grown or purified SWCNTs are dispersed
in isopropyl alcohol and mixed with an organic binder
such as nitrocellulose and ethlycellulose. The mixture with
homogeneously dispersed CNTs is pasted on the prepat-
terned cathode electrodes [76, 77]. However, the number of
emitters per unit area is also very sensitive to the pasting
techniques.

Another parameter as significant as the tube density in
achieving emission uniformity is the film roughness. Initially,
the emission pattern of the CVD-grown tube is very poor.
The reason is that tubes protruding out from their neigh-
borhood dominate the emission currents. Improvement in
the uniformity of the emission pattern requires removal of
those protruded tubes. The removal process is known as
high-voltage annealing, since the tube is gradually burned
away by resistive heating at large emission currents. While
the duration of the annealing process is strongly dependent
on the applied voltage and emission currents, it usually lasts
longer than 24 h.

The field emission characteristics of CNTs at room tem-
perature exhibit current suppression at a high-field region,
that is, a decrease in the slope of the F–N curve, which is
different from those of the typical metal tips [18, 78]. The
turn-on voltage of the CNTs is as low as a few volts per
micrometer, lower than that of the typical metal tips by a
factor of 100 [79]. Several mechanisms such as space charge,
screening effects, metal particles at the cap, and gas adsor-
bates have been proposed in order to explain the current
suppression at high field.

Lim et al. have checked various possible causes and have
concluded from a slope change during only rise sweep, not
fall sweep, in their I–V curves that the release of gas adsor-
bates at large emission currents are the origin of current sup-
pression [80]. Several groups have observed thermal motions
of the gas adsorbates at the cap using FEM [36, 37, 81, 82].
The cause of thermal fluctuation in FEM images is local
heating for large emission currents. At the stage that gas
adsorbates initially reside on the surface of cap, the emis-
sion currents are stable and the FEM image is motionless.
As the increasing emission currents start to heat up the cap
resistively, local heating, the emission currents fluctuate as
do the FEM images. At even higher bias voltage, a complete
desorption of gas adsorbates on the cap is observed with a
significant current decrease. At desorption, the temperature
is reported to be around 1000 K [41, 82]. The cyclic repeti-
tion of voltage sweep generates consistent I–V characteris-
tics and FEM micrographs. As a consequence, local resonant
states present on the surface of the cap temporarily disap-
pear and reappear in parallel with an increase and decrease
in the emission currents. Field emission enhanced through
the resonant states becomes suppressed in the absence of
adsorbates.

For the purpose of clarifying the effects of each gas
species, Dean et al. intentionally exposed CNTs to different
gases and studied the variation of the emission properties.



616 Carbon Nanotube-Based Field Emitters

Saito et al. have investigated the variation of the emission
properties upon adsorption and desorption of gas adsorbates
[36]. They observed the migration of gas adsorbates on the
cap of the CNT and found that the pentagon site is favor-
able for electron emission because of not only geometrical
protrusion but also the presence of strongly localized states.
It is also found that the gas adsorbates preferred to reside
on the pentagon sites. To remove the gas adsorbates, heating
to about 1300 K is required. This temperature is somewhat
higher than the desorption temperature witnessed by Dean
et al. After heating, the stepwise decrease in emission cur-
rents was observed as the gas adsorbates came off the cap,
as shown in Figure 3.

Among the species introduced into a vacuum system,
water vapor is the only species enhancing emission currents.
Water molecules are removed from the surface of the CNT
at about 900 K and degrade the emission. Lim et al. studied
the effects of different gases on the field emission properties
as a function of exposure times. In their experiment, oxy-
gen gas reduces the emission currents significantly through
the oxidative etching process. The erosive etching of oxygen
gases destroys the sp2 network and depletes the 2p–� elec-
tron states, which contribute to the field emission currents
[83, 84]. The destruction of tube structure and reduction in
electronic states near the Fermi level result in high turn-
on voltage and low emission currents. After oxidation, the
contents of the sp3-bonded structures increase. The reverse
transition from sp3 to sp2 is partially achieved as the MWC-
NTs were annealed above 750 �C.

Theoretical calculations on the electronic structures in
the presence of gas adsorbates and an adsorption mecha-
nism have provided a clearer understanding of the effects
of field emission upon gas species [85–87]. The influence of
water molecules on field emission has been studied. Water
molecules, whether they maintain the molecular structure or
break into ions on the cap, always increase the emission cur-
rents. Maiti and his colleagues have assessed the influence

Figure 3. FEM images showing progressive desorption of gas adsor-
bates with the change of emission currents. The first pattern was taken
60 s after the beginning of heating. The following patterns were taken
(b) 90 s, (c) 120 s, and (d) 130 s after heating, respectively. (e) Heating
was turned off. Reprinted with permission from [36], K. Hata et al.,
Surf. Sci. 490, 296 (2001). © 2001, Elsevier Science.

of water molecules that exist on the cap. In their study, they
chose a closed tube and water molecules to be physisorbed
on the cap. Polar water molecules construct complexes sta-
ble up to several hundred degrees, with a corresponding
decrease in the ionization potential and stability of the
highest occupied molecular orbital (HOMO). The resulting
electronic structure becomes more favorable to field emis-
sion. The preservation of the molecular structure of water
neglects the possibility that water molecules can break into
H and OH ions. The residence of water fragments such as
H and OH ions on the open edge of armchair and zigzag
tubes is theoretically well simulated by Hwang and Lee [88].
The resulting electronic states with the Fermi level shifted
toward the conduction band by 0.14–0.17 eV enhance the
field emission for both armchair and zigzag tubes, where the
effect is more pronounced in the zigzag tube edge because
of the introduction of additional states near the Fermi level.

Kim et al. have explored the adsorption of hydrogen,
nitrogen, and oxygen molecules at the open edge of CNTs.
The shift of the Fermi level upon each gas is presented
in Table 1. In their study, oxygen gases with stronger elec-
tronegativity suppress the emission currents by creating a
dipole layer toward the inner tube at the edge of the tip.
In the case of hydrogen gases, the weaker electronegativity
in the hydrogen atom than in the carbon atom is supposed
to promote the emission currents. However, experimental
results show that the hydrogen gases do not affect the field
emission appreciably. Such a result may be attributed to the
absence of resonant states, even though adsorption of hydro-
gen gases shifts the Fermi level toward the conduction band.
Nitrogen gases are supposed to be less effective than other
gases, since the binding state to the edge is relatively weak
and the dipole strength is weak due to a negligible charge
transfer [85].

As CNTs are exposed to oxygen gases, the situation
becomes more complicated due to the progressive change in
the cap geometry. The etching process must be more active
around the cap area than the wall due to the pentagonal
defect sites. Park et al. have pointed out that at the stage
of molecular adsorption emission currents are enhanced by
the electronic structures and local field intensification at the
adsorption sites. In the case of atomic adsorption, the latter
effect is more dominating, whereas molecular oxygen gen-
erates more currents from the new energy states. However,
for prolonged exposure, the cap structure becomes open and
the edge can be terminated with atomic oxygen, resulting in
a decline in the emission currents [87].

Strengthening of the electric field due to sharp geometry
occurs at the cap. The amplified field narrows the potential
barrier so that electrons tunnel more easily into a vacuum.
Therefore, the field emission electron strongly reflects the

Table 1. Change in the Fermi level due to gas adsorption at various
sites.

Armchair, top Armchair, seat Zigzag, top

O2 −0�31 −0�50® −0�12®

H2 0�08 0�15
N2 0�04

Note: ® indicates the resonant states. Units are in eV.
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local density of states (DOS) at the emitting site. As men-
tioned earlier, the integration of pentagon rings into the
hexagon network creates significant modification in the local
DOS. In addition, it is shown by scanning tunneling spec-
troscopy (STS) that the number of pentagon rings and their
relative positions to the hexagon generates a wide variation
in electronic structures [39]. The theoretical evaluation of a
(5� 5) metallic nanotube, whose cap is a hemisphere of C60,
reveals the existence of localized states about 0.8 eV above
the Fermi level. Therefore, this means that the local DOSs
at the cap strongly influence the field emission behavior. The
energy distribution of electrons emitted from the MWCNT
was measured by Fransen et al. [37]. A distinguishable differ-
ence between the metal tip and the MWCNT tip is the shift
in the peak position upon extraction voltage. This opens up
two possibilities. One is that the nanotube is semiconducting
and the other is that the insulation layer between the W tip
and the nanotube induces a voltage drop. It is not clear yet
which mechanism dominates.

The reason that we have studied various emitter materi-
als and examined the environmental stabilities is to securely
preserve the tip from degradation. The degradation process
either breaks out abruptly or progressively develops over a
long period. The degradation of the tips can be divided into
two types: chemical contamination and physical destruction
of the tip geometry. Since current suppression, triggered by
the chemical adsorption of gas molecules, was addressed
previously, here, the cause of the geometrical damage due
to large emission currents and ion bombardments will be
discussed. Usually, in metal emitters, vacuum breakdown
results from the abrupt increase in pressure between the
electrodes, which is responsible for the introduction of
materials from the cathode and anode. When the tip is
involved in the vacuum breakdown, the sudden increase in
pressure between the two electrodes is attributed to large
emission currents, which melt and evaporate the tips. This
catastrophic vacuum breakdown forms a conducting path
between the electrodes, leaving the devices malfunctional.
Another deformation of the tip is triggered by the bombard-
ment of ionized residual gases. The gases existing between
the gap become ionized by the emitted electrons and the
ionized gas molecules are accelerated toward the tip. The
sputtering process continues progressively during the opera-
tion of the FED and can end up with a vacuum breakdown
in the long run. Although CNTs show exceptional conduc-
tivity and physical stiffness, they develop slow variations in
their structures unless the driving voltage is less than the
sputtering threshold. The circumstance in which CNTs are
exposed to energetic ion particles has been well simulated
inside a field ion microscope (FIM) by Hata et al., who
found that CNTs are damaged at an electric field above
10 V/nm [89]. The study also reports that the field evap-
oration of MWCNTs and SWCNTs produces carbon clus-
ters. The major product constituting the cluster is C20, which
is the smallest cage structure composed of hexagons and
pentagons. For the field-induced unraveling process, it was
shown by Lee et al. from theoretical simulation that the
zigzag tube is more favorable for the unraveling of carbon
atoms and the field strength is similar to the result from
the previous experiment [90]. Dean et al. also witnessed a
slow disintegration of carbons from the tip [91]. In their field

emission microscopy (FEM) studies, an individual SWCNT
is able to withstand emission currents up to 1–2 �A, corre-
sponding to 109 A/cm2. Above this current level, CNTs begin
to show local heating evidenced by blurred ring images spin-
ning continuously, as shown in Figure 4. The rotating ring
on an FEM image is evidence that the CNT is being eroded
away from thermal evaporation at about 1600 K.

To enhance environmental stability and durability to ion
bombardment, chemical contamination, and local heating,
various materials have been used as coatings at the apex of
the metal tip [92–94]. However, in the case of CNTs, only
a couple of studies have been carried out. The criteria for
the choice of coating material include chemical inertness,
mechanical hardness, and thermal conductivity. Diamond-
like carbons (DLCs), which consist of sp2 and sp3 carbon, are
good electric and thermal conductors and are physically hard
as well due to the tetrahedral sp3 bond. It is reported that
deposition of 20-nm-thick DLC reduces the turn-on volt-
age from 2.6 to 1.5 V/�m [95]. However, such advantageous
effects disappear as the coating thickness increases to 50 nm.
Another material studied is MgO deposited on CVD-grown
vertically aligned MWCNTs. The role of the MgO layer is to
lower the turn-on voltage by resonantly enhancing tunneling
inside the MgO layer [96].

Doping is another way to enhance the field emission prop-
erties by altering the electronic structure. The most com-
monly used doping materials are boron and nitrogen. Sev-
eral studies report remarkable changes in the structure and
growth behavior. However, the correlation of those changes
with field emission effects has not been reported. Only one
group has reported that Cs-doped SWCNT film shows a
remarkable decrease in work function and turn-on voltage,
which is similar to the metal tip [97]. Although the encour-
aging reduction in work function of the CNT has been
achieved, Cs deposition is not applicable to the usual vac-
uum environment of FED due to degradation [98].

Figure 4. (a) I–V behavior of SWCNT beyond F–N region. (b) Evo-
lution of the FEM image with an increase in emission currents. The
image at 1050 V rotates with a frequency over 5 Hz. Reprinted with
permission from [81], K. A. Dean and B. R. Chalamala, Appl. Phys.
Lett. 76, 375 (2000). © 2000, American Institute of Physics.
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4. APPLICATIONS
Several applications such as FED, electron multiplier, and
X-ray gun have been demonstrated. Among these applica-
tions, the FED will have the largest impact on our society
by revolutionizing the display. The fast-growing FPD mar-
ket and the superior properties of FED have led companies
such as Motorola and Candescent to invest in research and
development of microtip FEDs. In spite of well-established
fabrication technologies, the high production expense, tip
degradation, and difficulty in scale-up make Mo tip-based
FED uncompetitive with other types of FPDs in the mar-
ket. The array of the microtip, called the Spindt cathode,
was made by evaporating an emitter material through the
gate holes. As the size of the cathode becomes larger, the
nonuniformity and production cost go up rapidly.

To overcome the problems arising from scalability and
fabrication cost, several concepts for low-cost and scal-
able cathodes were proposed by different industries such as
Canon, Matsushita, Hitachi, Samsung, and ISE Electronics.
Among these enterprises, Samsung and ISE Electronics are
using CNTs as field emitters.

The first FED taking advantage of CNTs, demonstrated
by Wang et al., has a different form of cathode array [99].
For this cathode construction, a composite of nanotube and
epoxy is squeezed into microchannels on a glass substrate
since selectively CVD-grown CNT emitters are not accessi-
ble to a large area and sodalime glass substrate. The growth
temperature inside the CVD chamber is between 650 and
1000 �C. The emitter density of the as-prepared cathode in
the FED is about two tubes/�m2. A panel, 1×1 cm2 in diode
structure, successfully operates inside a vacuum system at an
applied voltage of 300 V.

A fully sealed FED, 4.5 in. in diagonal, with a high bright-
ness of 1800 cd/cm2 has been demonstrated by Choi et al.
[76]. To achieve an operable pressure, a nonevaporable get-
ter was used. In the display, purified SWCNT was mixed
with an organic binder. This composite was squeezed into a
premade substrate through the metal mesh. In this method,
the uniform dispersion and vertical alignment of the CNTs
must be satisfied in order to meet the practical performance
requirements. To meet the requirements, after pasting the
composite, a pretreatment such as rubbing and electric field
conditioning was carried out to align the embedded CNTs
in the vertical direction, followed by burning of the organic
binder [100]. This fully sealed diode-type display (200-�m
glass spacer) turns on at less than 1 V/�m and emits 1.5 mA
at 3 V/�m.

The matrix-addressed CNT-FED proves that the cathode
array produced by mechanical printing of the mixture of the
CNT and epoxy/organic binder on the electrode-patterned
sodalime glass is scalable, enabling one to enlarge the panel
without limitation in size and with low production cost.

The above two prototype FEDs are configured in a diode
structure, consisting of a cathode and anode. Under this con-
figuration, the ejection of electrons from the emitter surface
is achieved at high voltage since the vacuum gap is about
200 �m. The diode structure is not able to tune the col-
ors and brightness once the electrons leave the surface of
the emitter. Imposing an additional gate electrode at a typ-
ical distance of about 1 �m above the emitter makes for

low-voltage operation and a full range of colors. A few gate
structures and fabrication processes have been suggested
[99, 101–103]. The common aim of all these different struc-
tures is to efficiently tune the emission currents, simplify the
fabrication process, and collimate the electron beam to the
corresponding phosphor cells with a finer color tuning.

The most common triode structure is a normal gate. The
gate electrode is placed between the emitter and the anode.
Samsung developed a fully sealed normal-gated FED with
an active area of 5 in. [101]. The CNT emitters inside the
microcavity are electrically isolated from the gate electrode
and sit on a resistive amorphous Si layer. The gate hole
and the emitter diameter are 30 �m and 20 �m, respec-
tively. The applied voltage over the 1.5-�m insulator gap
between the gate and the cathode turns on the display panel
at 65–70 V. The emitted electrons are accelerated through
a 1.1-mm vacuum gap at 1.0–1.5 kV. Researchers at Sam-
sung observed that at a higher anode voltage the anode
current increased, since the transmittance of the ejected
electrons became higher. The device renders 256 gray scales.
Since Samsung prepared the emitter array using the printing
method, the whole process can be carried out below 400 �C.

The organic binder degrades the vacuum inside the
FED, even after combustion of the organic binder. There-
fore, depositing CNT emitters in the microcavity using the
thermal/MPE-CVD method might be effective to avoid the
current fluctuation due to outgassing [104, 105]. Current
fluctuation due to outgassing is observed to be larger than
7% in a fully sealed FED [76]. In the CVD approach, the
critical issue is how to control the tube number and verti-
cal alignment inside the microcavity. Precise control of these
parameters requires monitoring the grain shape, the size of
the Ni particles, and the morphology of the TiN sublayer.
Pribat et al. implanted a single CNT in each cavity with a
diameter of 200 nm by controlling the size of the catalyst
particles.

The normal-gated FED fabricated by Samsung has dis-
played promising picture quality. However, one of the prob-
lems observed with the normal-gated FED is crosstalk. The
circular shape of the cathode in the microcavity enhances
the electric field at the edge of the cathode, leading to a
strong widening of the electron trajectory [106]. Therefore,
the emission pattern is brighter at the edge rather than at
the center due to crosstalk with neighboring pixels. Another
disadvantage of the normal-gate structure arises from the
cathode fabrication. Since the gate electrode is formed at
the final fabrication step, the contamination of the CNT with
gate materials is unavoidable.

In the under-gate structure, the gate electrode is located
below or at the same height as the cathode so that the tra-
jectory of electrons is tilted with respect to the normal direc-
tion. The schematic view of an under-gate structure is shown
in Figure 5a. The CNT film is pasted at the edge of the cath-
ode electrode. This geometry, which concentrates the elec-
tric field at the edge, contributes to a narrowing of the
electron trajectory, resulting in a uniform emission pattern
and better color separation. A benefit of the under-gate con-
figuration in terms of fabrication is that the manufacturing
process becomes greatly simplified. A prototype monochro-
matic FED, 15 in. in diagonal, designed with the under-gate
structure is shown in Figure 5b.
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Figure 5. (a) Schematic view of an under-gate structure. (b) Monochro-
matic 15-in. FED fabricated with an under-gate structure.

ISE Electronics also demonstrated a CNT-based FED,
which is shown in Figure 6a. This FED has many different
features compared to the FED made by Samsung. In the dis-
play from ISE Electronics, the emitters are prepared using
the thermal CVD method. The benefit of the CVD-grown
tubes is good uniformity in the emission pattern, resulting
from the smooth surface and round edges of the CNT elec-
trodes [107]. However, the problems found during operation
of the display are thermal distortion and vibration of the
gate electrode. Deformation of the gate electrode is not a
result of the growth temperature. The gate electrode is made
of metal and is formed like a long metal wire [108]. The
gate electrode shows local thermal expansion by emission
currents. The inhomogeneous emission pattern contributed
by the thermal distortion was circumvented by introducing
a gate–insulator composite between the ribs of the anode

Figure 6. (a) Schematic of a triode structure with gate–insulator com-
posite having through holes. (b) CNT-FED panel in 40 in. diago-
nal. Reprinted with permission from [110], S. Uemura et al., “SID’02
Digest,” 2002, p. 1132. © 2002, Society of Information Display.

and cathode electrodes. The composite is compressed by an
atmospheric pressure during the evacuation process, which
enables the gate–insulator composite to compensate for the
thermal distortion. In addition, the combination of metal
and insulator is also advantageous in preventing thermal
vibration due to the insulator. All these new features in
the display enhance the emission pattern tremendously by
maintaining the exact distance between the gate and the
cathode electrodes over the whole area. ISE Electronics
demonstrated a 40-in. CNT-FED panel with the benefits of
all the above features, as shown in Figure 6b. The pixel size
of the panel is 2�54 mm × 7�62 mm [3 (RGB)×2�54 mm]
[109, 110].

The application of a CNT as an electron multiplier does
not seem to be attractive because of the metallic charac-
teristics of the sp2 bond. Therefore, the secondary electron
emission (SEE) is not expected to be high. Usually, a large
amount of SEE has been observed on the surface of an insu-
lator such as MgO, SiO2, and diamond. The common prop-
erty among these materials is that they are insulators with
sparse free electrons. Therefore, once the valence electrons
are released by energetic incident electrons, the valence
electrons do not lose energy by an inelastic collision with
conduction electrons. Consequently, those electrons arriving
at the surface can escape into the vacuum as long as their
kinetic energy is larger than the work function. From all
these aspects, the electronic structures of the CNT are not
good for the SEE. Nevertheless, what makes the nanotube
attractive as an electron multiplier is its geometric structure.
The possible application of CNTs to electron multipliers was
demonstrated for the first time by Yi et al. [111]. In their
experiment, catalytically CVD-grown MWCNTs on a silica
glass were coated with a MgO layer, which is one of the
SEE materials. As they bombarded the surface of the MgO,
a huge electron emission was detected with this geometry.
The SEE yield in this case is measured to be 22,000 and
is very sensitive to the backbias, a voltage applied to the
MWCNTs [112]. This value is promisingly large compared
to the MgO by itself, whose SEE yield is about 800. Kim
et al. proposed that Townsend avalanche effects due to field
amplification at the tip of the MWCNT is responsible for
the generation of the huge number of secondary electrons in
the MgO film. The large field enhancement factor of CNTs,
however, highly exaggerates the electric field at the tip and
triggers the secondary electron emission. The field enhance-
ment factor of the MWCNTs is about 1000–2000. The thick-
ness of the MgO layer is also one of the critical parameters
determining the SEE yield. The amplification phenomenon
is most prominent in a MgO layer with a nominal thickness
of about 500–2000 Å.

Luminescent lighting elements equipped with carbon nan-
otube emitters have been successfully exhibited [113, 114].
The lighting elements shown so far are, in principle, working
on field emission. In particular, the flashlight designed by
Saito et al. is similar to a gated-structured FED. The tech-
nical advancements accomplished by CNTs, compared to
conventional thermionic filaments, include superior environ-
mental and emission stability together with low power con-
sumption. This device can operate in a high vacuum range
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and sustain stable emission currents over 4000 h. In addi-
tion, the intensity of luminance is twice that of conventional
devices [115, 116].

Another application of the lighting element was accom-
plished by Bonard and his colleagues [114]. A luminescent
tube was constructed in a cylindrical shape to take advan-
tage of the stronger electric field than diode structure at the
same gap distance. Inside the tube, tungsten wire, which was
coated with catalyst particles, was used for the growth of
MWCNTs and placed at the center of the tube for electron
emission. The I–V characteristics of the tube show a good
agreement with the Fowler–Nordheim equation. The bright-
ness obtained from a tube 50 mm long and 21 mm wide is
reported to be 10,000 cd/cm2.

Most X-ray tubes currently on the market produce
electrons by resistively heating a tungsten filament above
2000 �C. Some of the problems naturally inherent in
thermionic electron emission have been mentioned before.
In addition, the thermionic cathode intrinsically has low
response time and the chemical reaction with residual gases
shortens the lifetime, which leads to failure of the cathode
as well. To liberate the current X-ray tube from the above-
mentioned problems, the hot cathode has been replaced by a
CNT-based cold cathode [117]. In this setup, tungsten wire,
on which MWCNTs were grown after deposition of cobalt
as a catalyst, was used as the electron source. The MWCNT-
covered W cathode contributes to a better X-ray image com-
pared to the thermionic cathode due to the narrower energy
distribution of the emitted electrons. It also shows a high
operating vacuum pressure of 10−7 torr. However, low emis-
sion currents and short lifetime at this pressure prove that
the tube is still far from the marketable stage. Yue et al.
resolved the problems of coating SWCNTs on a flat metal
disk by electrophoresis [118]. In this case, the solid attach-
ment of the CNT to a metal disk is very crucial, particu-
larly under a strong electric field. To enhance the adhesion
between the tube and the metal disk, an iron interlayer was
evaporated onto the substrate. The as-prepared cathode eas-
ily yields a current density of 30 mA/cm2 with negligible fluc-
tuation during operation for 18 h. The above results show
that CNT-based X-ray tubes seem to overcome the technical
difficulties in present X-ray tubes such as lifetime, environ-
mental stability, and portability.

5. CONCLUSIONS
The availability of CNT-based vacuum microelectronics on
the market is dependent on technical advancements and a
profound understanding of the fundamental field emission
mechanism. All the studies carried out on individual or mul-
tiple tubes have shown that the field emission properties are
well explained by the Fowler–Nordheim formula. Neverthe-
less, there exist many scientific issues that are not clearly
answered. For instance, the effects of defect states existing
at the cap, at which field emission actively takes places, have
not been studied well. In addition to this defect effect, com-
prehension of the difference between an open and a closed
tube under intensive electric field is also important. The
deposition of CNTs over a large area and at a temperature
below 500 �C is another issue to be solved. The cause of

field penetration observed from FEM studies is still ambigu-
ous whether it is due to the existence of a semiconducting
tube or an insulating layer between the CNT emitter and
the metal support.

The effective work function at the cap of the clean CNT
is one of the intrinsic parameters to be clarified. Several
groups have measured the work function of the CNT and
reached the conclusion that the work function is slightly less
than that of graphite. However, field emission preferentially
takes place at the pentagon defects, in which strong local-
ized states are observed near the Fermi level. Therefore, the
work function at the emitting site is expected to be differ-
ent from the previously known values. Comprehension of
the work function at the emitting sites can elucidate the real
field enhancement factor appearing in the F–N plots, since
these two parameters are strongly correlated.

There are unique properties originating from low dimen-
sionality. The ballistic movement and Luttinger liquid
behavior of conduction electrons have been observed. The
details of these properties are well described in the literature
[119, 120]. How these low-dimensional properties influence
the field emission currents are to be explored in the future.

Regardless of the lack of understanding of the intrinsic
field emission properties of CNTs, various realizations of
CNT-based applications have shown that the CNT is very
efficient for field emitters. However, these applications are
just prototypes. To meet commercializable performance, the
existing technical obstacles should be resolved.

One of the key parameters that significantly influences the
performance of the FED is phosphor. Even though phos-
phor has a long history of use, the FED has demanded a new
phosphor suitable for low voltage operation. In the cathode
ray tube, the electrons are sufficiently accelerated to excite
the phosphor screen, which is protected by a thin metal
film. The phosphor used in CRTs can generate a full range
of colors with acceptable efficiency. In addition, conven-
tional high-voltage phosphors are well characterized, com-
mercially acceptable, and widely used. The most widely used
phosphors for color display are P22 red, green, and blue
triplets. Among these, green has the most significant effect
on brightness.

The use of high-voltage phosphor for FED turned out to
be unsuitable due to the degradation in lifetime and lumi-
nescence efficiency. Large emission currents can be sup-
plied to compensate for the low brightness, but this leads to
shorter lifetime due to significant chemical degradation. In
addition, the larger emission currents will end up increasing
the manufacturing cost for high-power circuits.

Numerous materials have been tried and their lumi-
nescence properties have been examined. Following are
most the promising luminescent materials for low-voltage
full-color FED applications: for red, SrTiO3 : Pr, Y2O3 : Eu,
Y2O2S : Eu; for blue, ZnGa2O4, Y2SiO5 : Ce, ZnS :Ag, Cl;
for green, Zn(Ga,Al)2O4 :Mn, Y3(Al,Ga)5O12 : Tb,
Y2SiO5 : Tb, ZnS :Cu,Al [121]. Among the above phos-
phors, only the ZnO :Zn phosphor shows a lifetime longer
than 10,000 h and stable emission and is comparable in
performance to monochromatic FEDs [122]. To improve
the current phosphor, various modifications have been
made and the modifications can be classified into three
categories: formation of conducting films, improvement
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of chemical and radiation stability, and increase in the
luminance efficiency [123]. Modification of the luminescent
materials has consisted of the formation of the corre-
sponding salt and solution with subsequent annealing in
air. The reduction process results in an insulating layer
such as SiO2, MgO, TiO2, and SnO2. These layers are
resistant to electron bombardment, are chemically stable,
and are known to increase the luminescence efficiency and
conductivity as well. With all the above properties, new
low-voltage phosphor is supposed to have a fast decay time,
thermal stability during the panel manufacturing process,
no evaporable substances contaminating the emitters, and
acceptable grain size for precise coating [124].

The cathode arrays can be prepared using thermal evap-
oration through a gate hole. This approach, however, is
not easy for scale-up and the production cost may be high.
Screen printing is a new approach to overcome the scalabil-
ity problem with an easy manufacturing process. Regarding
the size of the cathode, this approach has no limitations.
Printing the mixture of CNT and organic binder requires a
firing step to burn out the organic binder at about 350 �C.
After removing the binder, the solid attachment of the CNT
to the electrode is very important. Therefore, an appro-
priate choice of electrode material can reduce the firing
temperature [125].

The width of the pasted CNTs is about 120 �m on
the 390-�m-wide cathode electrodes [106]. The large space
between the cathode electrodes fabricated by the screen-
printing method provides only 240×576 lines in a 9-in. FED.
The smallest pixel size that one can obtain from the current
screen-printing method is about 70 �m. Therefore, the finer
pitch pattern could define pictures more precisely. A new
patterning process permitting a higher resolution FED with
finer pitches such as the liftoff method and photolithogra-
phy has been shown [77, 125]. Using the photolithography
approach, the pixel was downsized to 30 �m.

The solid insulation between the cathode and the anode
should be obtained for field emission. To insulate between
two electrodes, a thin insulating layer, called a spacer, is
used. The choice of spacer materials brings many impor-
tant issues into consideration. For instance, the spacer must
be thin, mechanically strong, vacuum compatible, exhibit-
ing low leakage current, and withstanding a strong electric
field [126]. Since the spacer is supporting the voltage differ-
ence between the cathode and the anode and being exposed
to emitted electrons, the resistance of the spacer should be
high enough to prevent leakage current and, simultaneously,
low enough to dissipate accumulated charges. Electron bom-
bardment can charge the spacer negatively or positively,
depending on the energy of the emitted electrons. Induced
charges on the surface of the spacer will significantly change
the trajectory of the electrons, resulting in image distortion.
Choi et al. have simulated the trajectory of electrons in the
presence of the charged spacer. Their results show that the
image of the dot arrays near the charged spacer appears less
luminescent and the dot size looks smaller than one near
the uncharged spacer [127].

In certain cases generation of the secondary electron
emission along the spacer surface can lead to disastrous
failure of the device. This voltage breakdown along the

spacer, called surface flashover, is initiated in the triple-
junction region, where spacer, vacuum, and electrode join
[128]. Although the detailed mechanism of how the elec-
tron ejection at the triple-junction area develops into
surface flashover is not clearly understood, the most
widely accepted mechanism is secondary electron emission
avalanche (SEEA), which is initiated at the triple junction.

Since the surface flashover is ignited by electrons emit-
ted from the triple junction, the introduction of a void at
the junction area lowers the electric field. In addition to
the void, the insertion of metal strips into the spacer can
be advantageous in two ways. First, the metal strips reduce
the flashover since it is strongly correlated with charging
of the spacer. Second, the image distortion due to charge
accumulation on the spacer could be minimized by the con-
ducting strips. However, besides the above two parameters,
other parameters also have significant effects on the sur-
face flashover. For instance, the length of the spacer, the
spacer surface roughness, the sharpness of the electrodes
at the edge, the surface condition of the spacer, and the
spacer material itself can all trigger a catastrophic vacuum
breakdown.

Physical sputtering of the CNT emitters shortens the life-
time of the FED rapidly. The prototype CNT-FEDs intro-
duced in the literature degrade significantly in a few hours.
While an effort to extend the lifetime has been made using
double-wall nanotubes (DWNTs), the FED cannot survive
long enough to meet the commercial requirement, about
20,000 h.

In this review, we have discussed many important aspects
of carbon nanotube–based field emitters that are still under
intensive research and development. Because of their short
history, some of the phenomena observed during field emis-
sion are not well identified. Nevertheless, it has been proven
that CNTs are a great applicant for field emitters and
tremendous progress has been made. Also, various types
of applications have been exhibited. Bringing the prototype
devices to the point of acceptable performance and mar-
ketable manufacturing cost requires overcoming many of the
challenging problems described previously.

GLOSSARY
Adsorbate A substance that adheres on the surface of the
material under investigation.
Anodization Method of plating metal for corrosion resis-
tance, electrical insulation, thermal control, abrasion
resistance, sealing, improving paint adhesion, and decora-
tive finishing. Anodizing consists of electrically depositing
an oxide film from an aqueous solution onto the surface of
a metal, often aluminum, which serves as the anode in an
electrolytic cell. Plate properties such as porosity, abrasion
resistance, color, and flexibility depend on the type, concen-
tration, and temperature of the electrolyte, the strength of
the electrical current and the processing time, and the type
of metal being plated.
Electronegativity In chemistry, the tendency of an atom
to attract an electron pair shared with another atom in a
chemical bond.
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Electrophoresis The electrostatic attractive movement of
charged particles in a colloidal solution that is under the
influence of an electric field.
Fermi level A measure of the energy of the least tightly
bound electrons within a solid. The value of the Fermi level
at absolute zero is called the Fermi energy and is a constant
for each solid. The Fermi level changes as the temperature
increases and as electrons are added to or withdrawn from
the solid. According to quantum mechanics, each energy
level can accommodate only two electrons. The Fermi level
is the energy level having the probability that it is exactly
half filled with electrons. Levels of lower energy than the
Fermi level tend to be entirely filled with electrons, whereas
energy levels higher than the Fermi level are unoccupied.
Field enhancement Amplification of the applied electric
field at the edge of the emitter.
Getter A material with a high sticking coefficient. There-
fore, residual gases physically colliding with the surface of
getter materials are permanently removed from a vacuum
system. After the saturation of the getter surface, the get-
ter is reactivated and adsorbed gas molecules sink into the
bulk of the getter. Th, V, Ti, and Zr are used for pumping a
vacuum system.
Microcavity A cavity is about 1 �m deep and a few
micrometers wide in Spindt structure. This cavity is fabri-
cated by MEMS techniques to form metal emitters through
the thermal evaporator.
Shielding effect Weakening of the applied electric field at
the tip of the emitters due to the high density of the emitters.
Thermionic emission Emission of electrons that has high
enough energy to overcome the surface potential from ther-
mal excitation.
Work function Required energy for electrons to overcome
the surface potential barrier.
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1. INTRODUCTION
Recently, there have been considerable attempts to use car-
bon nanotubes (CNTs) for the electrodes of electrochemi-
cal energy storage systems, such as Li-ion secondary batter-
ies [1–6], electrochemical hydrogen storage [7–9], fuel cells
[10, 11], and supercapacitors [12–21]. Carbon nanotubes are
attractive materials for the electrodes of electrochemical
energy storage devices due to their superb characteristics of
chemical stability, low mass density, low resistivity, and large
surface area. Recent developments in massive synthesis of
carbon nanotubes [22–24] have accelerated new applications
of these materials to the area of electrical energy storage
systems.

In particular, applications of CNTs as the electrode mate-
rials for supercapacitors have ignited significant worldwide
investigations on their microscopic and macroscopic porous
structures and electrochemical behaviors [12–14, 20–21, 25–
30]. The CNT electrodes exhibit a unique pore structure and
high usage efficiency of specific surface areas [12, 15, 17, 19–
21]. The CNT electrodes for the electric double-layer type
of supercapacitor have excellent absorption characteristics
due to the accessible mesopores formed by the entangled
individual CNTs [12, 13, 19–21].

Supercapacitors [31–36] (also called electrochemical
capacitors, electric double-layer capacitors, or ultracapaci-
tors) have several advantages compared to the secondary

battery, for instance, long cycle life (>100�000 cycles), sim-
ple principle and mode of construction, short charging time,
safety, and high power density. Among them, the power den-
sity of supercapacitors is the most remarkable property. The
power density of supercapacitors is larger than that of the
secondary battery by about 10 times [31, 35, 36], although
the energy density of supercapacitors is smaller than that
of the secondary battery, which is a serious drawback to
be applied for practical devices. Supercapacitors have been
used as small-scale energy storage devices in electronic sta-
tionary, such as memory backup devices and solar batter-
ies with semipermanent charge–discharge cycle life. Now
the capability of supercapacitors with high power density
extends its application to various other novel devices of load
leveling, hybrid capacitor–battery system, cold-starting assis-
tance, and catalytic converter preheating [31]. To apply the
supercapacitors to various practical devices—even to elec-
tric vehicles—the development of supercapacitors with both
high power density and high energy density is prerequisite.

The principle of electric energy storage by an electric dou-
ble layer in a charged capacitor has been known since 1745.
The idea of utilizing this principle to store the electrochem-
ical energy for practical purposes of battery cells had been
first proposed in the patent granted to Becker in 1957 [37].
The patent proposed electrical energy storage by means of
the charges held at the interfacial double layer of a porous
carbon material in aqueous electrolytes. After Becker, the
SOHIO Corporation in Cleveland commercialized the elec-
tric double-layer capacitor (EDLC) with high surface area of
carbon materials in a nonaqueous solvent (organic solvent)
containing a dissolved tetraalkylammonium salt electrolyte
[38]. Such organic electrolyte systems provided higher oper-
ating voltages (2.3–3.0 V) owing to the higher decomposition
voltages of organic electrolytes than those of aqueous ones.
Therefore, they can accommodate higher charge densities
and provide larger specific energy storage increase by the
square of the operating voltage attainable on charge.

A different principle of the capacitor using metal oxide
electrodes, originating from the redox reaction as in a bat-
tery, was developed between 1975 and 1981 by the Conway
group [39–42]. Although these systems have some problems
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for commercial applications in that the electrode materials
are expensive and have a limiting nominal voltage of 1 V,
useful military applications have been developed [31].

After the discovery of conducting polymers in the 1980s,
the possibility of employing electroactive conducting poly-
mers, such as polypyrrole or polyaniline, for electrochemi-
cal pseudocapacitor materials was suggested by the Gottes-
feld group [43–45]. These conducting polymer systems offer
opportunities for storing electrochemical energy through the
redox capacitance, the so called pseudocapacitance.

The large capacitance compared to conventional capac-
itors (on the order of several or more farads per gram)
that can be developed with metal oxides and conduct-
ing polymer–pseudocapacitor systems and also with carbon
double-layer capacitors led to the terms “supercapacitor”
and “ultracapacitors” for these two types of high-specific-
capacitance devices [31, 35]. Recently, it has been suggested
that the more general term “electrochemical capacitors” be
used to refer to these systems [31, 35]. The operating princi-
ples of electric double-layer capacitors and electrochemical
pseudocapacitors, the differences between these two types
of capacitors, the different types of electrode materials, and
the differences between a supercapacitor and a battery are
discussed in Sections 2–4.

2. PRINCIPLES OF OPERATION
In a conventional capacitor (condenser), the charge accumu-
lation is achieved electrostatically by positive and negative
charges residing on two interfaces separated by a vacuum
or a molecular dielectric (a film of mica, a space of air,
or an oxide film). Supercapacitors store the electric energy
in an electrochemical double layer formed at the interfaces
between the polarizable electrodes and the electrolyte solu-
tion. Positive and negative ionic charges within the elec-
trolyte accumulate at the surface of the polarizable elec-
trodes and compensate for the electronic charges at the
electrode surface, as shown in Figure 1. This charge distri-
bution layer is called the electric double layer (or electro-
chemical double layer). Figure 1 presents the principle of
an electrochemical capacitor. The thickness of the double
layer depends on the concentration of the electrolyte and on
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Figure 1. Principle of an electric double-layer capacitor.

the size of the ionic clusters and is typically on the order of
5–10 Å for concentrated electrolytes [46]. The capacitance,
C, accumulated in the electric double layer formed at the
interface between the polarizable electrodes and the elec-
trolyte solution is defined by

C = �/4��
∫
dS (1)

where � is the dielectric constant of the electrolyte, � is the
distance from the electrode interface to the center of the
ion, and S is the surface area of the electrode interface. The
corresponding electric field in the electrochemical double
layer is very high and assumed to be up to 106 V/cm eas-
ily [31, 35]. Compared to conventional capacitors where a
total capacitance is typically on the order of picofarads and
microfarads, the capacitance and the energy density stored
in the supercapacitor by the electrochemical double layer
is much higher. To achieve a higher capacitance, the sur-
face area of the electrode is additionally enlarged by using
porous electrodes, where an extremely large internal surface
area is expected.

There are several techniques for determining the specific
capacitance, such as a unit-cell test (two-electrode system),
a half-cell test (three-electrode system), and an impedance
test. The unit-cell and half-cell tests are mainly used to
determine the specific capacitance of the supercapacitor.
The specific capacitances reported in the literature are not
consistent, mainly due to the experimental methods used
to determine them. For the sake of consistency, it is worth
specifying the electrochemical technique for intercalculat-
ing the specific capacitance between the two-electrode and
three-electrode systems. Figure 2a shows the double layer
of electrodes used in the two-electrode system (2E), which
represents a real double-layer supercapacitor device and its
equivalent circuit. Figure 2b shows the double layer of elec-
trodes used in the three-electrode system (3E), which is used
in the lab cell with a reference electrode and its equivalent
circuit. Assuming that the weight of each individual elec-
trode is m, then C1 = C2 = C. The capacitance measured for
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Figure 2. Electric double layer and its equivalent circuit in (a) two-
electrode system and (b) three-electrode system.
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the two-electrode system is C2E = 1
2C. The specific capac-

itance turns out be Cspec-2E = C2E/�2m� = 1
4 �C/m�. How-

ever, for the three-electrode system, the double-layer capac-
itance measured is C3E = C and the specific capacitance is
Cspec-3E = C3E/m = �C/m�. Thus, the relationship between
the specific capacitance measured with the two-electrode
and three-electrode techniques is Cspec-3E = 4Cspec-2E.

In the double layer at plane electrodes, charge densities
of about 16–50 F/cm2 are commonly realized [31]. Tak-
ing an average value of 30 F/cm2, the capacitance of a
single polarizable electrode with a typical surface area of
1000 m2/g for porous materials leads to a specific capaci-
tance of 300 F/g. At 1 V in an aqueous electrolyte, the max-
imum storage energy, E, is E = CV 2

i /2 = �300 × 12�/2 =
150 W-s/g, 150 kJ/kg, or 42 W-h/kg, theoretically. This value
is considerably lower than that obtained for available batter-
ies but much higher than that for conventional capacitors.
It should be mentioned that the above value depends on
the double-layer capacitance, the specific surface area of the
respective electrode material, the wetting behavior of the
pores, and the nominal cell voltage.

The maximum power density of a supercapacitor is given
by Pmax = V 2

i /4R �Vi = initial voltage, R = equivalent series
resistance (ESR)] [31]. Therefore, the key factors deter-
mining the power of supercapacitors are the resistivity of
the electrode itself, the resistivity of the electrolyte within
the porous layer of electrode, and the contact resistance
between the electrode and the current collector, as shown
in Figure 3. In evaluating the performance of supercapaci-
tors, the characterization of their energy density and power
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Figure 3. Equivalent circuit of an electrochemical capacitor.

density is one of the most important factors of rating elec-
trochemical power devices. In addition, from practical and
fundamental points of view, there is a question of how the
energy density and power density are related for various
types of electrochemical power sources, including fuel cells
and rechargeable batteries.

3. DIFFERENCES BETWEEN
A SUPERCAPACITOR
AND A BATTERY

The most important difference between a supercapacitor
and a battery is the principle of electrochemical energy stor-
age. Electrochemical energy can be stored in two funda-
mentally different ways. In a battery, the potentially avail-
able chemical energy storage requires Faradic oxidation and
reduction of electrochemically active reagents to release
charges that can perform electric work when they flow
between two electrodes having different potentials; that is,
the charge storage is achieved by an electron transfer that
produces a redox reaction in the electroactive materials
according to Faraday’s law [31, 47, 48].

With an electric double-layer capacitor (EDLC), the
charge storage process is non-Faradic; that is, ideally, no
electron transfer takes place across the electrode interface
and the storage of electric charge and energy is electrostatic.
Actual electron charges are accumulated on the electrode
surfaces with lateral repulsion and involvement of redox
chemical changes. Table 1 summarizes the perceived advan-
tages and disadvantages of EDLC energy storage. Because
the charging and discharging of such EDLCs involve no
chemical phase and composition changes, such capacitors
have a high degree of cyclability on the order of 106 times
and a high specific power density, although the specific
energy density is rather small [31]. However, in some cases
of the supercapacitor based on pseudocapacitance (redox
type of supercapacitor), the essential process is Faradic; that
is, the charge storage is achieved by an electron transfer that
produces a redox reaction (Faradic reaction) in the elec-
troactive materials according to Faraday’s law. The super-
capacitors based on pseudocapacitance have higher specific
capacitance than the EDLCs, due to the redox reaction
as in a battery, although the redox reaction gives rise to

Table 1. Advantages and disadvantages of supercapacitor energy
storage.

Advantages
Long cycle life, >100�000 cycles
Excellent power density, >106 W/kg
Simple principle and mode of construction
Combines state of charge indication
Can be combined with secondary battery for hybrid applications

(electric vehicles)

Disadvantages
Limited energy density
Poor volume energy density
Low working voltage
Requires stacking for high potential operation (electric vehicles)



628 Carbon Nanotube-Based Supercapacitors

high internal resistance in supercapacitors, resulting in a
decrease in specific power density. The typical electrodes of
the supercapacitors based on pseudocapacitance are metal
oxides (i.e., RuO2, IrO2, Co3O4� and conducting polymers
(i.e., polypyrrole, polyaniline, polythiophene) [39–45].

A supercapacitor requires two equivalent electrodes, one
of which is charged negatively with respect to the other, the
charge storage and separation being electrostatic. At each
electrode, the charge storage and separations are established
across the electrode interface. Usually, the electrodes of
supercapacitors have high surface area and porous matrices.
However, batteries have bipolar electrode configurations for
higher voltage series combinations [31].

For a battery, the maximum Gibbs energy is the product
of charge Q and the difference of potential, �E, between
the Nernstian reversible potentials of the two electrodes,
that is, G = Q ·�E. In the capacitor case, for a given charge
Q, G is 1

2QV . For a given electrode potential difference,
�E = V , it is then evident that the energy stored by a two-
electrode cell accommodating a given Faradic charge Q at
voltage �E = V , is twice that stored in a capacitor charged
with the same Q at the same voltage. In the process of charg-
ing a pure electric double-layer capacitor, every additional
element of charge has to do electrical work (Gibbs energy)
against the charge density already accumulated on the elec-
trodes, progressively increasing the interelectrode potential
difference [31, 47–50].

In a battery cell being charged, a thermodynamic poten-
tial (ideally) exists independent of the extent of charge Q
added, as long as two components (reduced and oxidized
forms) of the electroactive material remain coexisting. Thus,
the potential difference (electromotive force) of the battery
cell is ideally constant throughout the discharge or recharge
half-cycles, so that G is Q · �E rather than Q · 1

2�E (or
1
2V ) [31, 47–50]. This difference can be illustrated by the
discharge curves shown schematically in Figure 4, where the
voltage in the capacitor declines linearly with the extent of
charge, while that for an ideal battery remains constant as
long as two phases remain in equilibrium. The decline in
the supercapacitor voltage arises formally since C =Q/V or
V = Q/C; therefore, dV /dQ = 1/C [31, 47–50]. The ideal
battery cell voltages on discharge and recharge, as a func-
tion of state of charge, are shown as parallel lines of zero
slope in Figure 4. In the slope of the discharge and recharge
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Figure 4. Difference in discharge and recharge relationships for a
supercapacitor and a battery.

Table 2. Overal comparison of supercapacitor and battery charac-
teristics.

Item Supercapacitor Battery

Slope of charge and Declining slope Constant slope
discharge curve

Intrinsic stage of Good Bad
charge indication

Energy density Poor Good
Power density Good Poor
Cyclability and cycle life Excellent Bad
Origin of internal IR High area matrix Active electrode

+ electrolyte materials + electrolyte
Activation polarization Little or none Significant

(Faradic resistance)
Lifetime Long Poor
Cell stacking by Possible Impossible

bipolar system

lines for the supercapacitor in Figure 4, there is a significant
IR drop, depending on the discharging and recharging rates.
An overall comparison of electrochemical capacitor and bat-
tery characteristics is given in Table 2.

4. ELECTRODE MATERIALS
FOR SUPERCAPACITORS

4.1. Metal Oxides

The concept and use of metal oxide as an electrode mate-
rial in electrochemical capacitors can be traced back to the
paper by Trasatti and Buzzanca [41] on ruthenium dioxide
(RuO2� as a new interesting electrode material. Some other
oxides, such as IrO2, Co3O4, MoO3, WO3, and TiO2, as elec-
trode materials in electrochemical capacitors have been dis-
covered [51–54].

The cyclic voltammogram of the metal oxide electrodes
has an almost rectangular shape and exhibits good capacitor
behavior [31, 35, 55, 56]. However, the shape of the cyclic
voltammogram is not a consequence of pure double-layer
charging, but a consequence of the redox reactions occurring
in the metallic oxide, giving rise to the redox pseudocapaci-
tance [31, 35, 55, 56].

A very high specific capacitance of up to 750 F/g was
reported for RuO2 prepared at relatively low temperatures
[57]. Conducting metal oxides such as RuO2 or IrO2 were
the favored electrode materials in early electrochemical
capacitors used for space or military applications [31, 35].
The high specific capacitance in combination with the low
resistance resulted in very high specific powers. An energy
density of 8.3 W-h/kg and a power density of 30 kW/kg
was achieved in a prototype 25-V electrochemical capacitor
built only with RuO2 · xH2O material and electrolyte [31].
These capacitors, however, turned out to be too expensive.
A rough calculation of the capacitor cost showed that 90%
of the cost resides in the electrode material [31, 35]. In addi-
tion, these capacitor materials are only suitable for aqueous
electrolytes, thus limiting the nominal cell voltage to 1 V
[31, 35].

Several studies have attempted to take advantage of the
material properties of such metal oxides at a reduced cost.
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The dilution of the costly noble metal by the formation of
perovskites was investigated by Guther et al. [58]. Other
forms of metal compounds such as nitrides were investigated
by Liu et al. [59]. However, these materials are not yet com-
mercially available in the electrochemical capacitor market.

4.2. Conducting Polymers

The discovery of conducting polymers has given rise to
a rapidly developing field of electrochemical polymer sci-
ence. conducting polymers, such as polyacetylene, polyani-
line, polythiophene, and polypyrrole, have been suggested by
several authors for electrochemical capacitors [43–45, 49].
The conducting polymers have fairly high electronic conduc-
tivities, typically of magnitudes of 1–100 S/cm [31, 35, 49].

The electrochemical processes of conducting polymers are
electrochemical redox reactions associated with sequential
Lewis acid or Lewis base production steps so that the poly-
mer molecules are converted to multiply charged structures
through electrochemical Lewis-type reactions involving elec-
tron withdrawal or electron donation [31, 35, 49]. Therefore,
the pseudocapacitance by Faradic redox processes in con-
ducting polymer-based electrochemical capacitors is domi-
nant, although about 2–5% of double-layer capacitance is
included in the total specific capacitance [31, 35].

Such polymer electrode materials are much cheaper than
RuO2 or IrO2 and can generate comparably large specific
capacitance. However, the polymer electrode materials do
not have the long-term stability and cycle life during cycling,
which may be a fatal problem in applications. Swelling
and shrinking of electroactive conducting polymers is well
known and may lead to degradation during cycling [31, 35,
49]. Therefore, these electroactive conducting polymers are
also far from being commercially used in electrochemical
capacitors.

4.3. Carbons

Carbon materials for electrochemical energy devices, such
as secondary batteries [60–62], fuel cells [63–65], and super-
capacitors [66–69], have been extensively studied. However,
each type of electrochemical energy device requires differ-
ent physical properties and morphology. For supercapaci-
tors, the carbon material for the EDLC type must have
(i) high specific surface area, (ii) good intra- and interpar-
ticle conductivity in porous matrices, (iii) good electrolyte
accessibility to intrapore surface area, and (iv) the avail-
able electrode production technologies [31, 35, 36]. Car-
bons for supercapacitors are available with a specific surface
area of up to 2500 m2/g as powders, woven cloths, felts, or
fibers [31, 35]. The surface conditioning of these carbon
materials for supercapacitor fabrication is of substantial
importance for achieving the best performance, such as
good specific surface area, conductivity, and minimum self-
discharge rates.

Carbons with high specific surface area have many oxygen
functional groups, such as ketone, phenolic, carbonyl, car-
boxylic, hydroquinoid, and lactone groups, introduced dur-
ing the activation procedure for enlarging the surface area
[31, 35]. These oxygen functional groups on activated car-
bons or activated carbon fibers give rise to one kind of elec-
trochemical reactivity, oxidation or reduction. Oxidation or

reduction of the redox functional groups shows pseudoca-
pacitance, which amounts to about 5–10% of the total real-
izable capacitance [31]. However, the various surface func-
tionalities in activated carbons are one of the factors that
increase the internal resistance (equivalent series resistance;
ESR) due to the redox reaction [31].

Activated carbons are much cheaper than metal oxides
and conducting polymers and they have much larger spe-
cific surface area than the others. Activated carbon-based
supercapacitors have been commercialized for small mem-
ory backup devices. However, activated carbons show lower
conductivity than metal oxides and conducting polymers,
resulting in a large ESR, which gives smaller power den-
sity. In addition, the observed specific capacitances of the
carbon-based supercapacitors are about one-fourth the the-
oretical capacitance in spite of their high specific surface
area (2000–3000 m2/g), which is attributed to the existence
of micropores [31, 35]. This is a weak point of active carbons
as electrode materials in supercapacitors with high energy
density and power density.

5. CARBON NANOTUBE-BASED
SUPERCAPACITORS

During the last decades, the application of activated car-
bons as the electrode materials in supercapacitors has been
intensively investigated because of their high specific sur-
face area and relatively low cost [31, 35, 36, 66–69]. Since
the specific capacitance of a supercapacitor is proportional
to the specific surface area, the effective surface area of
the electrode materials is important [31, 35, 36]. Theoret-
ically, the higher the specific surface area of an activated
carbon, the higher the specific capacitance should be. Unfor-
tunately, the theoretical capacitance of the activated carbons
is not in good agreement with the observed value, because
a significant part of the surface area remains in the microp-
ores (<20 Å), which are not accessible to the electrolyte ions
[31, 35]. Therefore, the pore size distribution together with
the surface area is important for the determination of the
electric double-layer capacitance. From this point of view,
carbon nanotubes have several advantages as the electrode
materials of supercapacitors. CNTs have a narrow distribu-
tion of mesopore sizes, highly accessible surface area, low
resistivity, and high stability, attracting great interest world-
wide for building supercapacitors using CNTs [12–14, 20, 21,
25–30].

5.1. Carbon Nanotube Electrodes

A supercapacitor can be classified into two types by the type
of electrolyte: organic electrolytes and aqueous electrolytes.
The advantage of organic electrolytes is the higher achiev-
able voltage. According to the equation of maximum stor-
age energy, E = CV 2/2, the square of the unit-cell operat-
ing voltage determines the maximum stored energy. Organic
electrolytes allow for a unit-cell voltage above 2 V. Typi-
cally the cell operating voltage is 2.3 V with a possibility to
increase the voltage for a short time to 2.7 V. On the other
hand, organic electrolytes have a significantly higher specific
resistance, compared to concentrated aqueous electrolytes
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[31, 35]. The higher electrolyte resistance also affects the
equivalent distributed resistance of the porous layer and,
consequently, reduces the maximum usable power [31, 35].

Aqueous electrolytes limit the unit-cell voltage of the
supercapacitors to typically 1 V, thus reducing the available
energy density significantly compared to organic electrolytes
[31, 35]. However, the advantages of aqueous electrolytes
include higher conductance, resulting in a diminished ESR.
Therefore, in aiming for high power density, the capacitors
using aqueous electrolytes are more appropriate. In addi-
tion, the cost of aqueous electrolytes is usually much lower
than that of suitable organic electrolytes.

In recent years, high-power supercapacitors based on
CNT electrodes using aqueous electrolytes have been
reported. Niu et al. [12] realized that supercapacitor elec-
trodes, prepared from catalytically grown multiwalled CNTs
whose surface area is 430 m2/g, show a maximum specific
capacitance of 113 F/g and a power density of 8 kW/kg at an
energy density of 0.56 W-h/kg in an aqueous electrolyte of
38 wt% H2SO4. The sample preparation procedure seems to
be a key factor in achieving high capacitance. The CNT sur-
face was chemically functionalized by nitric acid treatment
and the individually dispersed CNTs in water were further
reassembled into an interconnected, entangled, freestanding
structure. This freestanding sheet of the entangled CNTs
shows an open porous structure, which cannot be obtained
typically with activated carbon or carbon fibers. The nitric
acid treatment increases the Brunqeur-Emmett-Teller (BET)
surface area from 250 to 430 m2/g with narrow pore diam-
eter distribution. The surface area of the CNT electrode
resides in volumes and crevices larger than 20 Å, which
are easily accessible to the electrolyte. These properties are
highly desirable for high power and long cycle life of the
supercapacitor.

Ma et al. [14] also used CNT electrodes, where the CNTs
were prepared similarly to the previous works but in this
case they introduced a binder to form solid electrodes. A
mixture of CNTs and phenolic resin powders serving as a
binder was molded and then carbonized at 850 �C for 2–
4 h in a nitrogen gas ambient. The carbonized electrode was
finally immersed in a hot mixture of concentrated sulfuric
acid and nitric acid for 15 min. The electrode has a bulk
density of around 1.0 g/cm3 and the BET surface area is
about 120 m2/g, which is lower than that of Liu’s CNT elec-
trode. They obtained specific capacitances of 15–25 F/g in
an aqueous solution of 38 wt% H2SO4. They discussed the
effect of functional groups induced by the acid treatment.
Functional groups, such as COOH, OH, and >C O,
enhance the capacitance of the CNT electrode. However,
the IR drop at the initial stage of discharging is large due
to the Faradic reactions of the functional groups, giving rise
to a large ESR. The discharge profile is also different from
the typical profile of electric double-layer capacitors. The
discharging slope of �V/�t is not linear due to the Faradic
reaction by the functional groups.

Frackowiak et al. [15] investigated the electrochemical
characteristics of supercapacitors built from multiwalled
CNT electrodes with a specific surface area of 430 m2/g
in 1 M KOH aqueous solution and the correlation of the
microtexture and elemental composition of materials. They
argued that the presence of mesopores due to the central

canal and/or entanglement of CNTs is the origin of an easy
accessibility of the ions to the electrode/electrolyte inter-
face for charging the electrical double layer. They detected
pure electrostatic attraction of ions as well as quick pseudo-
Faradic reactions upon varying surface functionality, which
was induced during acidic oxidation. The values of the spe-
cific capacitance varied from 4 to 135 F/g, depending on the
type of nanotubes or/and their posttreatments (acidic oxida-
tion). They demonstrated that even with a moderate specific
surface area below 470 m2/g, due to their accessible meso-
pores, the multiwalled CNT electrodes represent attractive
materials for supercapacitors as compared to the best acti-
vated carbons.

Zhang et al. [17] studied a supercapacitor using multi-
walled CNT electrodes in an organic electrolyte system. The
multiwalled CNT electrodes showed a specific surface area
of approximately 100 m2/g and a measured specific capac-
itance up to 18.2 F/g (16.6 F/cm3� with 1 M LiClO4 in a
mixture of ethylene carbonate and propylene carbonate (1 � 1
in volume ratio) as an organic electrolyte solution. The mea-
sured specific capacitance is relatively lower than that of
other groups using aqueous electrolytes, due to the low spe-
cific surface area of the multiwalled CNT electrodes and
the organic electrolyte solution system. However, the energy
density of the supercapacitor can reach up to 20 W-h/kg with
a 10-mA discharge current density, due to the high oper-
ation voltage in the organic electrolyte solution. The rela-
tive volume of mesopores and macropores of the used elec-
trodes exceeds about 92%, and the micropores are nearly
negligible. For organic electrolytes, because of their larger
molecular structure, only the mesopores and macropores of
their electrode pores are accessible and are much larger than
those of activated carbons.

Raymundo-Piñero et al. [70] also studied supercapacitors
using multiwalled CNTs with a high surface area prepared
by KOH activation. Micropores of pure multiwalled CNTs
have been highly developed using chemical KOH activation.
Depending on the nanotubular material, the burn-off ranged
from 20 to 45% after the activation process. The surface
area was at least doubled with maximum values of 1050 m2/g
for a treatment condition of KOH �CNT in a ratio of 4 � 1.
The activated multiwalled CNTs still possess a nanotubular
morphology with many defects on the outer walls, giving a
significant increase in the micropore volume, while keeping
a noticeable mesoporosity. The high efficiency of KOH acti-
vation in the development of the surface area is attributed
to the redox reactions between carbon nanotubes and KOH
followed by potassium intercalation and separation of the
graphitic layers. This process is very efficient for the forma-
tion of pores, especially for the multiwalled CNTs with well-
graphitized walls, while preserving nanotubular morphology.
The creation of defects on the nanotube walls developed
microporosity, which is responsible for excellent capacitance
behavior. Such activated multiwalled CNTs have been used
for the electrode materials of supercapacitors in alkaline,
acidic, and aprotic medium. Enhanced values of capacitance
are always observed after activation: In some cases, the
capacitance increased almost 7 times from 15 F/g (for non-
activated nanotubes) to 90 F/g (after chemical activation) in
alkaline medium (6 M KOH). In an organic electrolyte, the
capacitance of activated multiwalled CNTs reached 65 F/g
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with a boxlike shape characteristic of cyclic voltammetric
behavior. Such a significant modification of surface micro-
porosity for essentially mesoporous nanotubular materials is
of great interest for many electrochemical applications.

Frackowiak et al. [19] also studied supercapacitors com-
paratively for multiwalled and single-walled CNT electrodes.
They obtained a maximum specific capacitance of 40 F/g
using single-walled CNTs. This value is twice as small as
that for multiwalled CNTs, which have a maximum specific
capacitance of 80 F/g. They argued that the low specific
capacitance of the single-walled CNT electrodes is attributed
to the perfect bundle structure of the single-walled CNTs.

An et al. [20, 21, 27] reported on the key factors determin-
ing the performance of supercapacitors using single-walled
CNT electrodes, which were synthesized by direct-current
(dc) arc discharge. The single-walled CNTs consisted of bun-
dles with diameters of 10–20 nm. The sample purity was
roughly estimated to be about 30% [71]. A mixture of the
single-walled CNTs and poly-vinylidene chloride or poly-
vinyl alcohol used as a binder was molded and then car-
bonized at 500–1000 �C for 30 min in an argon gas ambient.
The thickness of the electrode is about 150 m. The mea-
sured apparent mass density of the electrode is 0.75 g/cm3.
They obtained a maximum specific capacitance of 180 F/g
and a measured power density of 20 kW/kg at an energy den-
sity of 7 W-h/kg in a solution of 7.5 N KOH. They demon-
strated that heat treatment at high temperature is necessary
to increase the capacitance and reduce the CNT electrode
resistance. The increased capacitance is due to the enhance-
ment of the specific surface area and the abundant pore
distribution at lower pore sizes of 30–50 Å estimated from
the BET(N2� measurements. They also found that most of
the BET surface area of the electrode contributes to the
theoretically estimated specific capacitance, unlike activated
carbons. They also claimed that minimization of the con-
tact resistance is independent of the specific capacitance but
directly related to maximization of the power density.

The performance of several types of supercapacitors using
various carbon nanotubes reported in recent years is sum-
marized in Table 3. Table 3 shows that the types of CNTs,
the CNT morphologies, and the electrode preparation con-
ditions are critically important in determining the specific

Table 3. Summary of the performance of many types supercapacitors using various carbon nanotubes reported in recent years.

Maximum Power Energy
Type of Treatment of Surface area Type of Type of capacitance density density
CNT CNT of CNT (m2/g) binder electrolyte (F/g) (kW/kg) (W-h/kg) Ref.

MWNT Nitric acid 430 — 38wt% 102 >8 — [12]
H2SO4

MWNT Sulfuric/nitric acid 120 Phenolic 38 wt% 27 — — [14]
carbonization resin H2SO4

MWNT Nitric acid 475 PVDF 1 M KOH 135 — — [15]
MWNT Nitric acid ∼100 PTFE 1M LiClO4/ 18 — 20 [17]

EC+ PC
SWNT — — PVDF 6 M KOH 40 — — [19]
MWNT KOH activation 1050 PVDF 6 M KOH 95 — — [70]
SWNT Carbonization 360 PVdC 7.5 M KOH 180 >20 7 [20]

Note: MWNT, multiwalled carbon nanotube; SWNT, single-walled carbon nanotube; PVDF, polyvinylidene fluoride; PTFE, polytetrafluoroethylene; PVdC, polyvinyli-
dene chloride; EC, ethylene carbonate; PC, propylene carbonate.

capacitance, the specific power density, and the specific
energy density of supercapacitors. Although many of them
are still to be determined in order to obtain the best per-
formance for real applications, there is plenty of room to
improve the performance of supercapacitors using CNT
electrodes.

5.2. Carbon Nanotube–Composite Electrodes

Even if the CNT electrodes exhibit a unique pore struc-
ture and high usage efficiency of specific surface areas and
some processes for disintegrating the bundle structure of
the CNTs may enhance the utilization efficiency of their
surface area, there is a limitation to widening the effective
surface area of the CNTs. The specific capacitance of super-
capacitors using CNT electrodes is still smaller than that of
supercapacitors using activated carbons and activated car-
bon fibers (∼250 F/g), which are commonly used as elec-
trode materials for supercapacitors. Therefore, it is neces-
sary to improve the SWNTs for applications that require a
high capacitance. The small specific energy density of super-
capacitors is a serious drawback to their application in prac-
tical devices, and, consequently, the main interest in super-
capacitors is their ability to deliver high specific capacitance
and energy density.

In the energy storage by supercapacitors, there are two
fundamentally different approaches, as discussed in the pre-
vious section. A hybrid of an electric double-layer system
and a pseudo-Faradic system could be a candidate for a
supercapacitor with high specific capacitance and energy
density. Currently, there is considerable interest in studying
a new type of nanocomposite using CNTs and conducting
polymers to improve the conductivity, electronic transport,
and electromagnetic properties of organic conducting poly-
mers [72–79]. These nanocomposites are regarded as one of
the fascinating candidates for applications in nanoelectronic
element and electro-optical devices.

Recently, Jurewicz et al. [18] demonstrated that the com-
posite electrode based on multiwalled carbon nanotubes
(MWNTs) coated with polypyrrole (Ppy) can be used in
supercapacitors. They realized that a homogeneous layer of
Ppy could be deposited on the nanotubular materials by
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electrochemical polymerization of pyrrole. The composite
electrodes in all cases enhanced the specific capacitance.
They obtained a maximum value of 163 F/g for MWNTs
prepared at 600 �C and modified by a Ppy layer of 5 nm,
whereas it is only 50 F/g for the pristine nanotubes. It has
been proposed that the nanocomposite electrode favors the
formation of a three-dimensional electrical double layer,
allowing a more effective contribution to the pseudo-Faradic
properties of Ppy.

Frackowiak et al. [19] also reported on composite elec-
trodes based on MWNTs deposited with Ppy for supercapac-
itors, although they prepared the nanocomposite electrodes
of MWNTs and Ppy by chemical polymerization of pyrrole
using an oxidant in an acidic solution. The value of the spe-
cific capacitance obtained from MWNT electrodes modified
by Ppy has reached 172 F/g, about twice that given either by
pristine MWNTs (ca. 80 F/g) or by pure Ppy (ca. 90 F/g).
They also observed pseudocapacitance and speculated the
origin of pseudocapacitance as the surface functionalities,
metallic particles, or conducting polymers.

Lee and co-workers [80, 81] introduced SWNT–Ppy
nanocomposite electrodes to improve the specific capaci-
tance of the supercapacitor by combining the electric dou-
ble layer and the redox reaction. The individual nanotubes
and nanoparticles are uniformly coated with Ppy by in-situ
chemical polymerization of pyrrole. In comparison to the
pure Ppy and the SWNTs, the SWNT–Ppy nanocomposite
electrodes exhibit a specific capacitance that is 5–10 times
higher. They show that this large specific capacitance of the
SWNT–Ppy nanocomposite is due to the uniformly coated
Ppy on the SWNTs, increasing the active sites on Ppy chains.
Lee and co-workers emphasized that the pseudocapacitance
by the redox reaction and the capacitance by the electric
double layer are simultaneously enhanced by the enlarged
surface area of Ppy. They also studied the effects of the
conducting agent added in the nanocomposite electrodes on
the specific capacitance and the internal resistance of super-
capacitors. They obtained a maximum specific capacitance
of 265 F/g from the SWNT–Ppy nanocomposite electrodes
containing 15 wt% of the conducting agent. They argued
that the addition of a conducting agent into the SWNT–Ppy
nanocomposite electrodes gives rise to the increase in the
specific capacitance by reducing the internal resistance of
the supercapacitor.

6. CONCLUSIONS
Some of the important challenges in this world are the
conversion, storage, and distribution of energy. These are
clearly connected with the development of several key
technologies such as transportation communications, and
electronics. The environmental problems and economical
aspects related to the development and use of electrochem-
ical energy storage devices are of significance. Air pollution
and abusive use of the earth’s natural resources are of major
concern. If only 10% of vehicles are electrically powered,
petroleum consumption will be cut by 700 million barrels per
year, the reduction in expenses would be 14 billion at $20
per barrel, and air pollution would be reduced by 1011 kg
of CO2 [82]. Therefore, new applications and development
of supercapacitors are directly related to technologies of an

electric vehicle (EV) or a hybrid electric vehicle (HEV). The
supercapacitor in an EV or an HEV will serve as a short-
term energy storage device with high power capability and
will allow us to store the energy obtained from regenerative
braking. This energy will be reused in the next acceleration
and boost. It also allow us to reduce the size of the primary
power sources [batteries (EV), internal combustion engine
(HEV), fuel cell] and keep them running at an optimized
operation point [31, 35]. High-power supercapacitors for an
EV or an HEV will require a high working voltage of 100–
300 V with low resistance and high energy density by the
series and parallel connections of elemental capacitors. Note
also that homogeneous performance in each supercapacitor
unit is essential in such a system [31, 35].

The remaining problems in the technology of supercapaci-
tors are connected with the engineering of high-rate produc-
tion lines for the fabrication of very well matched units for
stacking in multicell and high-voltage devices and the pro-
duction of reliably sealed, low-ESR, bipolar, stacked devices.
The lowered ESR for high-power supercapacitors strongly
depends on the manufacturing technology. However, the
energy density of the supercapacitors is mainly governed
by the properties of the electrode materials. Therefore, the
development of novel electrode materials will accelerate the
supercapacitor having an energy density as high as a sec-
ondary battery.

Another future application is the microsupercapacitor for
the power source of micro (or nano) electromechanical
systems (MEMS or NEMS). In recent years, MEMS (or
NEMS) technologies have attracted attention worldwide for
many applications, including medical devices, communica-
tions equipment, sensors, and actuators. There are many
technical problems with the development of these types of
microdevices. One of the most important challenges is to
develop the optimal micropower source to operate these
devices. In many cases, the MEMS (or NEMS) requires
extremely low current and power. This may be possible by
using microsupercapacitors as the power sources for these
devices.

GLOSSARY
Battery A device that stores electrical energy using elec-
trochemical cells. Chemical reactions occur spontaneously at
the electrodes when they are connected through an external
circuit, producing an electrical current.
Capacitor An electrical device that stores electricity or
electrical energy. It has three essential parts: two electrical
conductors, which are usually metal plates, separated and
insulated by the third part, called the dielectric. The plates
are charged with equal amounts of positive and negative
electrical charges, respectively.
Carbon nanotubes Graphitic layers rolled into the form of
a hollow cylinder whose diameter is an order of nanometer
scale.
Cell A device that converts chemical energy into electrical
energy or vice versa when a chemical reaction occurs in the
cell. Typically, it consists of two metal electrodes immersed
into an electrolyte with electrode reactions at the electrode–
solution surfaces.
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Electric double layer Development of a net charge at the
particle surface affects the distribution of ions in the sur-
rounding interfacial region, resulting in an increased con-
centration of counterions (ions of opposite charge to that of
the particle) close to the surface.
Electrodes The two electronically conducting parts of an
electrochemical cell.
Electrolyte A chemical compound (salt, acid, or base) that
dissociates into electrically charged ions when dissolved in
a solvent. The resulting electrolyte solution is an ionic con-
ductor of electricity.
Equivalent series resistance The single resistor that draws
the same current as the combination of constituent resistors.
Faradic redox process An oxidation–reduction reaction
that occurs in an electrochemical cell. The essential feature
is that the simultaneous oxidation–reduction reactions are
spatially separated.
Polarizable electrode An electrode that is easily polariz-
able. That is, the potential of the electrode will change sig-
nificantly from its equilibrium potential with the application
of even a small current density.
Pseudocapacitance The capacitance due to the Faradic
redox process in a supercapacitor.
Separator A thin structural material (usually a sheet) used
to separate the electrodes of a devided electrochemical cell
into two or more compartments.
Supercapacitor A high-energy version of a conventional
electrolytic capacitor holding hundreds of times more energy
per unit volume or mass than a normal capacitor.
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1. INTRODUCTION

1.1. Carbon Nanotube Discovery
and Description

Although hollow carbon fibers have been prepared for sev-
eral decades, it is the report by Iijima [1] in 1991 on obtain-
ing of carbon tubes with a diameter in the nanometer range,
the so-called carbon nanotubes (CNTs), and on their rela-
tions to the recently discovered fullerenes that initiated a
worldwide research effort devoted to improving their syn-
thesis, determining their structure, and calculating and mea-
suring their physical properties.

Rolling a graphene sheet onto itself so that the open
edges match exactly produces a hollow cylinder which is
termed a single-walled CNT (SWNT). Two such concen-
tric cylinders form a double-walled CNT (DWNT). A CNT
with more walls is named a multiwalled CNT (MWNT). To
close the tips, half fullerenes or more complex structures
that include pentagons are required. However, the cylindri-
cal part of the CNT, which contains only hexagons, is consid-
ered infinite in most studies. There are several ways to roll
the graphene sheet, which can be described by a helical vec-
tor (or chiral vector, or roll-up vector) represented by a pair
of integers (n�m) [2, 3] as described in Figure 1 [4]. The
limiting cases are referred to as zizzag (n� 0) and armchair
(n� n) SWNTs, with a helical (or chiral) angle equal to 0 and
30�, respectively. Other SWNTs have a helical (often termed
chiral) structure. As mentioned in a later section, the helicity
has significant implications on the electronic properties of
CNTs. For MWNTs, the measured interlayer distance (about

0.34 nm) is close to that measured between graphene sheets
in graphite and no particular correlation appears between
the helicity of concentric layers.

SWNTs have a diameter in the range 0.4–6 nm and a
length reaching several tens or even hundreds of microm-
eters, resulting in a very high aspect ratio: indeed, the
length/diameter ratio could be in the range 1000–100,000,
although the upper limit is difficult to evaluate because
the length is difficult or impossible to measure. Another
notable characteristic of CNTs is the high specific surface
area (1315 m2/g considering the outer surface of infinite
SWNTs) which is mostly dependent on the number of walls
and, in a lesser way, on the diameter [5]. The hollow structure
of the CNTs is of course also interesting because it offers a
nanometric cavity which can be filled with various materials.

More on the fundamental relations governing the geom-
etry of CNTs can be found in the early review by Dres-
selhaus et al. [6] which also highlights the implications of
symmetry on the vibrational and electronic structure of one-
dimensional carbon. The following sections will very briefly
describe the synthesis and the general properties of the
CNTs.

1.2. Synthesis

The first report on the preparation of filamentous carbon
by the decomposition of carbonaceous gases dates back to
the 19th century [7]. Rodriguez [8] reviewed the consider-
able amount of work done on the topic since then. Although
very small hollow nanofilaments were prepared by catalytic
chemical vapor deposition (CCVD) in the 1970s [9], Iijima’s
report [1] and the subsequent development of the field trig-
gered an enormous amount of research aiming at the synthe-
sis of CNTs. We will only briefly describe here the formation
mechanisms of the CNTs, the main synthesis methods (arc
discharge, laser vaporization, and CCVD), and the charac-
teristics of the so-prepared CNTs. Rakov [10] published a
review, with 282 references, on the topic. It is important to
note something which was not fully appreciated at the begin-
ning of the development of the “nanotube” field, that is, that
each method produces different CNTs samples, that differ-
ences subsist depending on the experimental conditions for
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Chiral tubule [4,3]

Zigzag tubule [7,0]

Armchair tubule [4,4]

a1

a2

na1

Ch C

θ
ma2

two-dimensional
graphene sheet

Figure 1. The helical (chiral) vector OC or Ch = na1 +ma2 is defined
on the hexagonal lattice of carbon atoms by unit vectors a1 and a2 and
the helical (chiral) angle � with respect to the zigzag axis. Reprinted
with permission from [4], K. T. Lau and D. Hui, Composites B 33, 263
(2002). © 2002, Elsevier Science.

a given method, and that even different batches from a sin-
gle source may not be exactly identical. However, the field
is evolving extremely quickly.

The formation mechanisms of the SWNTs (and DWNTs)
and that of the MWNTs are basically different (see [11] for
an early review). Arc-discharge MWNTs are prepared with-
out the use of a metal catalyst, so mechanisms involving the
incorporation of carbon atoms (C1, C2, C3) and thickening
by lateral growth of graphene planes on existing surfaces
were proposed [12–16]. Typically, the outer diameter of arc-
discharge MWNTs ranges between 2 and 20 nm and the
inner diameter ranges between 1 and 3 nm [3, 15, 17, 18].
The length is of the order of one to several micrometers.
MWNTs form regularly organized bundles, which may con-
tain tens or hundreds of individual tubes. The bundles in
turn are combined into fibers with a diameter of about
50 �m, which themselves form threads with a diameter of
about 1 mm. It was noted that the arc-discharge MWNTs
contain many defects [19–21]. When using CCVD, relatively
large metal particles (about 10–30 nm) can produce MWNTs
with a matching diameter by mechanisms established long
ago for hollow filaments [9, 22, 23], resembling the vapor–
liquid–solid (VLS) mechanism [24].

For SWNTs, two cases are observed: one particle pro-
duces either one CNT or many CNTs, depending on its size
and other factors. Accordingly, two formation mechanisms,
also bearing a certain relation with VLS, were proposed.
The “one particle–many CNTs” mechanism [25] is domi-
nant when using arc discharge or laser vaporization. A large
number of SWNTs bundles originate from the surface of a
metal particle several tens of nm in diameter [25–27]. All
observed SWNTs are narrow (0.8–2 nm). A narrow cata-
lyst particle distribution centered on 15 nm appears to give
the highest SWNT yields [28]. The diameter distribution of
arc-discharge SWNTs is very narrow, generally in the range
0.7–1.6 nm [14, 29, 30]. However, various carbon species

are found in the deposits including SWNTs, MWNTs, amor-
phous carbon, spherical metallic nanoparticles, empty or
filled graphitic nanoparticles, a few graphitic sheets, as well
as round spherical metallic particles. The SWNTs are mostly
organized in bundles consisting of a few to a few tens of
individual tubes forming a triangular lattice and more or less
covered with some carbon soot. Lengths reach up to sev-
eral micrometers. It is claimed that laser vaporization [31]
allows far greater control over growth conditions and pro-
duces SWNTs in higher yield (70–90%) and of better quality.
The SWNTs are about 1–1.6 nm in diameter, with a very nar-
row distribution, and are arranged in large bundles that may
be 100 �m long. No amorphous coating is observed. The
diameter distribution can be slightly changed and SWNTs
close to 6 nm in diameter were reported [32, 33].

In the “one particle–one CNT” case, observed when using
CCVD, the diameter of the SWNTs is in the range 0.5–5 nm
and is directly related to that of the catalyst particle. Hafner
et al. [34] calculated a critical diameter of 3 nm above
which the formation of concentric carbon layers around the
particle is favored, in good agreement with experimental
results [34, 35]. The so-called “yarmulke” mechanism [36]
allows for a second cap (and thus a second CNT) to form
underneath the first one. This is also observed experimen-
tally [34]. CCVD specimens may contain several species in
addition to Iijima-type CNTs, including amorphous carbon,
carbon particles, and carbidic carbon particles, but tremen-
dous progress on the selectivity has been made in recent
years. Several groups have reported progresses in the yield,
control of the diameter, and the number of walls [34–49].
The CCVD SWNTs are quite flexible and in general con-
tain more defects than those produced by arc discharge and
laser vaporization. Note that CCVD methods are becoming
increasingly attractive due to their great potential for the
production of large quantities of CNTs at a low cost. Length
is in the range between ca. 100 nm and several micrometers
(or tens of micrometers) and the surface is free of the amor-
phous carbon coating typically observed in CCVD MWNTs,
which generally are even longer.

Purification procedures are required to eliminate the
residual metal catalyst and the nontubular carbon species.
Several techniques, usually involving thermal and acidic
treatments, have been proposed. The sensitivity of SWNTs
to chemical processing was investigated by transmission
electron microscopy (TEM) [50]. The chemistry of CNTs,
which encompasses the aspects of purification and func-
tionalization, is a very important field for the development
of future applications. Rakov [51] published a review with
573 references on the topic. Chemical functionalization was
also reviewed by Sinnott [52]. Several methods for attach-
ment of oxygen-containing groups to the CNT surfaces have
been developed [53, 54]. Carboxylic, carbonyl, and hydroxyl
groups were found covering the CNT walls [55]. The con-
centration of acid groups on the surfaces of HNO3 treated
CNTs was higher than that found for graphite treated under
the same conditions [56]. Sonication of CNTs prior to the
functionalization in acids increases the concentration of acid
groups. Oxidation of CNTs with a H2SO4–HNO3 mixture
also leads to a higher concentration of functional groups
on the surface [57]. Long-term acid treatment of CNTs also
induces modifications. Functional groups can be removed
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from the surface of CNTs by heating. It should be noted
that SWNTs obtained by different methods exhibit differ-
ent behavior in the course of acid treatment and subsequent
oxidation.

1.3. General Properties

This section will very briefly highlight some general prop-
erties of CNTs which are treated in detail in several books
[58–60]. A complete coverage of the electrical, thermal, and
mechanical characteristics of the different kinds of CNTs
(SWNTs, DWNTs, MWNTs, and bundles) is indeed far
beyond the scope of this chapter.

The electrical characteristics of CNTs have been inves-
tigated by theoretical and experimental works [2, 3, 61–
65] which have brought to light some remarkable features
related to the unique one-dimensional nature of the CNTs.
A review on the electronic properties of CNTs is published
in this Encyclopedia [66]. The most important character-
istic to note for use of the CNTs in composites is that
either metallic or semiconducting behavior may be observed
depending on the helicity. The electrical conductivity of a
metallic CNT could reach 10,000 S/cm and that of a semi-
conducting CNT is in the range 0.1–100 S/cm.

The thermal conductivity of CNTs was addressed both
theoretically [67–69] and experimentally [70–72]. Calcula-
tions showed that the thermal conductivity exhibits a peak-
ing behavior as a function of temperature and that it strongly
depends on CNT diameter but does not or weakly depends
on helicity. The extrapolation of measurements on com-
pressed mats of CNTs bundles gave values of thermal con-
ductivity ranging from 1750 to 5850 Wm−1 K−1, to be
compared with the highest known thermal conductivity, that
of the in-plane value of graphite (3000 Wm−1 K−1).

Reviews on the mechanical properties of CNTs were pub-
lished by several authors [73–75]. A low density of defects
confers excellent mechanical properties to CNTs. Further-
more, the intrinsic strength of the carbon–carbon sp2 bond
is expected to give CNTs the highest strength and modulus
among all existing whiskers.

Theoretical [76–78] and experimental studies have shown
that CNTs have excellent elastic properties. Treacy et al.
[79] first investigated the elastic modulus (Young’s modulus)
of MWNTs using thermal vibration experiments performed
in a transmission electron microscope. The average value,
obtained over 11 isolated MWNTs, was 1.8 TPa. Atomic
force microscopy (AFM) was used to perform a direct mea-
surement of the stiffness and strength of individual MWNTs
[80]. An elastic modulus of 1.26 TPa was obtained and the
average bending strength measured was 14.2 ± 8 GPa. Sal-
vetat et al. [81] measured the properties of SWNT bundles
with the AFM. The axial and shear moduli decrease signifi-
cantly upon an incsrease of the bundle diameter, suggesting
slipping of the SWNTs within the bundle. A yield strength of
45 ± 7 GPa was calculated for SWNT bundles from exper-
imental strain measurements on the AFM, with an elastic
modulus taken at 1.25 TPa [82]. The Poisson ratio is defined
by the variation of the radius of the SWNT resulting from
longitudinal deformations along the axis. Ab initio calcula-
tions indicate that it retains graphitic value (0.17) except for
a possible slight reduction for small radii and shows a helic-
ity dependence [74].

The deformation behavior of CNTs under stress is also
remarkable. Several studies [83–86] have shown that both
thin- and thick-walled CNTs exhibit compressive strengths
one order of magnitude higher than any other known fiber.
Moreover, the flexibility of CNTs is remarkable [87, 88] and
the bending may be fully reversible up to a critical angle
value as large as 110� for SWNTs [89]. However, this leads
to the formation of kinks and highly strained regions. The
flexibility arises from the ability of the sp2 C–C bonds to
reversibly change hybridization when deformed out of plane.
Tensile-load experiments on MWNTs ropes found a tensile
strength and modulus of 3.6 and 450 GPa, respectively [90].
Other tension tests performed on MWNT [91] and SWNT
ropes [92] reported tensile strengths in the range of 11–
63 GPa, in reasonable agreement with the theoretical value
of about 100 GPa and no apparent dependence on the outer
wall diameter. Thostensson et al. [73] noted that 63 GPa
is a value 50 to 60 times greater than that of high-quality
steels. In the case of MWNTs, the failure of the outermost
tube occurred followed by pullout of the inner CNTs. The
effectiveness of load transfer to the inner walls or within a
bundle and its influence on stiffness is still under debate and
was notably studied on DWNTs [67, 93, 94].

A study of the radial compressibility of CNTs by AFM
[95] showed that at low pressure, the modulus is similar to
that of graphite along the c-axis (ca. 10 GPa), while at higher
pressure, repulsion forces from the more deformed sides
increase the elastic modulus. The collapse of CNTs into
nanoribbons has been observed [96], which could account
for the competition between the van der Waals attraction
and elastic energy.

Regarding the use of CNTs in composites, it is impor-
tant to note [74] that strengthening but also toughening
are major concerns in structural elements involving a brittle
matrix. For example, fibers longer than the critical length
and a strong interfacial bond are required for fiber–polymer
composites with a high fracture strength, whereas a weaker
interface will promote a high toughness through fiber-matrix
debonding and pullout.

With so many unique or exceptional characteristics, the
potential applications of CNTs are plentiful, notably as a
component of composite materials. Applications in car body
panels [97], car and truck bumpers, bullet-proof jackets,
the construction of earthquake-proof buildings, support of
a human Martian mission, electromagnetic shielding, wave-
guides, etc., have already been envisioned [51]. In the fol-
lowing sections, the works reported on composite materials
containing CNTs will be addressed, successively reviewing
materials with metal, ceramic, and polymer matrix. Earlier
reviews on CNT composites were published by Thostenson
et al. [73] and Lau and Hui [4]. Note that materials consisting
of “simply” filled or coated CNTs will not be considered here.
A review on CNT filling was published by Monthioux [98].

2. CARBON NANOTUBE–
METAL–MATRIX COMPOSITES

A few papers report the fabrication of CNT–metal compos-
ites by powder metallurgy techniques and some results on
the stability of CNTs toward the solid metal matrix at high
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temperatures or on the influence of CNTs on the electrical
and mechanical properties of the materials.

Xu et al. [99] studied the electrical properties of MWNT–
Al composites. The MWNTs (CCVD, diameter 30 nm) were
ground with an aluminum powder and the resulting mix-
tures were hot-pressed at 793 K. In the obtained material,
MWNTs are located mainly at Al grain boundaries and some
aluminum carbides were formed, which was attributed to
a reaction between amorphous carbon and Al. The electri-
cal resistivity at room temperature increases slightly (3.4–
5.5 �� cm) with increasing MWNT volume fraction. From
room temperature down to 80 K all the composites show the
typical metallic decrease of the electrical resistivity. At about
80 K their resistivity abruptly drops by more than 90%.
Kuzumaki et al. [100] also investigated MWNT–Al compos-
ites using unpurified arc-discharge MWNTs. The compos-
ites (5 or 10 vol% MWNTs) were produced by hot-pressing
at 873 K and hot-extrusion at 773 K. The MWNTs were
found undamaged and, on the contrary to conventional car-
bon fiber/systems, no aluminum carbides were detected at
the interface with the matrix, even after a heat treament at
983 K. The tensile strength and elongation of the composites
are only slightly affected by annealing at 873 K in contrast
to those of aluminum.

The same group [101] also studied MWNT–Ti compos-
ites using similar samples of MWNTs (diameter 5–50 nm),
containing graphitic particles and amorphous carbon. The
powders were mixed and hot-pressed at 1208 K. The relative
density of a pure Ti specimen prepared as a 13 reference was
98.6% and that of the composite was 95.8%. The formation
of TiC was observed but TEM observations showed that the
MWNTs themselves did not react with the titanium matrix.
Probably, TiC comes from the reaction between amorphous
carbon and the matrix. The Young’s modulus of the com-
posite is about 1.7 times that of pure Ti. This result may be
caused by both TiC formation and the addition of MWNTs.
The composite has about 5.5 times the Vickers’ hardness of
pure Ti. This is associated with the suppression of coarsen-
ing of the Ti grains, TiC formation, and addition of MWNTs
with an extremely high Young’s modulus. It is proposed that
the MWNTs play an important role in blocking migration of
dislocations.

Dong et al. [102] prepared CCVD MWNT–Cu compos-
ites by similar techniques. The hardness of the compos-
ites increases while the coefficient of friction and wear loss
both decrease with the increase in the MWNT fraction (0–
25 vol%). Rolling tests reveal that the composites can reach
a deformation of 50–60% and have a good isotropy of the
mechanical properties.

The structure and superconductivity of CCVD MWNT–
MgB2 prepared by mixing and heat treatment (950 �C, 2 h,
Ar) were reported by Wei et al. [103]. Carbon atoms com-
ing from the MWNTs do substitute for boron in the MgB2
lattice. Depending on the MWNT content and on the extent
of substitution, the composites are either semiconductive or
metallic.

Thus, these first works have shown the stability of
MWNTs in some solid metal environments during the hot-
pressing or hot-extrusion processes. But the homogeneity of
the dispersion of CNTs has to be improved and the use of

SWNTs has to be tested. The study of more optimized mate-
rials will probably confirm the beneficial influence of CNTs
on some mechanical properties of metal–matrix composites.

Li et al. [104] prepared a MWNT–metallic glass Fe82P18
composite by rapid solidification of a pressed and melted
mixture of MWNTs (CCVD, 3 wt%), Fe–P, and Fe pow-
ders. The MWNTs, some of which are filled with an iron
alloy, are well dispersed in the so-obtained composite rib-
bons (40 �m thick). Thus, it seems that techniques involving
molten metals can also be considered to fabricate CNT–
metal composites.

Coatings with CNTs are also studied with the aim to
obtain excellent tribological properties. Chen et al. [105]
reported the electrodeposition of CCVD MWNTs and
nickel on a carbon steel substrate. The MWNT content
in the deposit was increased upon the increase to a max-
imum value of a number of factors including the concen-
tration of the MWNTs in the solution, the current den-
sity, and the agitation rate. Ball-milling the MWNTs to
decrease their length was found to be beneficial to increase
the maximum concentration in the solution. Observation
of fracture surfaces shows that the MWNTs appear well
dispersed in the nickel matrix, with one end embedded
into it and the other end protruding from the surface.
CCVD MWNT–Ni–P composite coatings were prepared by
electroless deposition [106–108]. These coatings exhibit a
high wear resistance and a low friction coefficient compared
to SiC–Ni–P and graphite–Ni–P coatings.

3. CARBON NANOTUBE–
CERAMIC–MATRIX COMPOSITES

Studies on CNT–ceramic composites using oxide, carbide,
and carbon matrices have been reported and usually involve
mixing raw or purified CNT samples with the matrix or
a corresponding precursor before a densification step. An
alternative route involves composite powders with in-situ
grown CNTs which are very homogeneously dispersed.

Ma et al. [109] prepared MWNT–SiC composites (10 wt%
MWNTs) by hot-pressing mixtures of CCVD MWNTs
(diameter 30–40 nm) and nano-SiC powders. A densifica-
tion of 94.7% was achieved of by hot-pressing at 2000 �C
and using 1 wt% B4C as a sintering aid. It is claimed that
the presence of the MWNTs provides an increase of about
10% of both the bending strength and fracture toughness,
notably by crack deflection and MWNT debonding.

The application of SWNTs for thermal management in
ceramics was reported [110]. Purified laser SWNTs were
mixed into a slurry containing partially stabilized zirconia.
Samples (1% SWNTs) with thickness over 200 �m were pre-
pared by tape casting. Thermal treatments were performed
for binder burnout and sintering. Although the SWNTs do
not survive the final treatment, they remain intact long
enough to serve as templates to create a SWNT-based
microstructure. However, the thermal conductivity of these
composites is higher than that of the pure matrix, which is
opposed to what was aimed for. This could be a consequence
of the presence of residual metal catalyst particles. In con-
trast, the dispersion of 1 wt% vapor-grown carbon fibers
(VGCF), which withstand the sintering, provokes a decrease
of about 30% of the thermal conductivity.
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MWNTs were included in a TiO2 matrix by a sol–gel
method [111]. CCVD MWNTs (diameter 15 nm) covered by
a thin layer of amorphous carbon were dispersed by various
methods into a TiO2-precursor sol. Films were prepared by
dip coating and were annealed in air at different tempera-
tures. The MWNTs are preserved for treatments at or below
400 �C and TEM observation reveals that they appear to
act as preferential sites for the crystallization of rutile-TiO2
nanocrystals. The porosity of the films is about 20%.

The effect of CNT addition on the tribological behav-
ior of carbon/carbon composites was reported [112]. Slurries
of MWNTs (CCVD, 12–15 walls) were infiltrated into the
composites (0–20 wt% CNTs) which were then carbonized
in N2. The surface of the final composite is covered with a
CNT/carbon layer. The friction coefficient increases and the
wear loss decreases upon the increase in CNT loading, so
that the wear resistance is doubled with 20 wt% CNTs com-
pared to the 0 wt% material. Andrews et al. [113] reported
the dispersion of purified laser-ablation SWNTs in isotropic
petroleum pitch matrices to form composite carbon fibers
with a diameter of about 18 �m. SWNTs loadings of 8 and
10 wt% were found to be too high to form a fiber. The ten-
sile strength, elastic modulus, and electrical conductivity of
a composite fiber (5 wt% SWNTs) are increased by about
90%, 150%, and 340% respectively, as compared to the cor-
responding values for unmodified isotropic pitch fibers.

Hwang and Hwang [114] prepared SiO2 glass rods of
micrometer size by using surfactant–MWNT (arc-discharge)
co-micelles as templates. The rods were mixed with SiO2
and dense composites (6 wt%) MWNTs were prepared. It
is claimed that the Vickers hardness of the MWNTs/SiO2
rods–SiO2 materials is twice that of SiO2 rods–SiO2 com-
posites but it is unclear whether this is due to the MWNTs
themselves or to the change in rod morphology they provide.
Arc-discharge SWNT–SiO2 glass composites were prepared
using a sol–gel technique [115]. The purified and short-
ened (300–500 nm) SWNTs were functionalized with den-
dron methyl 3,5-di(methyltriglycoloxy)benzylic alcohol prior
to ultrasonic blending in the sol phase and gelification. Heat-
ing the glasses to 600 �C produced materials with 80%
densification and a good optical transparency, revealing the
homogenous dispersion of the SWNTs (0.1–1.0 wt%). Non-
linear optical transmission was observed.

The synthesis of MWNT/sol–gel composites [116] was also
performed by adding various silane precursor sols (methyl-,
ethyl-, and propyltrimethoxysilane) to CCVD MWNTs and
mechanically mixing to ensure a uniform composition. The
mixture was packed and allowed to dry for 24–48 h depend-
ing on the amount of sol. The final composites contained 34,
44, or 61 wt% of MWNTs. However, the composition of the
matrix at this stage is unclear. The authors note that neg-
atively charged silanol groups may be present. SEM obser-
vations reveal that the composites are quite porous. The
development of electrochemical devices was investigated. It
was found that varying the sol and the amount of MWNTs
allowed one to obtain a double-layer capacitance on a wide
range (0.2–100 mF/cm2). A high capacitance is required
for energy-storage applications while a low capacitance is
required for electrochemical sensors. Fast electron-transfer
kinetics are observed and it is proposed that the so-called

selectivity of the composite (followed by the shift of the oxi-
dation peak of ascorbic acid on cyclic voltammograms) could
be controlled.

The present authors have reported a novel catalytic route
for the in-situ formation of SWNTs and thin MWNTs in a
composite powder by reduction in H2–CH4 of an alumina-
based solid solution [42]. From the beginning, one of the
aims was to further use such composite powders to produce
dense composites. Incidentally, to the best of our knowl-
edge, this was the first time that the formation of SWNTs
by CCVD of a hydrocarbon was reported. With the aim to
favor the formation of tubular carbon (notably SWNTs and
DWNTs) with respect to other carbon species (fibers, hol-
low or filled particles, disordered carbon), several param-
eters related to the material were studied: allotropic form of
the solid solution [117], iron content [118], specific surface
area [119]. Parameters related to the reduction treatment
such as the composition of the H2–CH4 atmosphere [49, 120]
and the temperature [35] were also studied in detail. The
method was expanded to MgAl2O4-based solid solutions in
order to be able to use divalent cations and therefore com-
pare the catalytic efficiency of Fe, Co, and Ni [121, 122]
and their binary alloys [123]. Solid solutions in the form of
foams rather than powders were prepared and the forma-
tion of SWNTs from such foams was reported for the first
time [124]. The method was further expanded to MgO-based
solid solutions [43, 44, 125–127]. The CNTs can be extracted
without damage from the CNT–metal–MgO composite pow-
ders by a mild treatment (soaking in dilute HCl at room
temperature). They thus can be used for dispersion in other
matrices such as epoxy as mentioned in a following section.
The specific surface area of the so-obtained CNTs specimens
is very high (over 800 m2/g) [44], in good agreement [5] with
the distributions of the number of walls and diameter.

The CNTs being grown in-situ in the powders are thus
very homogeneously dispersed between the metal–oxide
grains (Fig. 2) in a way that seems very difficult to achieve
by methods involving mechanical mixing. The CNTs gather
in extensively branched bundles, forming a weblike network
between the matrix agglomerates. The bundles are always
smaller than 100 nm in diameter, they appear to be very
flexible, and some have been traced for 100 �m.

Several studies have dealt with the preparation of dense
CNT–Fe–Al2O3, CNT–Co–MgO, and CNT–FeCo–MgAl2O4
composites by hot-pressing [128–131] and hot-extrusion
[132] and on the determination of some of their mechanical
and electrical characteristics. The precise CNT content in
the dense materials is difficult to determine, so the carbon
content in the starting composite powders (2–10 wt%) and
a unique parameter derived from specific surface area mea-
surements [5, 42, 128] representing the quantity of CNTs
were used to compare the different specimens. The early
studies [128–130] showed that in comparison to similar
carbon-free nanocomposites, the relative densities of the
CNT–Fe–Al2O3 composites are lower, the matrix grains are
smaller, and the fracture strength and fracture toughness
are generally markedly lower. Nevertheless, scanning elec-
tron microscopy (SEM) observations of composite fractures
indicated that the CNT bundles locally act to dissipate some
of the fracture energy. The too-low volume fraction of CNTs
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(b) 1 µm

1 µm(a)

Figure 2. Scanning electron micrographs of CNT–Fe–Al2O3 composite
powders with micronic (a) and submicronic (b) matrix grains. Long
bundles of CNTs are observed.

and the presence of others species, notably large diame-
ter (>15 nm) filamentous carbon, could explain the lack of
mechanical reinforcement at the macroscopic scale.

As mentioned, works on the powder synthesis allowed
one to increase both the quantity of CNTs and the qual-
ity of carbon (much less nanofibers) in the CNT–Fe–Al2O3
powders and to prepare novel composite powders, CNT–
Fe/Co–MgAl2O4 and CNT–Co–MgO. Hot-pressed compos-
ites were investigated [131]. For the sake of comparison,
ceramics (MgAl2O4 and MgO) and metal–oxide composites

Table 1. Relative density and microstructural characteristics of the hot-pressed ceramics and nanocomposites.

Ceramic or composite Label d �%� Gm ��m� dmetal ��m� dZrO2
��m�

CNT–Fe–Al2O3 CMA1 88�7 0�3 ≤0�5 —
CNT–Fe–Al2O∗

3 CMA2 87�5 0�3 ≤0�5 ≤1
MgO B 90�1 5 — —
Co–MgO MB 96�6 7 ≤2 —
CNT–Co–MgO CMB 92�9 3 ≤1�5 —
MgAl2O∗

4 D 99�7 13 — ≤1
Fe/Co–MgAl2O∗

4 MD 98�2 0�8 ≤0�5 ≤1
CNT–Fe/Co–MgAl2O∗

4 CMD 90�6 0�5 ≤0�5 ≤1

Note: d: relative density calculated by assuming that all carbon has the density of graphite, with dgraphite = 2�25 g/cm3; Gm: average
grain size of the oxide; dmetal: diameter of the larger metal particles; dZrO2

: diameter of the larger ZrO2 particles in specimens prepared
from powders attrition-milled before reduction (∗).
Source: Reprinted with permission from [131], E. Flahaut et al., Acta Mater. 48, 3803 (2000). © 2000, Elsevier Science.

(i.e., without CNTs) were prepared in the same conditions.
With the Al2O3 matrix, the increase of the quantity of CNTs
in the powder leads to a refinement of the microstruc-
ture of the hot-pressed specimen. With both the Al2O3 and
the MgAl2O4 matrix, a fraction of the CNTs seems to be
destroyed during hot-pressing at 1500 �C (in a vacuum).
When using the MgO matrix, most CNTs are destroyed dur-
ing a hot-pressing at 1600 �C, but the CNTs are not dam-
aged if the treatment is limited to 1200 �C. It seems that
the quantity of CNTs retained in the massive composite
is more dependent on the treatment temperature than the
nature of the oxide matrix. CNT damage produces disor-
dered graphene layers which gather at matrix grain junc-
tions. Probably due to a too-low relative density (87–93%),
the fracture strength (measured by three-point bending)
and the fracture toughness (measure by the single-etched
notched beam technique) of the CNT-containing compos-
ites (Tables 1 and 2) are generally lower than those of
the carbon-free metal–oxide composites and only marginally
higher than those of the ceramics.

SEM observations (Fig. 3) showed that some CNTs are
trapped inside the matrix grains or at grain boundaries and
seem to be wetted by the matrix in the case of alumina.
Most of these CNTs are cut near the fracture surface after
some pull-out (Fig. 4) and could contribute to a mechani-
cal reinforcement. However, this is not demonstrated at a
macroscopic scale.

It was shown that CNTs confer an electrical conduc-
tivity to ceramic–matrix composites. Indeed, whereas the
corresponding ceramics and metal–oxide nanocomposites
are insulators, the CNT–metal–oxide composites are elec-
trical conductors (electrical conductivity in the range 0.2–
4.0 S cm−1) due to the percolation of the CNTs. The values
of the electrical conductivity are fairly well correlated to the
relative quantity of CNTs, the specimens becoming insula-
tors when the CNTs are destroyed. Recently [133], it was
found that the percolation threshold is below 1 vol% of CNT
and that controlling the CNT quantity in the starting pow-
ders allows one to control the electrical conductivity in the
range 0.01–10 S cm−1.

Peigney et al. [132] reported that extrusion at high tem-
peratures (in a vacuum) allows one to align CNTs in
ceramic–matrix bulk nanocomposites, as opposed to fibers
or thin films. The superplastic forming is made easier by
the CNTs, which inhibit the matrix grain growth and also
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Table 2. Electrical conductivity (�), fracture strength ��f ), fracture toughness (KIc), and fracture mode of the hot-pressed
ceramics and nanocomposites.

Ceramic or composite Label or reference � (S cm−1) �f (MPa) KIc (MPa m1/2) Fracture mode

Al2O3 [34] — 335 4�4 intergranular
Fe–Al2O3 [34] — 630 7�2 mixed
CNT–Fe–Al2O3 [17] — 540 3�6 mixed
CNT–Fe–Al2Oa

3 [18] — 295 2�7 intergranular
CNT–Fe–Al2O3 CMA1 0.4–0.8 400 5�0 mixed
CNT–Fe–Al2Oa

3 CMA2 2.8–4.0 296 3�1 intergranular
MgO B n.m. 202 — intergranular
Co–MgO MB n.m. 283 — mixed
CNT–Co–MgO CMB 0.2 254 — intergranular
MgAl2Oa

4 D n.m. 308 — transgranular
Fe/Co–MgAl2Oa

4 MD n.m. 212 2�94 mixed
CNT–Fe/Co–MgAl2Oa

4 CMD 1.5–1.8 221 1�71 mixed

Note: n.m.: not measurable; mixed: the fracture presents both the inter- and transgranular characters.
Source: Reprinted with permission from [131], E. Flahaut et al., Acta Mater. 48, 3803 (2000). © 2000, Elsevier Science.
a Specimens prepared from powders attrition-milled before reduction.

act as a lubricating agent. The CNTs withstand the extreme
shear stresses occurring during the extrusion up to 1500 �C.
In addition to electron microscopy revealing the alignment,
the composites show an anisotropy of the electrical conduc-
tivity [about 30 times larger in the longitudinal direction
(20 S cm−1) than in the transverse direction], which could be
adjusted by controlling the amount of CNTs (carbon content
in the range 0.6–8 wt%).

Siegel et al. [134] mixed arc-discharge MWNTs with a
nanometric alumina powder in ethanol dispersion using an
ultrasonic probe. The mixture was dried in two steps, first
in an ultrasonic bath and then in an oven. Hot-pressing
was performed in argon at 1300 �C. A single compos-
ite was prepared (10 vol% MWNTs). It is claimed that
the fracture toughness (derived from Vickers microhardness

(a) 200 nm

(b) 100 nm
(c) 100 nm

Figure 3. Scanning electron micrographs of the fractures of CNT–Fe–
Al2O3 composites. Reprinted with permission from [130], A. Peigney
et al., Ceram. Int. 26, 677 (2000). © 2000, Elsevier Science.

measurements) is increased by 24% (to 4.2 MPa m1/2). How-
ever, basic materials characteristics such as the density and
grain size are not given, making it difficult to consider this
result as evidence for the beneficial role of the MWNTs
themselves.

Zhan et al. [135] prepared SWNT–alumina composites
using small-diameter SWNT bundles obtained by the HIPCo
technique and a nanometric alumina powder (50 nm). The
two components were mixed by ball-milling, which produced
a reasonably homogeneous dispersion without damaging the
SWNTs. Fully dense composites were obtained by the spark
plasma sintering (SPS) technique, in which the specimen
is annealed at lower temperatures (1150 �C) and during
much lower times (3 min) than using other sintering pro-
cesses. SPS does not damage the SWNTs. The bundles can
be seen to be located mainly at the boundaries of the alu-
mina grains and have good contact with the alumina matrix.
The authors report a very large gain in fracture toughness
(derived from Vickers indentation) in alumina composites
containing 10 vol% SWNT (from 3.7 MPa m1/2 for pure
Al2O3 to 9.7 MPa m1/2). Moreover, one of these SWNT–
Al2O3 composites which was not fully densified (about 14%
of residual porosity) presented a quite remarkable fracture
toughness—about twice that of the fully densified but unre-
inforced alumina matrix. Sun et al. [136] reported the devel-
opment of a colloidal process to coat CNTs with alumina
prior to another mixing step with a concentrated alumina
suspension, so that the final material contains only 0.1 wt%
CNTs. SPS was used to fully densify (at 1300 �C) the com-
posite. The Vickers hardness is slightly higher than that
of pure alumina (17.6 versus 16.9 GPa) and the Vickers
indentation-derived toughness is increased from 3.7 to 4.9
MPa m1/2 upon the addition of 0.1 wt% CNTs. It is pro-
posed that coating the CNTs before sintering results in an
improved bonding with the matrix. Crack bridging and CNT
pullout could also lead to the increase in fracture tough-
ness. These studies [135, 136] have thus demonstrated that
CNT–ceramic composites warrant further investigation with
respect to the mechanical properties [137]. For example, the
preparation of larger specimens to test the fracture strength
would be of interest [137].
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Figure 4. FEG-SEM images of the fracture of the CNT–Fe–Al2O3 com-
posite showing some aspects of the CNT–matrix interactions. Reprinted
with permission from [131], E. Flahaut et al., Acta Mater. 48, 3803 (2000)
© 2000, Elsevier Science.

MWNT–lanthanum cobaltate composites were tested for
a possible application as an oxygen electrode in rechargeable
zinc/air batteries [138]. La1−xMxCoO3 (M = Ca� Sr) particles
were coated with a citrate precursor containing more cobal-
tate with a slight excess of cobalt oxide. The mixture was
treated in acetylene (700 �C) to produce MWNTs (diameter
20–30 nm, length about 20 �m) grown on the oxide surface.
An electrode was manufactured and promising results were
obtained. The CNTs formed directly at the oxide surface
could improve the electrical junction between the oxide and
the carbon-containing substrate.

MWNTs (arc discharge, 3 wt%) were embedded into
Bi2Sr2CaCu2O8+� (a Bi-2212 superconductor) in order
to improve pinning properties [139]. The insulator–
supraconductor transition is slightly lower in the compos-
ite than in the Bi-2212 material (87 vs 95 K). The increase
in current densities shows that the MWNTs function like
columnar defects produced by heavy-ion irradiation.

4. CARBON NANOTUBE–
POLYMER–MATRIX COMPOSITES

CNT–polymer composites are by far the most studied. In
the following sections, we will successively review compos-
ites with epoxy, polymethylmethacrylate, and other matrices.
Lordi and Yao [140] noted that three key issues affect the
performance of a fiber–polymer composite: the strength of
the fiber phase, the toughness of the fiber phase, and good
interfacial bonding which is crucial for load transfer to occur
and fiber orientation. These authors [140] performed calcu-
lations related to the interfacial adhesion in CNT–polymer
composites. It is shown that interfacial binding energies are
only slightly correlated with adhesion in actual composites,
as determined by comparison with experimental observa-
tions of fiber pullout by various authors. It is also reported
that hydroxy side-groups, and to a lesser extent phenyl side-
groups, on the polymer seem advantageous for strong inter-
faces. The key factor in forming a strong bond the CNTs
and the matrix lies in the polymer’s ability to form large-
diameter helices around individual CNTs. The strength of
the interface may result from molecular-level entanglement
of the two phases and forced long-range ordering of the
polymer. In addition, it is proposed that weak frictional
interactions between layers of MWNTs and between SWNTs
in bundles indicate that isolated SWNTs are desired for
dispersion in a matrix. Schadler et al. [141] noted that a
high interfacial shear stress between the fiber and the matrix
will transfer the applied load to the fiber over a short dis-
tance, whereas a low interfacial shear stress will require a
long distance. The first main mechanism of load transfer is
micromechanical interlocking, which could be difficult with
CNTs due to their atomically smooth surface. Other mecha-
nisms include chemical bonding and van der Waals bonding
between the CNTs and the matrix.

4.1. Epoxy–Matrix Composites

The first work on a CNT–polymer composite was reported
by Ajayan et al. in 1994 [142]. Purified arc-discharge
MWNTs were dispersed in a liquid-epoxy base resin by
mechanical stirring. After evacuation to remove trapped air
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bubbles, pastes of the material were hardened by heating
above 6 �C for 2 hours. Thin slices were cut and observed
by TEM. It was demonstrated that, during cutting, the
majority of MWNTs were straightened in the strain direc-
tion rather than broken. These results suggested, first, that
MWNTs have excellent mechanical properties and second
that anisotropy can be induced by a flow in such a material.
Only several years later, in 1998, were other works published
on CNT–polymer composites.

Schadler et al. [141] reported the dispersion of 5 wt%
MWNTs in an epoxy resin by an ultrasonic treatment.
Although the MWNTs were well separated, they remain
poorly distributed. Mechanical tests and associated Raman
spectroscopy revealed that the load transfers to the MWNTs
were much higher in compression than in tension. It was
inferred that, under loading, only the outer layers of the
MWNTs are stressed in tension because all the inner tubes
are sliding within the outer, whereas all the layers are
stressed in compression.

Further investigations on the load transfer in such mate-
rials were reported. Both laser-ablation SWNTs and arc-
discharge MWNTs were used. It was found [85] that the
compressive strength of thin- and thick-walled CNTs is
more than two orders of magnitude higher than the com-
pressive strength of any known material, which is close to
0.05 GPa. Compressive stresses were induced in composites
films, 200 �m thick, from the shrinkage of the matrix due
to polymerization and by further quenching from room tem-
perature to low temperatures (223–81 K) [143, 144]. The
frequency of some Raman bands being stress-sensitive, it
has been demonstrated that this spectroscopy can be used
to study the strain distribution in fiber composites and to
calculate the Young’s modulus [145]. The obtained values
were close to those previously reported for SWNTs and
MWNTs, about 5 and 1.8 TPa, respectively [79, 146]. The
fracture of a SWNT–epoxy composite, observed in real time
by TEM, revealed a good polymer–CNT wetting and sig-
nificant CNT–polymer adhesion [147]. Raman spectroscopy
investigations of SWNT–epoxy and MWNT–epoxy compos-
ites [148] allowed one to determine the effective modulus
of the CNTs (about 1 TPa and 0.3 MPa for the SWNTs and
MWNTs, respectively). Stress transfer between the different
phases was demonstrated.

The formation of damage doublets in adjacent MWNTs
was reported in microtomed thin slices of arc-discharge
MWNT–epoxy composite films [149] (Fig. 5). It was con-
cluded that despite the enormous difference in scale, funda-
mental concepts pertaining to continuum mechanics of fiber
composites such as “stress concentration factor” and “effec-
tive matrix radius” could be valid at the nanometric level,
at least to some degree. Interactions between CNTs should
also be taken into account.

Mechanical tests conducted on 5 wt% SWNT–epoxy com-
posites [150] showed that SWNT bundles were pulled out
of the matrix during the deformation of the material. In
some areas, the SWNTs appeared broken and relaxed but in
other regions, they were fully stretched and bridging a crack
(Fig. 6).

On the basis of Raman spectroscopy results and SEM
observations, the authors inferred that the load transfer
is limited because the SWNTs are slipping, under tension

48 nm

60 nm
(a)

(b)

Figure 5. (a) TEM image of aligned MWNTs close to the film surface,
revealing CNT fragmentation and the formation of a doublet of adja-
cent breaks (bottom arrow). A doublet consisting of a CNT end and
a nanotube break is also shown (top arrow). (b) TEM picture of two
aligned MWNTs in close contact, revealing the formation of two dou-
blets of adjacent breaks (arrows). Reprinted with permission from [149],
O. Lourie and H. D. Wagner, Comp. Sci. Tech. 59, 975 (1999) © 1999,
Elsevier Science.

strain, within the bundles. It was also reported [151] that
the combination of standard mechanical tests and Raman
scattering tests allows the determination of residual strains
due to matrix shrinkage, the elastic properties of embed-
ded SWNTs/bundles, their dispersion, and load transfer
effectiveness.

The influence of the interfacial interaction between CNTs
and the epoxy matrix was evidenced by Gong et al. [152].
Dynamic mechanical measurements and SEM observations
were performed on 1 wt% CNT–epoxy composites, prepared
either with or without a nonionic surfactant addition (poly-
oxyethylene 8 lauryl). For the former composite, the glass
transition temperature was increased from 63 to 88 �C and
the elastic modulus was also increased by more than 30%
in comparison with the matrix. In contrast, the latter com-
posite, prepared without surfactant addition, presents only
moderated improvements of these properties. SEM obser-
vations confirmed that the surfactant addition improved the
dispersion of the CNTs, thus allowing the dramatic effects
of CNTs on the properties of the material.
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(a)

(b)

Figure 6. (a) SEM image of SWNT bundles stretched across cracks
observed in a CNT–carbon composite pellet for certain critical crack
widths. (b) Curved bundles of SWNTs that are no longer under load, as
observed in a SEM image. The scale bars in the images correspond to
1 �m. Reprinted with permission from [150], P. M. Ajayan et al., Adv.
Mater. 12, 750 (2000). © 2000, Wiley–VCH.

Allaoui et al. [153] claimed to have quadrupled the elastic
modulus and the yield strength (measured through tensile
test) of an epoxy matrix by the incorporation of 4 wt% of
both very large CCVD MWNTs and VGCFs (15–400 nm
in diameter). Conductivity measurements revealed that the
insulator–conductor transition occurred for MWNT con-
tents in the range 0.5–1 wt%.

CCVD MWNTs (inner diameter 5 nm, outer diameter
10 nm, length a few micrometers) were dispersed in an
epoxy matrix (0.0225–0.15 wt% MWNTs) [154]. The expo-
sure to ultrasound early in the process and the subse-
quent intense stirring of the resin dramatically improved the
dispersion of the MWNTs in the matrix. The percolation
threshold was found to be between 0.0225 and 0.04 wt%
MWNTs. An electrical conductivity of about 10−2 S/m, suffi-
cient for antistatic applications, was achieved with 0.04 wt%
MWNTs, that is, using a loading about one-tenth of that
needed using carbon black (Fig. 7). It is noted that at these
low filler fractions, neither the processing behavior of the
matrix nor the surface finish of the samples is adversely
affected and that the mechanical properties of the epoxy
matrix should not be compromised.

Using CCVD CNTs (80% SWNTs or DWNTs) prepared
by the solid solution route as mentioned in a previous
section, Barrau et al. [155] prepared CNT–epoxy composites,
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Figure 7. Comparative log–log plot of the conductivity of nanocompos-
ites containing: (a) CCVD CNTs, (b) carbon black with copper-chloride,
and (c) carbon black only, as a function of the filler volume content.
Lines are included as visual aids. Reprinted with permission from [154],
J. Sandler et al., Polymer 40, 5967 (1999). © 1999, Elsevier Science.

with CNT fractions in the range 0.04–2.5 wt%. An analysis
of the dc and ac electrical conductivity in the temperature
range 20–110 �C and frequency range 10−2 Hz–1 MHz was
reported. There is an increase in dc conductivity of 10 orders
of magnitude between 0.2 and 0.6 wt% CNTs, the highest
conductivity being 10−4 S/cm for 2.5 wt%. A percolation
threshold was found at 0.3 wt% CNTs independent of the
temperature. The critical exponent � of the scaling law of
the percolation theory � ∝ �f − fc�� increases with the tem-
perature (1�71± 0�20 at 100 �C) and tends toward the value
(1.94) predicted by the tridimensional percolation theory of
randomly distributed objects. Indications that tunneling con-
duction may be the main conduction mechanism are pre-
sented. The frequency dependence of the conductivity obeys
the universal dynamic response. The behavior of the fre-
quency exponent with the temperature is consistent with the
correlated barrier hopping mechanism.

CCVD SWNTs were used to augment the thermal trans-
port properties of industrial epoxy [156]. Samples loaded
with 1 wt% unpurified SWNTs (containing 15–25 wt% resid-
ual Fe catalyst) showed an increase in thermal conductiv-
ity of 70% and 125% at 40 K and at room temperature,
respectively. Electrical conductivity data showed a percola-
tion threshold in the range 0.1–0.2 wt% SWNTs. The Vick-
ers hardness rose monotonically with SWNT loading up to a
factor of 3.5 at 2 wt%. It is noted that these results suggest
that the thermal and mechanical properties of SWNT–epoxy
composites are improved without the need to chemically
functionalize the SWNTs.

Thostenson et al. [157] reported the direct growth of
MWNTs on carbon fibers by CCVD. Embedding the coated
fibers in an epoxy matrix produces a multiscale composite.
Single-fiber composites were prepared. It is reported that
the MWNT coating improves the interfacial load transfer,
possibly by local stiffening of the polymer matrix near the
fiber/matrix interface.
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4.2. Polymethylmethacrylate–Matrix
Composites

Unpurified and purified laser-ablation SWNTs were dis-
persed and aligned in polymethylmethacrylate (PMMA)
using a combination of solvent mixing and melt mixing, a
method expected to be applicable to most thermoplastic
polymers [158]. Composite films (1–8 wt% SWNTs) showed
a higher electrical conductivity along the flow direction than
perpendicular to it. The conductivity increases with SWNTs
loading. In addition, composite fibers with well aligned
SWNTs were prepared by melt spinning. The highest draw
ratio was achieved for pure PMMA and specimens with 1%
SWNTs. However, the fiber diameter is not uniform along
the axis and specimens with the higher SWNT contents tend
to fracture during the melt-spinning process, revealing a
much increased viscosity of the melt. The weight fraction of
SWNTs necessary for percolation increases as the SWNTs
are aligned.

Unpurified arc-discharge MWNTs (diameter 30 nm) melt-
blended with PMMA were compressed (8–9 MPa, 210 �C,
5 min) to produce transparent films [159]. Different con-
tents (4–30 wt%) of MWNTs were used and it is claimed
that they are well dispersed in the matrix with no appar-
ent damage. Thermogravimetric analysis (TGA) shows that,
compared to pure PMMA, the thermal degradation occurs
at a slightly higher temperature when 26 wt% MWNTs are
added. The dynamic mechanical behavior was investigated,
showing that the storage modulus (E ′) is increased upon the
incorporation of MWNTs, particularly at high temperatures
(120–140 �C) (Fig. 8). It was, however, thought necessary to
improve the wetting between the MWNTs and the PMMA,
so the MWNTs were mixed and therefore coated with
poly(vinylidene fluoride) prior to melt blending with PMMA
[160]. The presence of a small amount of poly(vinylidene
fluoride) indeed results in an increased storage modulus, but
this effect diminishes at higher temperatures.

Jia et al. [161] mixed purified CCVD MWNTs with
a free radical initiator (2,2′-azobisisobutyrontrile) and the
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Figure 8. Storage moduli of PMMA and various composites. Reprinted
with permission from [159], Z. Jin et al., Chem. Phys. Lett. 337, 43
(2001). © 2001, Elsevier Science.

monomer MMA to obtain MWNT–PMMA composites by
an in-situ process. Two kinds of MWNTs were used:
as-purified specimens and ball-milled purified samples. The
ball-milling treatment produces much shorter and better
separated MWNTs. It is claimed that the MWNTs take part
in the polymerization reaction, obstructing the growth of
PMMA. C–C bonds are formed between the MWNTs and
PMMA results in a strong interface. The tensile strength,
toughness, hardness, and deflection temperature of the ball-
milled MWNT–PMMA composites are improved compared
to pure PMMA up to 7 wt% MWNTs. A higher loading is
reported to generate residual stresses in the matrix which
causes the composite to become very brittle. In contrast
the as-purified MWNT–PMMA composites show weaker
mechanical properties because of a poor dispersion of the
MWNTs.

MWNT–PMMA (arc-discharge MWNTs, diameter 10–
15 nm, length 2–3 �m) and SWNT–PMMA composites
(laser-ablation SWNTs, diameter 1.4–2 nm, length 200–400
�m, in bundles) were prepared using a dry powder mix-
ing method [162]. The final step of the preparation was to
extrude the materials in order to align the CNTs. The effi-
ciency of the method is demonstrated by SEM, TEM, and
Knoop hardness analyses. In particular, the Knoop hardness
is at a maximum when the long diagonal of the indenter is
perpendicular to the orientation of the CNTs. The tensile
modulus was almost insensitive to the presence of the CNTs
while the impact strength was significantly increased with
only 0.1 wt% of SWNTs. It is proposed that this apparent
increase in toughness is due to a weak interfacial adhesion,
to the high flexibility of the SWNTs, and to the pullout and
sliding of individual SWNTs within a bundle.

The characterization by Raman spectroscopy of SWNT–
PMMA composite films (2.5–20 wt% SWNTs) prepared by
spin casting was reported [163, 164]. The SWNTs, pre-
pared by different methods (arc discharge, laser ablation,
and solar energy), are organized in bundles. In the case of
arc discharge, composites were prepared with SWNT sam-
ples from different parts of the so-called collaret. Com-
paring the Raman spectra allowed one to get a diameter
distribution of the SWNTs and to confirm the presence
of armchair SWNTs. Is was shown that the diameter dis-
tribution slightly changes from one collaret sample to the
other, whereas spectra from composites with laser ablation
or solar energy SWNTs are rather similar. Furthermore, for
low SWNT loadings, the amorphous carbon formed during
the synthesis of the SWNTs was found to be dispersed in
the PMMA and the bundles appeared to be undone. It is
expected that such composite films could be used in mul-
tilayer diodes. The transport properties of SWNT–PMMA
composite films (10 �m thick) were studied in great detail
[165, 166]. The SWNTs (diameter 1.3–1.5 nm) are produced
by arc discharge with a typical purity of about 70–90%.
Most SWNTs form bundles with a typical size of 7–12 nm.
The electrical conductivity strongly depends on the SWNTs
content. It increases by nine orders of magnitude from 0.1
to 8 wt% (Fig. 9). The room-temperature conductivity is
well described with the standard percolation theory. Trans-
port is due to localized carriers originating from the metal-
lic SWNTs. The critical behavior � ∝ �f − fc�

� is observed
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Figure 9. Dependence of the room-temperature (RT) composite con-
ductivity with the SWNT content. Inset: RT power law dependence of �
versus the reduced mass fraction of SWNTs. Reprinted with permission
from [165], J. M. Benoit et al., Synth. Met. 121, 1215 (2001). © 2001,
Elsevier Science.

with a percolation threshold fc = 0�33 ± 0�03% and a crit-
ical exponent � = 2�1 ± 0�1. The low value of fc arises
from the very high aspect ratio of the SWNTs, estimated at
about 850. The critical exponent � is in good agreement with
the conventional 1.94 exponent found for random tridimen-
sional connectivity. This quasi-ideal percolation behavior
confirms the good dispersion of the SWNTs in the matrix.
The temperature (4–300 K) dependence of the resistivity
of some composites was studied, revealing a behavior usu-
ally ascribed to hopping in the presence of Coulomb inter-
actions opening a soft Coulomb gap. This suggests that a
distribution of intertube/interbundle barriers is superposed
to the topological percolation network. It is proposed that
the Coulomb gap is due to the Coulomb charging energy
involved in the transport process from one bundle (or one
SWNT) to the neighboring one. It is further suggested that
using composites close to the percolation threshold may be
a way to access intrinsic SWNT properties at a macroscop-
ical level and that this approach may be developed for the
thermal conductivity as well.

Grimes et al. [167] investigated SWNT–PMMA compos-
ite films (thickness about 500 �m) with much higher SWNT
loading. Indeed 0–23 wt% of arc-discharge SWNTs (diam-
eter 10 nm, length 1 �m) were dispersed. The electrical
conductivity varied over nine orders of magnitude and the
percolation threshold was found to be close to 3 wt%. Addi-
tion of the SWNTs has a dramatic effect on the measured
permittivity spectra (for example at 500 MHz, the real per-
mittivity increases by a factor of 35 and the complex per-
mittivity increases by over three orders of magnitude upon
increasing the SWNT loading from 0 to 23 wt%). Both sets
of data (electrical conductivity and complex permittivity)
fall on a reasonably smooth curve indicating a good dis-
persion of the SWNTs in the matrix. It is, however, noted
that no percolation threshold is observed in the 500 MHz
data. Comparison of the permittivity measurements (500–
5500 MHz) with theoretical predictions using an effective
medium theory were found to be in reasonable agreement.

4.3. Polymer Composites
with Other Matrices

Shaffer and Windle [168] prepared CCVD MWNT–polyvinyl
alcohol (PVA) composite films with a wide range of MWNT
loadings (5–60 wt%). The dry film thickness varied from
53 to 44 �m, with increased loading. SEM images revealed
an even dispersion of the MWNTs and pullout lengths of
about 100 nm were observed on fracture surfaces. TGA
showed that although there is a retardation of the onset of
PVA decomposition, resulting possibly from the absorption
of the decomposition-generated free radicals by activated
carbon surfaces, the subsequent progress of the degrada-
tion of PVA is not affected. Below the glass transition of
the matrix, the tensile elastic modulus increases due to the
presence of the MWNTs. The stiffness of the MWNTs was
evaluated at about 150 MPa, well below values reported
for isolated tubes. This low experimental value could reflect
defects in the MWNTs or the difficulty of shear stress trans-
fer between the walls. Above the glass transition, a large
proportion of the stiffness observed below is retained, denot-
ing a much more significant effect of the MWNTs. The onset
of the glass transition was not affected by the MWNTs but
the high-temperature side was broadened, because polymer
molecules near the MWNT surface would have a reduced
mobility. The percolation threshold was found to be in the
range 5–10 wt%. It is noted that the electrical conductivity is
rather lower compared to that of MWNT–epoxy composites
containing very low MWNTs loadings [154], possibly because
the adsorbed layer of polymer on each MWNT reduces
the quantity and quality of electrical contacts between the
MWNTs.

Vigolo et al. [169] proposed an original method for the
fabrication of macroscopic composite fibers and ribbons
incorporating flow-aligned SWNTs. The elastic modulus was
found to be equal to 15 GPa, lower than that of individual
CNTs or conventional carbon fibers, but nevertheless giving
hope for future improvements. It was shown that such fibers
can be netted and even knotted.

Starting with arc-discharge MWNTs randomly dispersed
in a thermoplastic polymer (polyhydroxyaminoether) pre-
pared by solution casting, Jin et al. [170] prepared compos-
ites with aligned MWNTs by mechanical stretching above
the glass transition temperature of the polymer. X-ray
diffraction (XRD) analysis showed that the fraction of
aligned MWNTs increased with increasing stretching ratio.
Decreasing the MWNT content also favored alignment,
due to a higher mobility. Interestingly, no alignment was
achieved with SWNTs using similar stretching ratios. A fur-
ther study [171] revealed that buckling was observed in
bent MWNTs of large curvature, some being completely col-
lapsed. Buckling is thought to be caused by the shrinkage
of the polymer during cooling down to room temperature in
the final stage of preparation. In some cases, heating by elec-
tron irradiation in the TEM restored the cylindrical shape,
showing that buckling is an elastic deformation, at least at
moderate strain. The onset buckling strain was estimated at
about 5%, in good agreement with results from AFM lat-
eral force measurements [80]. The observation of fractured
surfaces revealed that failure occurred from MWNT pullout
and fracture of the matrix but that the load transfer was not



Carbon Nanotubes in Composite Materials 647

sufficient to fracture the MWNTs. The fracture strain was
found to be greater than 18%.

Wagner et al. [172] prepared arc-discharge MWNT–
polyurethane acrylate films 200 �m thick. Tensile test were
performed and subsequently thin slices (70 nm) cut in a
direction parallel to the film surface were observed by TEM.
A progressive fragmentation process was detected which was
thought to originate in the large stresses induced in the
MWNTs during the tensile tests. The MWNT-matrix stress
transfer efficiency was estimated to be at least one order of
magnitude larger than in fiber-based composites. This could
arise from a strong reactivity of MWNTs toward double
bonds in the polymeric chains upon ultraviolet (UV) curing
of the specimen. The macrofragmentation and microfrag-
mentation phenomena were studied in detail in a further
work [173].

Wood et al. [174] prepared 0.1 wt% SWNT–polyurethane
acrylate films 150 �m thick using a flow orientation
technique to align the SWNTs. Micro-Raman spectra for
specimens cut both parallel and perpendicular to the flow
direction were significantly different, as a function of
mechanical strains, allowing one to probe the alignment.
It is proposed that the adhesion between the SWNTs and
the polymer exceeds the shear yield strength of the matrix.
A further work [175] showed that using polarized resonance
Raman spectroscopy allows one to use unoriented SWNTs
as strain sensors. The Raman spectral shifts of the SWNTs
were also used to study the glass transition and secondary
transitions in the polyurethane acrylate and polycarbonate
polymers [176].

The rheological behavior of MWNT–polycarbonate com-
posites was reported by Pötschke et al. [177]. CCVD
MWNTs (diameter 10–15 nm, length 1–10 �m) were used.
One-kilogram mixtures of polycarbonate with the MWNTs
were extruded at 240 �C using a twin-screw extruder. Com-
posites with MWNTs loadings of 0.5, 1, 2, and 5 wt%
(corresponding to about 0.34, 0.68, 1.37, and 3.40 vol%,
respectively) were formed into bars by compression molding.
SEM observations showed that the MWNTs are randomly
dispersed in the matrix and that a layer of polycarbon-
ate covers the MWNTs, indicating some wetting and phase
adherence. MWNT–polyamide-6 prepared for the sake of
comparison did not exhibit the same MWNT-covering fea-
tures. Electrical resistivity measurements revealed that the
percolation threshold is between 1 and 2 wt%. The rheo-
logical behavior was investigated by oscillatory rheometry at
260 �C. The viscosity of composites with less than 2 wt%
MWNTs had similar frequency dependency than pure poly-
carbonate and reached a Newtonian plateau at low frequen-
cies. Above 2 wt%, the viscosity decreases to a greater extent
with frequency and a non-Newtonian behavior is obtained to
much lower frequencies. The coincidence between the elec-
trical and rheological thresholds indicates that the rheology
of the material is sensitive to the interconnectivity of the
MWNTs. The increase in viscosity with MWNT content is
much higher than that reported for nanofibers and carbon
black, because of the higher aspect ratio of the MWNTs. The
viscosity increase appears along an increase of the elastic
melt properties, the increase of the storage modulus being
much more important than that of the loss modulus.

MWNT–polycarbonate and MWNT–polybutylene tereph-
thalate (CCVD MWNTs, 8–15 walls, loading 3.5 and
5.0 wt%) were reported [178] to have improved mechani-
cal and electrical properties compared to the corresponding
pure polymer. It is noted that the MWNTs must be untan-
gled for optimized performance, which can be done by high
shear in a compounding operation.

The synthesis of MWNT–polyaniline composites by in-situ
polymerization was reported [179]. Arc-discharge MWNTs
(10, 20, 30, and 50 wt% with respect to aniline monomer)
were used. A composite of 30 wt% MWNTs and ex situ
polymerized polyaniline was also prepared for comparison.
In this process, polyaniline exists in its primary doped form
called emeraldine salt. X-ray diffration analysis showed that
no additional order had been introduced. Comparison of the
different Raman spectra revealed that a site-selective inter-
action between the quinoid ring of the doped polymer and
the MWNTs occurs as a consequence of the in-situ poly-
merization. This interaction may influence charge-transfer
processes. The transport properties of MWNTs, polyani-
line and the different composites were studied between
300 and 1.25 K. At the higher temperatures, the electrical
conductivity is dominated by the polyaniline. At low tem-
peratures, the MWNT network which shows a very weak
temperature dependence becomes more conductive than the
matrix. Interestingly, it is shown that the conductivity of both
the polyaniline and the MWNTs has increased during the
in-situ polymerization, indicating improved electrical con-
tacts between the MWNTs and the polyaniline grains. Thus
the composite material is more conductive than the start-
ing components. Studies using arc-discharge SWNTs [180]
revealed that the dispersion in polyaniline is poor for all
SWNT contents (2, 5, 10, 20, 30, 50 wt% with respect to ani-
line monomer), probably because the SWNTs contain resid-
ual catalyst particles and amorphous carbon, as well as form
entangled bundles.

Qian et al. [181] reported the preparation of MWNT–
polystyrene films about 400 �m thick by a solution-
evaporation method. One wt% of MWNTs 30 nm in
diameter and either 15 or 50 �m long were used. Tensile
tests revealed a 25% increase in break stress and a 36–
42% increase in elastic modulus. A higher elastic modulus
being achieved with longer MWNTs reveals that the exter-
nal tensile loads are successfully transmitted to the MWNTs
through the interface with polystyrene. It is claimed that the
MWNTs are superior to VGCF and high-modulus carbon
fibers due to their very large length-to-diameter ratio. In-situ
TEM observations showed that cracks tend to nucleate at
low MWNTs density areas then propagate along weak inter-
faces or relatively low MWNT density areas. The MWNTs
align perpendicular to the crack direction and bridge the
crack faces. They break and/or pull out from the matrix
when the crack opening displacement exceeds 800 nm.

A theoretical study on the interfacial characteristics of
SWNT– and DWNT–polystyrene composites using molec-
ular mechanics simulations and elasticity calculations was
reported by Liao and Li [182]. It is found that in the absence
of atomic bonding between the CNTs and the matrix, the
nonbond interactions (electrostatic and van der Waals inter-
actions), the deformation induced by these forces, and
the stress/deformation arising from the thermal expansion
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coefficient mismatch all contribute to the interfacial stress
transfer ability, which is the critical parameter controlling
material performance. The interfacial shear stress derived
from a CNT pullout simulation is about 160 MPa, signifi-
cantly higher than for most carbon fiber reinforced polymer
composites. Fisher et al. [183] showed by a combined finite
element and micromechanical approach that curved CNTs
significantly reduce the effective reinforcement when com-
pared to straight CNTs. The model that is developed sug-
gests that the so-called CNT waviness limits the modulus
enhancement of CNT–polymer composites.

Watts et al. studied the electrical behavior of polystyrene–
matrix composites loaded with boron-doped MWNTs [184]
and Fe-filled MWNTs [185]. In the first report [184], arc-
discharge MWNTs (diameter 5–40 nm, length 4–10 �m)
and B-MWNTs (1–5% boron, diameter 5–40 nm, length
over 20 �m) were mixed with a solution of polystyrene in
toluene (2.5, 5, 7.5, 10, 12.5 wt% carbon-to-polymer). The
solutions were sonicated and evacuated to remove toluene,
resulting in the formation of composite films ca. 300 �m
thick. The electrical conducting path is established via
bundling or tube–tube crossing. Polymer-coated CNTs were
also observed. Impedance measurements were carried out
under compression or bending. The composites exhibited
relatively low resistance, being essentially ohmic conduc-
tors at frequencies 1–104 Hz. The B-MWNTs showed a
lower resistivity because boron doping results in an increase
in charge density on MWNTs. In the second work [185],
Fe-filled MWNTs are prepared by CCVD. Encapsulated Fe
nanowires over 1 �m long were frequently found inside the
MWNTs. Current–voltage measurements showed that the
film resistivity decreased with increasing MWNT content.
Impedance measurements (1 MHz–0.1 Hz) revealed that the
composites exhibit inductive, capacitive, and resistive phases.
The extent of inductive phase increases with the increase of
Fe content, while the extent of the capacitive phase increases
with the decrease of MWNT content. It is proposed that
electromagnetic induction arises from the encapsulation of
long Fe crystals in helical MWNTs that form a solenoid-like
structure.

Frankland et al. [186] reported simulations on load
transfer in (10, 10) SWNT–polyethylene composites. It is
predicted that in the case of nonbonded SWNT–matrix inter-
actions, SWNTs longer than 10–100 �m are needed for
significant load-bearing ability. In contrast, SWNTs cross-
linked to the matrix should increase the shear yield by one
or two orders of magnitude, the critical SWNT length thus
being reduced to 1 �m. A further study [187] showed that
the introduction of a relatively low density (<1%) of chem-
ical bonds between the SWNTs and the matrix can increase
the shear strength at the interface by over an order of mag-
nitude. The change in tensile modulus of a (10, 10) nanotube
is then predicted to be negligible. Interestingly, it is noted
that inadvertent chemical bonding between CNTs and poly-
mer matrices during processing may in part account for the
enhanced stress transfer observed in some systems. Another
study on the topic of load transfer in SWNT–polymer com-
posites was reported by Wagner [188]. It is notably shown
that for SWNT diameters above 2–3 nm, the interfacial
shear strength loses its sensitivity to the diameter. Below
this diameter a strong effect is predicted. Also, for a given

diameter, the SWNT strength variability leads to strong
interfacial shear strength variability. Minute defects in the
otherwise perfect hexagonal structure of the SWNT should
considerably lower the SWNT tensile strength. It is likely
that defects are limiting the working length of SWNTs. Thus,
it is predicted that a large variability will therefore exist and
should be experimentally observed in the interfacial strength
of apparently identical SWNTs. Large values compared to
those in current advanced fiber–polymer composites should
be attainable.

The thermostructural behavior of SWNT–polyethylene
composites was investigated theoretically [181]. Classical
molecular dynamics simulations employing the Brenner
potential for intra-SWNT interactions and van der Waals
forces for the SWNT–polyethylene interface were used to
investigate the thermal expansion and diffusion characteris-
tics of the composites, below and above the glass transition
temperature (Tg). However, it is to be noted that most sim-
ulations use (10, 0) SWNTs only 2 nm long (204 atoms)
embedded in the polymer matrix with a volume fraction of
about 8%. The addition of SWNTs is found to increase Tg ,
thermal expansion, and diffusion coefficients in the compos-
ite above Tg . Simulations on a larger system using (10, 0)
SWNTs 20 nm long (1804 atoms) have verified the increase
of the thermal expansion coefficient.

Pirlot et al. [189] reported the preparation of CCVD
MWNT–polyacrylonitrile composites films. The method
involved three steps: (i) dissolving the polyacrylonitrile in
dimethylformamide, (ii) adding the purified MWNTs and
mixing using either an ultrasonic bath or ultrasonic finger,
and (iii) evaporating the dimethylformamide to produce a
film 50 �m thick (4 and 25 wt% MWNTs). A better disper-
sion of the MWNTs is achieved when the ultrasonic finger
is used. XRD and X-ray photoelectron spectroscopy stud-
ies demonstrated the nonalteration of the structures of the
MWNTs and the polyacrylonitrile.

The photoconductivity of MWNT–oxotitanium phthalo-
cyanine (TiOPc) films was investigated by Cao et al. [190].
Purified and cut CCVD MWNTs were used. Some samples
were chemically modified to graft dodecylamine groups at
the surface of the MWNTs, which enhanced the solubility
and miscibility in the polymer matrix. The charge-generation
layer of photoreceptor devices consisted of 1 �m thick com-
posite films. The photosensitivity of the photoreceptor with
modified MWNTs/TiOPc was higher than that with pristine
TiOPc and increased with increasing the content of modified
MWNTs in the composites. By contrast, the photosensitivity
of unmodified MWNTs/TiOPc was lower than that of pure
TiOPc. It is proposed that the intramolecular charge transfer
occurred in the modified MWNT/TiOPc composite, which
favored charge-carrier generation.

Curran et al. [191] worked on CNT–polymer composites
for applications as materials for molecular optoelectronics.
The conjugated polymer used is poly(m-phenylenevinylene-
co-2,5-dioctoxy-p-phenylenevinylene) (PmPV), whose struc-
ture is a variation of that of polyphenylenevinylene (PPV).

The polymer tends to coil, forming a helical structure.
Arc-discharge MWNTs (diameter 20 nm, length 500 nm–
1.5 �m) and PmPV were mixed together in toluene and
sonicated briefly. A TEM image revealing the pullout of
coated CNTs is shown in Figure 10. It was thought probable
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Figure 10. TEM image showing the edge of the CNT–polymer com-
posite film and the pullout of CNTs. Notice that a thin membrane of
polymer has enveloped the CNTs, suggesting good wetting and hence
mechanical strengthening of the composite film. The diameter of the
protruding nanotubes is approximately 15 nm. Reprinted with permis-
sion from [191], S. A. Curran et al., Adv. Mater. 10, 1091 (1998). © 1998,
Wiley–VCH.

that the coiled polymer conformation allows it to surround
the MWNTs, favoring  – interactions. This kind of physi-
cal doping is thought to be desirable compared to chemical
doping.

The wrapping by the polymer was evidenced by fur-
ther spectroscopic investigation [192] and was also observed
for arc-discharge SWNT–PmPV and CCVD MWNT–PmPV
composites [193]. The electrical conductivity of the com-
posite films (4–36 wt% MWNTs) prepared by spin-casting
is increased by eight orders of magnitude compared to
that of PmPV, reaching 10−2 S/m for the 36 wt% MWNT–
PmPV specimen [191]. Light-emitting diodes were prepared
by casting the composite onto indium tin oxide and then
sputtering an aluminum electrode on top. Electrolumines-
cence was achieved in such diodes which use the composite
as the emissive layer. It is reported that the MWNTs act as
a heat sink, preventing the buildup of large thermal effects
which would degrade the conjugated polymer. Using the
MWNT–PmPV composites as the electron-transport layer
in light-emitting diodes allows for a significant increase in
brightness, but with the undesirable increase in the oper-
ating voltage [194]. A further work [195] on the electrical
conductivity of 0.5–36 wt% MWNT–PmPV films revealed a
percolation threshold at 8.4 wt%.

Below this value, a mixed conduction process is proba-
ble, with both carrier doping and partial conductive parts.
Results obtained from absorption and luminescence spectra
of 0–12 wt% MWNT–PmPV films [196] revealed a drop

in quantum efficiency for a low MWNT fraction (1 wt%)
compared to the undoped PmPV, then an increase in quan-
tum efficiency upon the increase in MWNT content. How-
ever, the opposite effect was reported [197] for 0–7 wt%
SWNT–PmPV films. More work [198] on SWNT–PmPV
films incorporated in light-emitting diodes with various
device structures notably showed that the SWNTs act as a
hole-trapping material blocking the holes in the compos-
ites, the traps probably being induced through long-range
interactions within the matrix. Woo et al. [199] reported
the photoluminescence and current–voltage characteristics
of light-emitting-diode devices using arc-discharge SWNT–
polyethylene dioxythiophene (PEDOT) composite layers
(thickness 80 nm). PEDOT is a hole-conducting buffer poly-
mer. Notably, there is a significant decrease of the electro-
luminescence compared to devices using pure PEDOT. It
is proposed that electronic interaction originates from the
hole-trapping nature of the SWNTs dispersed in the hole-
conducting PEDOT.

Photovoltaic devices using a MWNT–PPV composite were
investigated by Ago et al. [200]. MWNTs films were pre-
pared by spin-coating using thin or thick CCVD MWNTs
that were submitted to prior chemical oxidation to improve
their dispersion in water. It is noted that MWNTs are advan-
tageous over SWNTs since the inner walls remain unreacted
and thus retain their electronic characteristics. The compos-
ite films were prepared by addition and subsequent conver-
sion of a layer of pure PPV. This procedure is reported to
produce composites with highly interpenetrating networks.
The external quantum efficiency was found to be about twice
as high compared to the standard indium-tin-oxide-based
devices. It was found that the MWNT layer acts as a hole-
collecting electrode. The enhanced efficiency was explained
in terms of the high surface area of the MWNT film and
a stronger built-in field. Further studies [201] led to the
conclusion that the predominant electronic interaction is a
nonradiative energy transfer of singlet excitons from the
polymer to the MWNTs, in contrast to other results [198].

A preliminary study [202] of arc-discharge MWNT–
poly(3-octylthiophene) composite films revealed an increase
of the electrical conductivity by five orders of magnitude
compared to the undoped polymer. A higher hardness,
determined only qualitatively, and an increased stability
under the electron beam were also reported. SWNT–poly(3-
octylthiophene) composite films were also studied [203].
Several loadings (0–35 wt%) of arc-discharge SWNTs (purity
of about 60 wt%) were used. Composite films of 100 nm
were prepared by drop-casting for UV-infrared transmission
and reflection studies and measurement of the electrical
conductivity. There is no change in the absorption spectra in
the loading range 0–8 wt% showing that there is no charge
transfer between the SWNTs and the polymer. The electrical
conductivity is increased by five orders of magnitude from 0
to 35 wt% SWNTs. The maximum value is close to 10−3 S/m
for the 35 wt% composite, approaching that measured for
a mat of SWNTs (0.05 S/m). The percolation threshold was
found at 11 wt%, a much higher value than those reported
for other systems. The critical exponent � of the scaling
law of the percolation theory is approximately close to the
value (1.94) predicted for tridimensional percolation theory.
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This group also tested such composite films as field emit-
ters [204]. The materials were formed on n+-Si by mixing
the SWNTs and the polymer after they had been dissolved in
chloroform. Three different structures were tested: a SWNT
mat, a SWNT mat on a 30 wt% SWNT–polymer composite,
and a SWNT mat on pure polymer. The electrical conductiv-
ity of the SWNT–polymer composite is very much lower than
that of the SWNT mat but the field emission threshold is
lower and the emission current higher. Comparing the field
enhancement factors and the expected aspect ratios shows
that enhancement due to an additional field enhancement
mechanism other than that due to the geometrical shape
of the SWNTs must exist. It is proposed that the field due
to the surface potential modification at the triple junction
between SWNTs, polymer, and vacuum is adequate to create
additional field emission from such sites.

Yoshino et al. [205] dispersed large CCVD MWNTs
(diameter 40–200 nm, length 20–40 �m) in poly(3-
hexylthiophene). The mixture (1–20 vol% MWNTs) was son-
icated and films several micrometers thick were cast on a
quartz plate. The electrical conductivity increases over about
six orders of magnitude. A relatively high value was reported
for the critical exponent of percolation (� = 2�6). An analy-
sis according to a model based on a Fermi–Dirac distribution
gave a percolation threshold at about 5.9 vol%.

5. CONCLUSIONS
CNTs combine some very particular electrical, thermal,
and mechanical characteristics with a low density and a
very high aspect ratio. Composite materials with CNTs are
increasingly studied due to the many interesting applica-
tions that are envisioned in some key areas such as the
aerospace, automotive, building, and electronics industries.
Metal (notably Al, Cu, Ti)–matrix and ceramic (mostly
oxides and SiC)–matrix composites containing CNTs have so
far been much less studied than polymer (chiefly epoxy and
PMMA)–matrix composites. Powders, thin and thick films,
as well as bulk materials have been prepared and tested.

Key issues to overcome include:

• achieving the homogeneous dispersion of the CNTs,
especially at the relatively high loadings that may be
required for applications as structural materials,

• achieving a total (or very high) densification of the
composite,

• achieving a certain degree of bonding between the
CNTs and the matrix,

• understanding and/or controlling the reactivity between
the CNTs and the surrounding materials, both during
the processing and during in-service conditions.

It is to be remembered that basic CNT characteristics
such as the diameter, number of walls, extent of bundling,
length, and defect density depend very strongly on the syn-
thesis method. Thus choosing the appropriate CNTs for a
particular application will be of the utmost importance. The
development of CNTs composites is still hampered by
the unavailability of large quantities of CNTs, and also
by the price of high-quality specimens. The emergence of
industrial production methods is expected to drastically cut

the price from ca. 500 US$/g down to 20 US$/kg. It is antic-
ipated that nanocomposites with CNTs, combining several
unusual or exceptional properties, will find technological
applications in the near future.

GLOSSARY
Carbon nanotube (CNT) Made up of one or several con-
centric cylinders (rolled graphene sheets).
Catalytic chemical vapor deposition (CCVD) A CVD
technique using a catalyst to activate the decomposition of
the appropriate gas.
Chemical vapor deposition (CVD) A technique to deposit
a solid by the thermal or chemical decomposition of a gas
(or mixture of gases) containing the desired element(s).
Double-walled carbon nanotube (DWNT) Made up of two
concentric cylinders.
Multiwalled carbon nanotube (MWNT) Made up of sev-
eral concentric cylinders.
PmPV (m-Phenylenevinylene-co-2,5-dioctoxy-p-phenylene-
vinylene), a polymer whose structure is a variation of that
of polyphenylenevinylene.
Single-walled carbon nanotube (SWNT) Made up of only
one cylinder.
Vapor-grown carbon fiber (VGCF) A filament of carbon
that is not necessarily hollow nor nanometric in diameter.
Vapor–liquid–solid (VLS) A mechanism to explain the for-
mation of long, hollow filaments.
Yarmulke Yiddish word meaning skull-cap, used to
describe a monolayer of carbon (graphene) covering a frac-
tion of the surface of a catalyst particle; the formation of
a yarmulke is a key step in a proposed mechanism for the
formation of carbon nanotubes.

REFERENCES
1. S. Iijima, Nature 354, 56 (1991).
2. J. W. Mintmire, B. I. Dunlap, and C. T. White, Phys. Rev. Lett. 68,

631 (1992).
3. N. Hamada, S. Sawada, and A. Oshiyama, Phys. Rev. Lett. 68, 1579

(1992).
4. K. T. Lau and D. Hui, Composites B 33, 263 (2002).
5. A. Peigney, Ch. Laurent, E. Flahaut, R. R. Bacsa, and A. Rousset,

Carbon 39, 507 (2001).
6. M. S. Dresselhaus, G. Dresselhaus, and R. Saito, Carbon 33, 883

(1995).
7. P. Schützenberger and L. Schützenberger, C. R. Acad. Sci. Paris

111, 774 (1890).
8. N. M. Rodriguez, J. Mater. Res. 8, 3233 (1993).
9. A. Oberlin, M. Endo, and T. Koyama, J. Cryst. Growth 32, 335

(1976).
10. E. G. Rakov, Russ. Chem. Rev. 69, 35 (2000).
11. Ch. Laurent, E. Flahaut, A. Peigney, and A. Rousset, New J. Chem.

22, 1229 (1998).
12. S. Iijima, P. M. Ajayan, and T. Ichihashi, Phys. Rev. Lett. 69, 3100

(1992).
13. R. E. Smalley, Mater. Sci. Eng. B 19, 1 (1993).
14. S. Iijima and T. Ichihashi, Nature (London) 363, 603 (1993).
15. R. Saito, G. Dresselhaus, and M. S. Dresselhaus, Appl. Phys. Lett.

60, 2204 (1992).
16. M. Endo and H. W. Kroto, J. Phys. Chem. 96, 6941 (1992).



Carbon Nanotubes in Composite Materials 651

17. T. W. Ebbesen, H. Hiura, J. Fujita, Y. Ochiai, S. Matsui, and
K. Tanigaki, Chem. Phys. Lett. 209, 83 (1993).

18. K. Tanaka, K. Okahara, M. Okada, and Y. Yamabe, Chem. Phys.
Lett. 191, 469 (1992).

19. S. Q. Feng, D. P. Yu, G. Hu, X. F. Zhang, and Z. Zhang, J. Phys.
Chem. Solids 58, 1887 (1997).

20. O. Zhou, R. M. Fleming, D. W. Murphy, C. H. Chen, R. C. Had-
don, A. P. Ramirez, and S. H. Glarum, Science 263, 1744 (1994).

21. V. Z. Mordkovich, M. Baxendale, S. Yoshimura, and R. P. H.
Chang, Carbon 34, 1301 (1996).

22. W. B. Downs and R. T. K. Baker, J. Mater. Res. 10, 625 (1995).
23. G. G. Tibbetts, J. Cryst. Growth 66, 632 (1984).
24. R. S. Wagner and W. C. Ellis, Appl. Phys. Lett. 4, 89 (1964).
25. Y. Saito, Carbon 33, 979 (1995).
26. Y. Saito, M. Okuda, N. Fujimoto, T. Yoshikawa, M. Tomita, and

T. Hayashi, Jpn. J. Appl. Phys. 2 33, L526 (1994).
27. D. Zhou, S. Seraphin, and S. Wang, Appl. Phys. Lett. 65, 1593

(1994).
28. J. Gavillet, A. Loiseau, F. Ducastelle, S. Thair, P. Bernier,

O. Stephan, J. Thibault, and J.-C. Charlier, Carbon 40, 1649
(2002).

29. D. S. Bethune, C. H. Kiang, M. S. de Vries, G. Gorman, R. Savoy,
J. Vazquez, and R. Beyers, Nature (London) 363, 605 (1993).

30. C. Journet, W. K. Maser, P. Bernier, A. Loiseau, M. Lamy de la
Chapelle, S. Lefrant, P. Deniard, R. Lee, and J. E. Fischer, Nature
(London) 388, 756 (1997).

31. T. Guo, P. Nikolaev, A. Thess, D. T. Colbert, and R. E. Smalley,
Chem. Phys. Lett. 243, 49 (1995).

32. F. Kokai, K. Takahashi, M. Yudasaka, R. Yamada, T. Ichihashi,
and S. Iijima, J. Phys. Chem. B 103, 4346 (1999).

33. H. Kataura, Y. Kumazawa, Y. Maniwa, Y. Ohtsuka, R. Sen,
S. Suzuki, and Y. Achiba, Carbon 38, 1691 (2000).

34. J. H. Hafner, M. J. Bronikowski, B. R. Azamian, P. Nikolaev, A. G.
Rinzler, D. T. Colbert, K. A. Smith, and R. E. Smalley, Chem.
Phys. Lett. 296, 195 (1998).

35. A. Peigney, P. Coquay, E. Flahaut, R. E. Vandenberghe, E. De
Grave, and Ch. Laurent, J. Phys. Chem. B 105, 9699 (2001).

36. H. Dai, A. G. Rinzler, P. Nikolaev, A. Thess, D. T. Colbert, and
R. E. Smalley, Chem. Phys. Lett. 260, 471 (1996).

37. Y. M. Li, W. Kim, Y. G. Zhang, M. Rolandi, D. W. Wang, and
H. J. Dai, J. Phys. Chem. B 105, 11424 (2001).

38. A. M. Cassell, J. A. Raymakers, J. Kong, and H. Dai, J. Phys.
Chem. B 103, 6484 (1999).

39. J. F. Colomer, G. Bister, I. Willems, Z. Konya, A. Fonseca, J. B.
Nagy, and G. Van Tendeloo, Chem. Commun. (Cambridge) 1343
(1999).

40. H. M. Cheng, F. Li, X. Sun, S. D. M. Brown, M. A. Pimenta,
A. Marucci, G. Dresselhaus, and M. S. Dresselhaus, Chem. Phys.
Lett. 289, 602 (1998).

41. B. C. Satishkumar, A. Govindaraj, R. Sen, and C. N. R. Rao,
Chem. Phys. Lett. 293, 47 (1998).

42. A. Peigney, Ch. Laurent, F. Dobigeon, and A. Rousset, J. Mater.
Res. 12, 613 (1997).

43. E. Flahaut, A. Peigney, Ch. Laurent, and A. Rousset, J. Mater.
Chem. 10, 249 (2000).

44. R. R. Bacsa, Ch. Laurent, A. Peigney, W. S. Bacsa, T. Vaugien,
and A. Rousset, Chem. Phys. Lett. 323, 566 (2000).

45. B. Kitiyanan, W. E. Alvarez, J. H. Harwell, and D. E. Resasco,
Chem. Phys. Lett. 317, 497 (2000).

46. J. E. Herrera, L. Balzano, A. Borgna, W. E. Alvarez, and D. E.
Resasco, J. Catal. 204, 129 (2001).

47. M. Su, B. Zheng, and J. Liu, Chem. Phys. Lett. 322, 321 (2000).
48. C. L. Cheung, A. Kurtz, H. Park, and C. M. Lieber, J. Phys. Chem.

B 106, 2429 (2002).
49. E. Flahaut, A. Peigney, and Ch. Laurent, J. Nanosci. Nanotech. 3,

151 (2003).

50. M. Monthioux, B. W. Smith, B. Burteaux, A. Claye, J. E. Fischer,
and D. E. Luzzi, Carbon 39, 1251 (2001).

51. E. G. Rakov, Russ. Chem. Rev. 70, 827 (2001).
52. S. B. Sinnott, J. Nanosci. Nanotech. 2, 113 (2002).
53. K. Esumi, M. Ishigami, A. Nakajima, K. Sawada, and H. Honda,

Carbon 34, 279 (1996).
54. H. P. Boehm, Carbon 759 (1994).
55. P. A. Cahill and C. M. Rohlfing, Tetrahedron 52, 5247 (1996).
56. R. M. Lago, S. C. Tsang, K. L. Lu, Y. K. Chen, and M. L. H.

Green, J. Chem. Soc., Chem. Commun. 1355 (1995).
57. R. Yu, L. Chen, Q. Liu, J. Lin, K.-L. Tan, S. C. Ng, H. S. O. Chan,

G.-Q. Xu, and T. S. A. Hor, Chem. Mater. 10, 718 (1998).
58. “Science of Fullerenes and Carbon Nanotubes” (M. S. Dressel-

haus, G. Dresselhaus, and P. C. Eklund, Eds.). Academic Press,
San Diego, 1996.

59. M. S. Dresselhaus, G. Dresselhaus, and P. Avouris, “Carbon Nano-
tube Synthesis, Structure, Properties, and Applications,” Top. Appl.
Phys., Vol. 80. Springer-Verlag, Berlin, 2001.

60. P. J. F. Harris, “Carbon Nanotubes and Related Structures—New
Materials for the Twenty-First Century.” Cambridge Univ. Press,
Cambridge, UK, 1999.

61. L. Langer, L. Stockman, J. P. Heremans, V. Bayot, C. H. Olk,
C. Van Haesendonck, Y. Bruynseraede, and J. P. Issi, J. Mater. Res.
9, 927 (1994).

62. Y. Nakayama, S. Akita, and Y. Shimada, Jpn. J. Appl. Phys. 2 34,
L10 (1995).

63. H. Dai, E. W. Wong, and C. M. Lieber, Science 272, 523 (1996).
64. T. W. Ebbesen, H. J. Lezec, H. Hiura, J. W. Bennett, H. F. Ghaemi,

and T. Thio, Nature (London) 382, 54 (1996).
65. S. J. Tans, M. H. Devoret, H. Dai, A. Thess, R. E. Smalley, L. J.

Geerligs, and C. Dekker, Nature (London) 386, 474 (1997).
66. M. Ahlskog, M. Baxendale, and Ch. Laurent, this Encyclopedia.
67. R. S. Ruoff and D. C. Lorents, Carbon 33, 925 (1995).
68. J. Che, T. Cagin, and W. A. Goddard III, Nanotechnology 11, 65

(2000).
69. M. A. Osman and D. Srivastava, Nanotechnology 12, 21 (2001).
70. W. Yi, L. Lu, Z. Dian-lin, Z. W. Pan, and S. S. Xie, Phys. Rev. B

59, R9015 (1999).
71. J. Hone, M. Whitney, C. Piskoti, and A. Zettl, Phys. Rev. B 59,

R2514 (1999).
72. J. Hone, M. C. Llaguno, N. M. Nemes, A. T. Johnson, J. E. Fischer,

D. A. Walters, M. J. Casavant, J. Schmidt, and R. E. Smalley, Appl.
Phys. Lett. 77, 666 (2000).

73. E. T. Thostenson, Z. Ren, and T. W. Chou, Compos. Sci. Technol.
61, 1899 (2001).

74. J.-P. Salvetat-Delmotte and A. Rubio, Carbon 40, 1729 (2002).
75. B. I. Yakobson and A. Rubio, “Nanotubular Structures: Character-

ization and Simulation on the Atomic Scale.” Gordon & Breach,
New York, 2001.

76. J. P. Lu, Phys. Rev. Lett. 79, 1297 (1997).
77. J. P. Lu, J. Phys. Chem. Solids 58, 1649 (1997).
78. E. Hernandez, C. Goze, P. Bernier, and A. Rubio, Phys. Rev. Lett.

80, 4502 (1998).
79. M. M. J. Treacy, T. W. Ebbesen, and J. M. Gibson, Nature (Lon-

don) 381, 678 (1996).
80. E. W. Wong, P. E. Sheehan, and C. M. Lieber, Science 277, 1971

(1997).
81. J.-P. Salvetat, G. A. D. Briggs, J.-M. Bonard, R. R. Bacsa, A. J.

Kulik, T. Stockli, N. A. Burnham, and L. Forro, Phys. Rev. Lett. 82,
944 (1999).

82. D. A. Walters, L. M. Ericson, M. J. Casavant, J. Liu, D. T. Colbert,
K. A. Smith, and R. E. Smalley, Appl. Phys. Lett. 74, 3803 (1999).

83. M. B. Nardelli, B. I. Yakobson, and J. Bernholc, Phys. Rev. A 57,
R4277 (1998).

84. M. B. Nardelli, B. I. Yakobson, and J. Bernholc, Phys. Rev. Lett.
81, 4656 (1998).



652 Carbon Nanotubes in Composite Materials

85. O. Lourie, D. M. Cox, and H. D. Wagner, Phys. Rev. Lett. 81, 1638
(1998).

86. D. Srivastava, M. Menon, and K. Cho, Phys. Rev. Lett. 83, 2973
(1999).

87. J. F. Després, E. Daguerre, and K. Lafdi, Carbon 33, 87 (1995).
88. M. R. Falvo, G. J. Clary, R. M. Taylor, II, V. Chi, F. P. Brooks, Jr.,

S. Washburn, and R. Superfine, Nature (London) 389, 581 (1997).
89. S. Iijima, C. Brabec, A. Maiti, and J. Bernholc, J. Chem. Phys. 104,

2089 (1996).
90. S. Xie, W. Li, Z. Pan, B. Chang, and L. Sun, J. Phys. Chem. Solids

61, 1153 (2000).
91. M.-F. Yu, O. Lourie, M. J. Dyer, K. Moloni, T. F. Kelly, and R. S.

Ruoff, Science 287, 637 (2000).
92. M.-F. Yu, B. S. Files, S. Arepalli, and R. S. Ruoff, Phys. Rev. Lett.

84, 5552 (2000).
93. C. Q. Ru, J. Appl. Phys. 87, 7227 (2000).
94. A. N. Kolmogorov and V. H. Crespi, Phys. Rev. Lett. 85, 4727

(2000).
95. W. Shen, B. Jiang, B. S. Han, and S.-S. Xie, Phys. Rev. Lett. 84,

3634 (2000).
96. N. G. Chopra, L. X. Benedict, V. H. Crespi, M. L. Cohen, S. G.

Louie, and A. Zettl, Nature (London) 377, 135 (1995).
97. P. Calvert, Nature (London) 399, 210 (1999).
98. M. Monthioux, Carbon 40, 1809 (2002).
99. C. L. Xu, B. Q. Wei, R. Z. Ma, J. Liang, X. K. Ma, and D. H. Wu,

Carbon 37, 855 (1999).
100. T. Kuzumaki, K. Miyazawa, H. Ichinose, and K. Ito, J. Mater. Res.

13, 2445 (1998).
101. T. Kuzumaki, O. Ujiie, H. Ichinose, and K. Ito, Adv. Eng. Mater. 2,

416 (2000).
102. S. R. Dong, J. P. Tu, and X. B. Zhang, Mater. Sci. Eng. A 313, 83

(2001).
103. J. Wei, Y. Li, C. Xu, B. Wei, and D. Wu, Mater. Chem. Phys. 78,

785 (2003).
104. Y. B. Li, Q. Ya, B. Q. Wei, J. Liang, and D. H. Wu, J. Mater. Sci.

Lett. 17, 607 (1998).
105. X. H. Chen, F. Q. Cheng, S. L. Li, L. P. Zhou, and D. Y. Li,

Surface Coatings Technol. 155, 274 (2002).
106. W. X. Chen, J. P. Tu, H. Y. Gan, Z. D. Xu, Q. G. Wang, J. Y.

Lee, Z. L. Liu, and X. B. Zhang, Surface Coatings Technol. 160,
68 (2002).

107. W. X. Chen, J. P. Tu, Z. D. Xu, W. L. Chen, X. B. Zhang, and
D. H. Cheng, Mater. Lett. 57, 1256 (2003).

108. W. X. Chen, J. P. Tu, L. Y. Wang, H. Y. Gan, Z. D. Xu, and X. B.
Zhang, Carbon 41, 215 (2003).

109. R. Z. Ma, J. Wu, B. Q. Wei, J. Liang, and D. H. Wu, J. Mater. Sci.
33, 5243 (1998).

110. L. Yowell, B. M. Mayeux, H. Wang, and E. V. Barrera, Mater. Res.
Soc. Symp. Proc. 633, A17.4.1 (2001).

111. P. Vincent, A. Brioude, C. Journet, S. Rabaste, S. T. Purcell, J. L.
Brusq, and J. C. Plenet, J. Non. Cryst. Solids 311, 130 (2002).

112. D.-S. Lim, J.-W. An, and H. J. Lee, Wear 252, 512 (2002).
113. R. Andrews, D. Jacques, A. M. Rao, T. Rantell, F. Derbyshire,

Y. Chen, J. Chen, and R. C. Haddon, Appl. Phys. Lett. 75, 1329
(1999).

114. G. L. Hwang and K. C. Hwang, J. Mater. Chem. 11, 1722
(2001).

115. J. DiMaio, S. Rhyne, Z. Yang, K. Fu, R. Czerw, J. Xu, S. Webster,
Y. P. Sun, D. L. Carroll, and J. Ballato, Inf. Sci. 149, 69 (2003).

116. V. G. Gavalas, R. Andrews, D. Bhattacharyya, and L. G. Bachas,
Nano Lett. 1, 719 (2001).

117. Ch. Laurent, A. Peigney, and A. Rousset, J. Mater. Chem. 8, 1263
(1998).

118. A. Peigney, Ch. Laurent, O. Dumortier, and A. Rousset, J. Eur.
Ceram. Soc. 18, 1995 (1998).

119. Ch. Laurent, A. Peigney, E. Flahaut, and A. Rousset, Mater. Res.
Bull. 35, 661 (2000).

120. A. Peigney, Ch. Laurent, and A. Rousset, J. Mater. Chem. 9, 1167
(1999).

121. A. Govindaraj, E. Flahaut, Ch. Laurent, A. Peigney, A. Rousset,
and C. N. R. Rao, J. Mater. Res. 14, 2567 (1999).

122. P. Coquay, E. De Grave, R. E. Vandenberghe, C. Dauwe, E. Fla-
haut, Ch. Laurent, A. Peigney, and A. Rousset, Acta Mater. 48,
3015 (2000).

123. E. Flahaut, A. Govindaraj, A. Peigney, Ch. Laurent, A. Rousset,
and C. N. R. Rao, Chem. Phys. Lett. 300, 236 (1999).

124. S. Rul, Ch. Laurent, A. Peigney, and A. Rousset, J. Eur. Ceram.
Soc. 23, 1233 (2003).

125. P. Coquay, E. De Grave, A. Peigney, R. E. Vandenberghe, and Ch.
Laurent, J. Phys. Chem. B 106, 13186 (2002).

126. P. Coquay, A. Peigney, E. De Grave, R. E. Vandenberghe, and Ch.
Laurent, J. Phys. Chem. B 106, 13199 (2002).

127. R. R. Bacsa, Ch. Laurent, A. Peigney, T. Vaugien, E. Flahaut, W. S.
Bacsa, and A. Rousset, J. Am. Ceram. Soc. 85, 2666 (2002).

128. A. Peigney, Ch. Laurent, and A. Rousset, Key Eng. Mater. 132–136,
743 (1997).

129. Ch. Laurent, A. Peigney, O. Dumortier, and A. Rousset, J. Eur.
Ceram. Soc. 18, 2005 (1998).

130. A. Peigney, Ch. Laurent, E. Flahaut, and A. Rousset, Ceram. Int.
26, 677 (2000).

131. E. Flahaut, A. Peigney, Ch. Laurent, C. Marliere, F. Chastel, and
A. Rousset, Acta Mater. 48, 3803 (2000).

132. A. Peigney, E. Flahaut, Ch. Laurent, F. Chastel, and A. Rousset,
Chem. Phys. Lett. 352, 20 (2002).

133. S. Rul, Thesis, Paul Sabatier University, Toulouse, France, 2002.
134. R. W. Siegel, S. K. Chang, B. J. Ash, J. Stone, P. M. Ajayan, R. W.

Doremus, and L. S. Schadler, Scr. Mater. 44, 2061 (2001).
135. G. D. Zhan, J. D. Kuntz, J. Wan, and A. K. Mukherjee, Nature

Mater. 2, 38 (2003).
136. J. Sun, L. Gao, and W. Li, Chem. Mater. 14, 5169 (2002).
137. A. Peigney, Nature Mater. 2, 15 (2003).
138. A. Weidenkaff, S. G. Ebbinghaus, and T. Lippert, Chem. Mater. 14,

1797 (2002).
139. S. L. Huang, M. R. Koblischka, K. Fossheim, T. W. Ebbesen, and

T. H. Johansen, Physica C 311, 172 (1999).
140. V. Lordi and N. Yao, J. Mater. Res. 15, 2770 (2000).
141. L. S. Schadler, S. C. Giannaris, and P. M. Ajayan, Appl. Phys. Lett.

73, 3842 (1998).
142. P. M. Ajayan, O. Stephan, C. Colliex, and D. Trauth, Science 265,

1212 (1994).
143. O. Lourie and H. D. Wagner, J. Mater. Res. 13, 2418 (1998).
144. O. Lourie, H. D. Wagner, Y. Zhang, and S. Iijima, Adv. Mater. 11,

931 (1999).
145. C. Galiotis and D. N. Batchelder, J. Mater. Sci. Lett. 7, 545 (1988).
146. G. Overney, W. Zhong, and D. Z. Tomanek, Z. Phys. D 27, 93

(1993).
147. O. Lourie and H. D. Wagner, Appl. Phys. Lett. 73, 3527 (1998).
148. C. A. Cooper, R. J. Young, and M. Halsall, Composites A 32, 401

(2001).
149. O. Lourie and H. D. Wagner, Comp. Sci. Technol. 59, 975 (1999).
150. P. M. Ajayan, L. S. Schadler, C. Giannaris, and A. Rubio, Adv.

Mater. 12, 750 (2000).
151. V. G. Hadjiev, M. N. Iliev, S. Arepalli, P. Nikolaev, and B. S. Files,

Appl. Phys. Lett. 78, 3193 (2001).
152. X. Gong, J. Liu, S. Baskaran, R. D. Voise, and J. S. Young, Chem.

Mater. 12, 1049 (2000).
153. A. Allaoui, S. Bai, H. M. Cheng, and J. B. Bai, Comp. Sci. Technol.

62, 1993 (2002).
154. J. Sandler, M. S. P. Shaffer, T. Prasse, W. Bauhofer, K. Schulte,

and A. H. Windle, Polymer 40, 5967 (1999).
155. S. Barrau, P. Demont, A. Peigney, Ch. Laurent, and C. Lacabanne,

Macromolec. 36, 5187 (2003).
156. M. J. Biercuk, M. C. Llaguno, M. Radosavljevic, J. K. Hyun, A. T.

Johnson, and J. E. Fischer, Appl. Phys. Lett. 80, 2767 (2002).



Carbon Nanotubes in Composite Materials 653

157. E. T. Thostenson, W. Z. Li, D. Z. Wang, Z. F. Ren, and T. W. Chou,
J. Appl. Phys. 91, 6034 (2002).

158. R. Haggenmueller, H. H. Gommans, A. G. Rinzler, J. E. Fischer,
and K. I. Winey, Chem. Phys. Lett. 330, 219 (2000).

159. Z. Jin, K. P. Pramoda, G. Xu, and S. H. Goh, Chem. Phys. Lett.
337, 43 (2001).

160. Z. Jin, K. P. Pramoda, S. H. Goh, and G. Xu, Mater. Res. Bull. 37,
271 (2002).

161. Z. Jia, Z. Wang, C. Xu, J. Liang, B. Wei, D. Wu, and S. Zhu,
Mater. Sci. Eng. A 271, 395 (1999).

162. C. A. Cooper, D. Ravich, D. Lips, J. Mayer, and H. D. Wagner,
Comp. Sci. Technol. 62, 1105 (2002).

163. C. Stephan, T. P. Nguyen, M. Lamy de la Chapelle, S. Lefrant,
C. Journet, and P. Bernier, Synth. Met. 108, 139 (2000).

164. M. Lamy de la Chapelle, C. Stéphan, T. P. Nguyen, S. Lefrant,
C. Journet, P. Bernier, L. Alvarez, D. Laplaze, E. Munoz, A. Ben-
ito, W. K. Maser, M. T. Martinez, G. F. de la Fuente, T. Guil-
lard, G. Flamant, L. Alvarez, and D. Laplaze, Synth. Met. 103,
2510 (1999).

165. J. M. Benoit, B. Corraze, S. Lefrant, W. J. Blau, P. Bernier, and
O. Chauvet, Synth. Met. 121, 1215 (2001).

166. J. M. Benoit, B. Corraze, and O. Chauvet, Phys. Rev. A 65,
241405/1 (2002).

167. C. A. Grimes, C. Mungle, D. Kouzoudis, S. Fang, and P. C. Eklund,
Chem. Phys. Lett. 319, 460 (2000).

168. M. S. P. Shaffer and A. H. Windle, Adv. Mater. 11, 937
(1999).

169. B. Vigolo, A. Penicaud, C. Coulon, C. Sauder, R. Pailler, C. Jour-
net, P. Bernier, and P. Poulin, Science 290, 1331 (2000).

170. L. Jin, C. Bower, and O. Zhou, Appl. Phys. Lett. 73, 1197
(1998).

171. C. Bower, R. Rosen, L. Jin, J. Han, and O. Zhou, Appl. Phys. Lett.
74, 3317 (1999).

172. H. D. Wagner, O. Lourie, Y. Feldman, and R. Tenne, Appl. Phys.
Lett. 72, 188 (1998).

173. H. D. Wagner, O. Lourie, and X. F. Zhou, Composites A 30, 59
(1998).

174. J. R. Wood, Q. Zhao, and H. D. Wagner, Composites A 32,
391 (2001).

175. M. D. Frogley, Q. Zhao, and H. D. Wagner, Phys. Rev. A 65,
113413/1 (2002).

176. Q. Zhao, J. R. Wood, and H. D. Wagner, J. Polym. Sci. 39,
1492 (2001).

177. P. Potschke, T. D. Fornes, and D. R. Paul, Polymer 43, 3247
(2002).

178. Plastic Additives Compound. 22 (2001).
179. M. Cochet, W. K. Maser, A. M. Benito, M. A. Callejas, M. T. Mar-

tinez, J.-M. Benoit, J. Schreiber, and O. Chauvet, Chem. Commun.
1450 (2001).

180. W. K. Maser, A. M. Benito, M. A. Calleja, T. Seeger, M. T. Mar-
tinez, J. Schreiber, J. Muszynski, O. Chauvet, Z. Osvath, A. A.
Koos, and L. P. Biro, Mater. Sci. Eng. C 23 (2003).

181. D. Qian, E. C. Dickey, R. Andrews, and T. Rantell, Appl. Phys.
Lett. 76, 2868 (2000).

182. K. Liao and S. Li, Appl. Phys. Lett. 79, 4225 (2001).
183. F. T. Fisher, R. D. Bradshaw, and L. C. Brinson, Appl. Phys. Lett.

80, 4647 (2002).
184. P. C. P. Watts, W. K. Hsu, G. Z. Chen, D. J. Fray, H. W. Kroto,

and D. R. M. Walton, J. Mater. Chem. 11, 2482 (2001).
185. P. C. P. Watts, W. K. Hsu, V. Kotzeva, and G. Z. Chen, Chem. Phys.

Lett. 366, 42 (2002).
186. S. J. V. Frankland, A. Caglar, D. W. Brenner, and M. Griebel,

Mater. Res. Soc. Symp. Proc. 633, A14.17.1 (2001).
187. S. J. V. Frankland, A. Caglar, D. W. Brenner, and M. Griebel,

J. Phys. Chem. B 106, 3046 (2002).
188. H. D. Wagner, Chem. Phys. Lett. 361, 57 (2002).
189. C. Pirlot, I. Willems, A. Fonseca, J. B. Nagy, and J. Delhalle, Adv.

Eng. Mater. 4, 109 (2002).
190. L. Cao, H. Chen, M. Wang, J. Sun, X. Zhang, and F. Kong, J. Phys.

Chem. B 106, 8971 (2002).
191. S. A. Curran, P. M. Ajayan, W. J. Blau, D. L. Carroll, J. N. Cole-

man, A. B. Dalton, A. P. Davey, A. Drury, B. McCarthy, S. Maier,
and A. Strevens, Adv. Mater. 10, 1091 (1998).

192. B. McCarthy, A. B. Dalton, J. N. Coleman, H. J. Byrne, P. Bernier,
and W. J. Blau, Chem. Phys. Lett. 350, 27 (2001).

193. B. McCarthy, J. N. Coleman, R. Czerw, A. B. Dalton, M. Panhuis,
A. Maiti, A. Drury, P. Bernier, J. B. Nagy, B. Lahr, H. J. Byrne,
D. L. Carroll, and W. J. Blau, J. Phys. Chem. B 106, 2210 (2002).

194. P. Fournet, D. F. O’Brien, J. N. Coleman, H. H. Horhold, and W. J.
Blau, Synth. Met. 121, 1683 (2001).

195. J. N. Coleman, S. Curran, A. B. Dalton, A. P. Davey, B. McCarthy,
W. Blau, and R. C. Barklie, Phys. Rev. B 58, R7492 (1998).

196. A. B. Dalton, H. J. Byrne, J. N. Coleman, S. Curran, A. P. Davey,
B. McCarthy, and W. Blau, Synth. Met. 102, 1176 (1999).

197. S. Curran, A. P. Davey, J. Coleman, A. Dalton, B. McCarthy,
S. Maier, A. Drury, D. Gray, M. Brennan, K. Ryder, M. Lamy de
la Chapelle, C. Journet, P. Bernier, H. J. Byrne, D. Carroll, P. M.
Ajayan, S. Lefrant, and W. Blau, Synth. Met. 103, 2559 (1999).

198. H. S. Woo, R. Czerw, S. Webster, D. L. Carroll, J. Ballato, A. E.
Strevens, and W. J. Blau, Appl. Phys. Lett. 77, 1393 (2000).

199. H. S. Woo, R. Czerw, S. Webster, D. L. Carroll, J. W. Park, and
J. H. Lee, Synth. Met. 116, 369 (2001).

200. H. Ago, K. Petritsch, M. S. P. Shaffer, A. H. Windle, and R. H.
Friend, Adv. Mater. 11, 1281 (1999).

201. H. Ago, M. S. P. Shaffer, D. S. Ginger, A. H. Windle, and R. H.
Friend, Phys. Rev. B 61, 2286 (2000).

202. I. Musa, M. Baxendale, G. A. J. Amaratunga, and W. Eccleston,
Synth. Met. 102, 1250 (1999).

203. E. Kymakis, I. Alexandrou, and G. A. J. Amaratunga, Synth. Met.
127, 59 (2002).

204. I. Alexandrou, E. Kymakis, and G. A. J. Amaratunga, Appl. Phys.
Lett. 80, 1435 (2002).

205. K. Yoshino, H. Kajii, H. Araki, T. Sonoda, H. Take, and S. Lee,
Fullerene Sci. Technol. 7, 695 (1999).





www.aspbs.com/enn

Encyclopedia of
Nanoscience and
Nanotechnology

Catalysis by Gold Nanoparticles

Masatake Haruta
National Institute of Advanced Industrial Science and Technology, Tsukuba, Japan

CONTENTS

1. Introduction
2. Preparation of Gold Nanoparticles
3. Catalytic Properties of Gold Nanoparticles
4. Mechanism for Low-Temperature CO Oxidation
5. Catalytic Capabilities and Applications
of Supported Gold Nanoparticles

6. Conclusions
Glossary
References

1. INTRODUCTION
Since iron-based heterogeneous catalysts were commercially
used for ammonia production, a variety of metal oxides,
metal sulfides, and metals have been used in inorganic chem-
ical syntheses, petroleum refinery and other chemical pro-
cesses, and in environmental protection. Metal catalysts are
most widely used for a variety of reactions [1] including
hydrogenation, complete and partial oxidation, and reduc-
tion of NOx with hydrocarbons [2]. They are usually dis-
persed in the form of small particles on stable metal oxides
such as Al2O3 and SiO2. Elements used as metallic catalysts
are actually limited to 12, which belong to the groups VIII
and Ib of the periodic table. Most widely used are the 3d
metals of Fe, Co, Ni, and Cu, the 4d metals of Rh, Pd, and
Ag, and a 5d metal of Pt. Ruthenium (4d) and Ir (5d) have
only limited applications. Osmium is usually excluded as a
catalyst component because its oxide is toxic. Gold (5d) is
the only exception and has been regarded to be poorly active
as a catalyst.
The intrinsic catalytic capabilities of group VIII metals

can be ascribed to the optimum degree of d-band vacancy.
The elements of group Ib, so-called coinage metals, Cu, Ag,
and Au have fully occupied d-bands. Owing to relatively
low ionization potentials, Cu and Ag readily lose electrons
to yield d-band vacancies. In fact, in the chemical industry,
Cu is used for the hydrogenation of carbon oxides to pro-
duce methanol, and Ag is used for the reaction of ethylene

with molecular oxygen to produce ethylene oxide. On the
other hand, Au has a high ionization potential and accord-
ingly has poor affinity towards molecules such as H2 and O2.
Surface science investigation [3–6] and density functional

theory calculations [7] have proved that no dissociative
adsorption of H2 and O2 takes place over the smooth sur-
faces of Au at temperatures below 473 K, indicating that Au
should be catalytically inactive for hydrogenation and oxida-
tion reactions. Indeed, the conventional supported Au cat-
alysts were much less active than supported Pt group metal
catalysts. But it should be noted that Au particles were usu-
ally larger than 30 nm when prepared by the impregnation
method, while Pt particles were distributed at around 3 nm
in diameter [8]. This is partly because the melting point of
Au is much lower than those of Pd and Pt (Au: 1336 K,
Pd: 1823 K, Pt: 2042 K). Due to the quantum-size effect,
the melting point of Au particles with a diameter of 2 nm
is estimated to be lowered to 600 K [9], so that these small
Au nanoparticles tend to coagulate with each other to form
much larger Au particles during calcination of catalyst pre-
cursors. Therefore, no answer has yet been given to the
question whether the rough surfaces or nanoparticles of Au,
having substantial number of steps, edges, and corners, are
catalytically inactive or not.
An indication that Au might not always be poorly active

when dispersed as small particles was presented in the 1970’s
by Bond and Sermon for the hydrogenation of alkenes and
alkynes at temperatures below 473 K over Au/SiO2 [10� 11]
and by Cha, Paravano, and Galvano for oxygen and hydro-
gen transfer reactions over Au/MgO and Au/Al2O3 catalysts
[12� 13]. These landmarks concerning the catalysis by Au
until 1981 were reviewed by Schwank [14]. On the other
hand, pioneering attempts were made on the reactivities of
Au clusters and atoms. Ozin et al. reported that atomic Au
species reacted with a solid matrix of CO and O2 at 10 K
to form a complex, which was subsequently decomposed at
temperatures above 30 K to produce CO2 [15]. Cox et al.
reported Au clusters were reactive with O2, H2, and CH4
depending on the number of atoms [16].
We reported in 1987 that some composite oxides of

Au with three-dimensional transition metals prepared by
co-precipitation exhibited surprisingly high catalytic activity

ISBN: 1-58883-057-8/$35.00
Copyright © 2004 by American Scientific Publishers
All rights of reproduction in any form reserved.

Encyclopedia of Nanoscience and Nanotechnology
Edited by H. S. Nalwa

Volume 1: Pages (655–664)



656 Catalysis by Gold Nanoparticles

for CO oxidation even at 200 K [17]. Later, it was revealed
that these active gold catalysts were composed of Au
nanoparticles homogeneously dispersed on metal oxide sup-
ports such as Fe2O3, Co3O4, and NiO [18–20]. This finding,
followed by the first commercial application to an odor eater
for toilette in 1992, has gradually evoked renewed interests
in Au catalysts [21–26].
This article deals with preparation methods for Au

nanoparticles deposited on metal oxides, the correlation
between nano structure and catalytic properties, a probable
reaction mechanism, and ongoing and future applications.

2. PREPARATION OF GOLD
NANOPARTICLES

A variety of methods have been developed to deposit Au
nanoparticles on metal oxides and activated carbon. They
are classified into three categories [27]. The first category
is characterized by the preparation of well-mixed precur-
sors, for example, hydroxide, oxide, or metal mixtures of Au
with the metal component of the support by co-precipitation
[17� 18], co-sputtering [28], or amorphous alloying [29],
respectively. These precursor mixtures are then transformed
during calcination in air at temperatures above 550 K into
metallic Au particles strongly attached to the crystalline
metal oxides such as �-Fe2O3, Co3O4, or ZrO2. Gold cat-
alysts are advantageous over other noble metal catalysts in
that reduction treatment by H2 is, in principle, not necessary.
The second category is based on the deposition or adsorp-

tion of Au compounds, for example, Au hydroxide by
deposition-precipitation (DP) [30], or organogold complexes
by gas-phase grafting (GG) [31� 32] and liquid-phase graft-
ing (LG) [33� 34]. The last category is to use monodispersed
Au colloids stabilized by organic ligands or polymer com-
pounds [35� 36]. Although none of the former six techniques
of the first and second categories are effective for deposit-
ing Au nanoparticles on activated carbon, this can be real-
ized by dipping activated carbon in Au sols stabilized with
polyvinyl pirrolidone or tetrakis (hydroxymethyl) phospho-
nium chloride [36].
In the preparation of well-defined model catalysts for sur-

face science studies, size-selected Au anion clusters can be
deposited with homogeneous dispersion on single crystals of
TiO2 (rutile) and MgO [37� 38]. Surface defect sites or spe-
cific surface cages are suggested to be the sites for stabilizing
Au clusters on metal oxides or Si support [38� 39].
The DP method is of the easiest handling and, there-

fore, is used for producing commercial Au catalysts. Due to
the amphoteric properties of Au(OH)3, the pH of aqueous
HAuCl4 solution is adjusted at a fixed point in the range of 6
to 10, which is selected by taking into account of the isoelec-
tric points (IEP) of the metal oxide supports. Careful control
of the concentration (around 10−3 M), pH (6 ∼10), and tem-
peratures (323 K∼363 K) of the aqueous HAuCl4 solution
enables the selective deposition of Au(OH)3 only on the sur-
faces of support metal oxides without precipitation in the liq-
uid phase. Because the precursor can be thoroughly washed
before drying, Na and Cl ions are removed to a level of a few

tens ppm. The removal of Cl ions is indispensable because Cl
ions markedly promote the coagulation of Au nanoparticles.
The only constraint of DP is that it is not applicable to metal
oxides, the IEPs of which are below 5 and to activated car-
bon. Gold hydroxide cannot be deposited on SiO2 (IEP = 2),
SiO2-Al2O3 (IEP = 1), and WO3 (IEP = 1). In contrast, GG
using dimethyl-goldaceytylacetonate is unique because it can
deposit Au nanoparticles even on SiO2 and SiO2-Al2O3 [32].
A catalyst sample of Au/�-Fe2O3 prepared by

co-precipitation and by calcination at 673 K had relatively
narrow size distribution of Au particles, giving mean diam-
eters in the range of 3 to 5 nm with standard deviation of
about 30% [18]. A major reason why Au particles remain as
nanoparticles even after calcination at 673 K is the epitaxial
contact of Au nanoparticles with the metal oxide supports,
as typically shown by Figure 1 [18]. Gold particles always
exposed its most densely packed plane, (111) plane, in
contact with �-Fe2O3 (110), Co3O4 (111), NiO (111) [20],
anatase TiO2 (112), and rutile TiO2 (110) [40].
In the case of Au/TiO2 (anatase), the surface atomic con-

figuration is better matched for Au (111) plane sitting on the
oxygen layer of anatase TiO2 than on the Ti layer. Three-
dimensional nanostructure analyses by electron holog-
raphy together with high-resolution transmission-electron
microscopy (TEM) revealed that smaller hemispherical Au
particles with diameters below 2 nm had contact angles with
the support below 90� (wet interface), whereas larger Au
particles with a diameter of 5 nm had that angle above
90� (dry interface) [41]. This difference in the wettability of
Au particles may come out of the change in the electronic
state of the contact interfaces with the particle size. With
an increase in the calcination temperature above 573 K, Au
particles coagulated with each other forming larger particles
mostly gathered at the valleys of junction between the TiO2
particles [42].

3. CATALYTIC PROPERTIES
OF GOLD NANOPARTICLES

Except for H2 oxidation and hydrocarbon hydrogenations,
most reactions are remarkably structure-sensitive over sup-
ported Au catalysts. Two typical reactions are CO oxidation

Figure 1. TEM for Au/�-Fe2O3 prepared by co-precipitation and calci-
nation at 673 K.
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and propylene epoxidation. The oxidation of CO is the sim-
plest reaction and has been most intensively studied [43].
This reaction is practically important in the purification of
engine exhaust gases and of hydrogen produced by steam
reforming of methanol and hydrocarbons for polymer elec-
trolyte fuel cells [44]. The direct epoxidation of propylene
to produce propylene oxide is regarded as a Holy Grail of
sorts because current industrial processes require two-stage
reactions [45]. These two reactions over Au catalysts are
remarkably sensitive to the contact structure of Au particles
with the support, the type of metal oxide support, and the
size of Au particles.

3.1. Effect of the Contact Structure
of Gold Particles

Figure 2 shows turnover frequencies (TOFs), the reaction
rate over one single surface metal atom per second, of CO
oxidation at 300 K over Au/TiO2 and Pt/TiO2 catalysts pre-
pared by DP, photocatalytic deposition, and impregnation
(IMP) methods [8]. The DP method yields hemispherical
metal particles with their flat planes strongly attached to
the TiO2 support, while photocatalytic deposition and IMP
methods yield spherical particles simply loaded on the TiO2
support and, therefore, much larger particles particularly in
the case of Au. Over Pt/TiO2, the reaction of CO with O2
takes place preferentially on the Pt surfaces and the metal
oxide support is not directly involved in the reaction. This
can account for why different preparation methods do not
make any appreciable difference in the TOF of Pt catalysts.
On the other hand, the TOF of Au/TiO2 markedly depends
on preparation methods and changes by four orders of mag-
nitude. The TOF of strongly attached hemispherical Au par-
ticles exceeds that of Pt by one order of magnitude. The
dramatic difference suggests that the contact structure is the
most critical factor in supported Au catalysts.
The strong contact of Au particles is also indispensable

for the epoxidation of propylene in the gas phase containing
O2 and H2 [46]. Figure 3 shows that spherical Au parti-
cles simply loaded on TiO2 (prepared by IMP) need higher
temperatures for reactions to occur, and causes complete
oxidation to produce only CO2 and H2O with the yield of
H2O much larger than that of CO2. These facts indicate that
H2 oxidation and the complete oxidation of propylene take

Figure 2. Turnover frequencies for CO oxidation at 300 K over
Au/TiO2 and Pt/TiO2 prepared by different methods [8].

Figure 3. Product yields as a function of catalyst temperature in the
reaction of propylene with O2 and H2 over Au/TiO2 prepared by differ-
ent methods. Reactant gas: C3H6/O2/H2/Ar = 10/10/10/70; space veloc-
ity: 4000 h−1 ·ml/g-cat.

place separately and the former proceeds much faster. On
the other hand, hemispherical Au particles strongly attached
to the TiO2 support (prepared by DP) produce propylene
oxide with almost 100% selectivity at a lower temperature—
323 K. The H2 consumption is only about three times that
of propylene conversion and appreciably smaller than that
over spherical Au partial catalysts. Because epoxidation of
propylene does not proceed without H2, the simultaneous
reaction among C3H6, O2, and H2 takes place, probably at
the periphery of Au particles with adsorption at the surfaces
of Au particles and the TiO2 surfaces.
The sharp contrast between spherical and hemispheri-

cal Au nanoparticle catalysts in CO oxidation and propy-
lene epoxidation suggests that the reactions may take place
at the perimeter interfaces around Au particles. To con-
firm this hypothesis, Liu and Vannice prepared an inversely
supported catalyst, namely, TiO2 layers deposited on Au
substrate, and observed appreciable catalytic activity [47].
A catalyst sample of Au/TiO2 was also prepared by mechan-
ically mixing a colloidal solution of Au particles of 5 nm in
diameter with TiO2 powder and by calcination in the air at
different temperatures [48]. Calcination at 873 K promoted
the coagulation of Au particles to form larger particles with
diameters above 10 nm, but at the same time with stronger
contact (observed by TEM), leading to much higher catalytic
activity than calcination at 573 K.

3.2. Support Effect

For CO oxidation, many oxides, except for strongly acidic
materials such as Al2O3-SiO2 and activated carbon, can be
used as a support and bring about activity even below 300 K.
In the case of Pd and Pt, semiconductive metal oxides lead
to enhanced catalytic activities but at temperatures above
300 K. Semiconductive metal oxides such as TiO2, Fe2O3,
and NiO provide more stable Au catalysts than insulating
metal oxides such as Al2O3 and SiO2. Among Au supported
on Al2O3, SiO2, and TiO2, TOFs at room temperature are
nearly equal, indicating that the contribution of metal oxide
supports is more or less similar in intensities [49]. The differ-
ence appears in the moisture effect: Al2O3 and SiO2 needs
higher H2O concentration above 10 ppm than TiO2 for CO
oxidation to proceed at room temperature [50]. Alkaline
earth-metal hydroxides, such as Be(OH)2 and Mg(OH)2, are
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the best in exhibiting the highest activity at a temperature
as low as 196 K [20� 51]. In contrast, when acidic materials,
such as Al2O3-SiO2, WO3, activated carbon, are used as a
support, gold exhibits poor activity and even at temperatures
above 473 K the conversions are far below 100% [49].
For the selective oxidation of hydrocarbons in the

co-presence of O2 and H2, only TiO2 and Ti-silicates act as
effective supports [46, 52–58]. Other metal oxide supports
result in producing acetone and CO2. The requirements
to the crystalline structure of support are very strict. Only
anatase TiO2, neither rutile nor amorphous TiO2, makes
Au selective to epoxidation at temperatures below 373 K
[52]. Transmission electron microscopy observations showed
that Au particles were more often epitaxially contacted on
anatase than on rutile, indicating that the location of Ti
cations around Au particles is more regular on the anatase
surfaces [40]. When Ti cations are isolated from each other
on the surfaces or in the bulk network of SiO2, namely, the
atomic ratio of Ti/Si is below 3/100 in Ti-MCM-41, Ti-MCM-
48, Ti-�-zeolite, and TS-1, Au is also selective to epoxida-
tion up to 473 K, giving propylene conversions higher than
3%. The distance between Ti cations may be important; on
the surfaces of anatase and Ti silicate, Ti cations are sepa-
rated from each other at a distance of the diameter of oxy-
gen anion or much far, while on the rutile surface, they are
located closer.

3.3. Size Effect of Gold Particles

Figure 4 shows that the main product in the reaction of
propylene with O2 and H2 switches from propylene oxide to
propane at a critical diameter of 2 nm [46]. Over Pd and Pt
catalysts, the major product is only propane, irrespective of
the size of metal particles and of the presence or absence
of O2, while propane is formed over Au catalysts only when
Au particles are smaller than 2 nm in diameter and O2 is
present. This implies that a change in the surface property of
Au clusters must be induced by donating an electron to O2
to form negatively charged oxygen species. The critical diam-
eter, 2 nm, corresponds to a layer of three atoms thick when
the Au clusters are hemispherical in shape. The bandgap
measured with scanning tunneling spectroscopy shows that
the electronic state of Au clusters deviates from that of bulk
at two or three atoms in thickness [59� 60].

Figure 4. Product yields as a function of mean diameter of Au particles
in the reaction of propylene with O2 and H2 over Au/TiO2 catalysts
at 353 K. Reactant gas: C3H6/O2/H2/Ar = 10/10/10/70; space velocity:
4000 h−1 ·ml/g-cat.

Figure 5 plots the TOFs of CO oxidation over Au/TiO2,
Au/Fe2O3, and Au/Co3O4 as a function of mean diame-
ter of Au particles [19]. The TOFs sharply increase with a
decrease in the diameter of Au particles from 4 nm, indicat-
ing that minimizing the size of Au particles is very reward-
ing owing to the increases in both TOF and specific surface
area. In contrast, Pt group metals usually show decreasing
or steady TOF; thus smaller particles are not always bene-
ficial [61]. The increased TOFs of smaller Au particles can
be explained by assuming that the adsorption sites for CO
on the Au surfaces are edge, corner, or step sites and the
reaction zone is the periphery around Au particles, because
the fractions of these sites on and around hemispherical Au
particles increase with a decrease in the size of Au particles
[62].
Among supported noble metal catalysts, Au supported on

Mg(OH)2 is the most active for CO oxidation at a tem-
perature as low as 196 K; however, it suddenly dies after
3 to 4 months, losing activity even at 473 K [63]. Estima-
tion of the most probable size distribution of Au particles
by using Debye functional analyses of X-rays scattered by
Au particles for fresh and aged catalysts suggested that the
active Au species were 13-atom Au clusters. When they
grew to 55-atom clusters with truncated decahedral struc-
ture, the catalytic activity was completely lost. Among the
two structures of 13-atom clusters, it is likely that the icosa-
hedron is active, whereas the cubo-octahedron inactive [51].
The active Au/Mg(OH)2 catalyst, which was assumed to be
mainly composed of icosahedral Au clusters of 13 atoms,
showed negative apparent activation energy in the tempera-
ture range from 196 K to 273 K [64]. This can be explained
by the enhanced transformation of the icosahedron into the
cubo-octahedron with a rise in reaction temperature.
Heiz and Abbet et al. prepared model catalysts by deposit-

ing size-selected Au anion clusters onto a single crystal
of MgO. Although the size and structures of Au clusters
deposited were not confirmed by STM, appreciable size
dependency of CO adsorption was reported with a maxi-
mum for 11 atoms [65]. The higher activity of Au clusters
on defect-rich MgO than on defect-poor MgO was observed
and ab initio simulations indicate that partial electron trans-
fer from the surface of the Au clusters to oxygen-vacancy
defects in the support play an essential role for the genesis
of catalytic activity [66� 67].

Figure 5. Turnover frequencies for CO oxidation over Au/TiO2,
Au/Fe2O3, and Au/Co3O4 at 273 K [19].
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4. MECHANISM FOR LOW-TEMPERATURE
CO OXIDATION

Figure 6 shows Arrhenius plots for CO oxidation over noble
metal catalysts. A unique feature of Au catalysts is that
apparent activation energies (Ea) are very low. At temper-
atures below 300 K, Ea is 20∼40 kJ/mol and is nearly zero
at temperatures above 300 K. In contrast, Pt group metals
have Ea ranging from 80 to 170 kJ/mol [68] and are more
active than Au only at temperatures above 500 K. At room
temperature, Au is more active by more than four orders of
magnitude.
The rate of CO oxidation over Au/TiO2, Au/Fe2O3,

Au/Co3O4 is independent of the concentration of CO and
is slightly dependant on the concentration of O2 (0∼0.25
order) [19]. This feature is beneficial for the removal
of dilute CO from air, because the conversion of CO
increased with a decrease in the concentration of CO. Over
unsupported Au powder with mean diameters of primary Au
particles of 17 nm, the rate is almost independent of the
concentrations of CO and O2 [69]. These independencies
suggest that both CO and O2 are adsorbed on the catalyst
surfaces nearly to saturation and the reaction of the two
adsorbed species is the rate-determining step.
Figure 7 shows FT-IR spectra for CO adsorption at 90 K

over Au/TiO2 calcined in air at different temperatures [70].
The most active sample (calcined at 573 K, mean diam-
eter of Au particles 2.4 nm) has the largest intensity of
the peak at 2110∼2120 cm−1, which is assigned to CO lin-
early adsorbed on the metallic Au sites. When Au particles
become larger than 10 nm in diameter (sample calcined at
873 K), the intensity of this peak is markedly reduced, indi-
cating that CO adsorption takes place only on steps, edges,
and corners of Au particles, not on the smooth surfaces.
This is in agreement with what has been discussed based
on self-consistent density functional theory calculations by
Mavrikakis et al. [62].
No direct experimental evidence has yet been presented

where oxygen is activated for reacting with CO adsorbed on
the Au surfaces, and whether oxygen molecules are disso-
ciatively or nondissociatively adsorbed. A temporal analysis
of products (TAP) study of O2 adsorption and the reaction
of O2 with CO [71� 72], 18O2 isotope experiments [71–73],
and ESR measurements [73� 74] indicates that molecularly

Figure 6. Arrhenius plots for CO oxidation over noble metal catalysts.
The data for Pt group metals are taken from [68].

Figure 7. FT-IR spectra for CO adsorption at 90 K over Au/TiO2 cal-
cined in air at 573 K and 873 K [70].

adsorbed O2, most likely O−
2 at the perimeter interface, is

involved in the oxidation of CO. When C16O was introduced
to Au/TiO2 at 300 K after preadsorption of 18O2 [70], C16O2
is formed with quantity comparable to that of C16O18O, indi-
cating that oxygen species (16O) contained in the surface
layer of the TiO2 support are also involved in CO oxidation
at room temperature.
There are still other arguments about the active species of

Au, especially in the case of Au/Fe2O3: oxidized Au species,
either Au+ [75] or Au�+ [76], or metal-oxide support sur-
faces with modified reducibility by the interaction with Au
nanoparticles [77� 78]. It is unlikely that oxidic Au species
are major catalytically active phases, because the most active
supported Au catalysts are usually prepared by calcination
in the air at 573 K, where Au precursors (hydroxides or
organo complexes) can be transformed mostly into metallic
particles. A certain fraction of Au species remain as atom-
ically dispersed species in the matrix of the support, which
was proved by EXAFS [24� 76� 79� 80], XPS [77], Mössbauer
[78� 81], IR for adsorbed CO species [70� 75]; however, no
correlation between the amount of oxidic Au species and
catalytic activity has yet been presented. It is speculated that
the samples that mainly consisted of oxidic Au could exhibit
high catalytic activity probably because oxidic Au species are
transformed into metallic particles during reaction or stor-
age of the sample after preparation.
Even though metallic Au particles are indispensable, a

question arises why the periphery of Au particles can acti-
vate O2 molecules at low temperatures. As proposed by
Bond and Thompson [82], it is probable that the perime-
ter interfaces contain oxidic Au species, most probably
Au(OH)3 or Au(OH) under usual conditions where H2O is
present at concentrations above 1 ppm. These hydroxides
may be stabilized and reversibly formed and decomposed by
the aid of the metal-oxide supports.
Another argument proposed by Goodman et al. is that

the nonmetallic nature of Au clusters leads to the enhanced
catalytic activity [37� 59]. This mechanism is questionable
because the transition of the electronic state was measured
for one specific Au cluster of a defined diameter by scan-
ning tunneling spectroscopy, whereas the catalytic activity
was measured for a whole specimen of Au/TiO2 model cata-
lyst with a mean diameter of all Au clusters. A maximum in
catalytic activity with respect to the mean diameter of hemi-
spherical Au clusters was observed at 3.5 nm (this might not
be reproducible), which corresponded to two or three atoms
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thick, where the transition of the electronic state of the spe-
cific Au cluster occurred from a metallic to nonmetallic one.
This result can be more reasonably explained by assuming
that metallic Au surfaces are necessary for CO adsorption
and the peripheries act as reaction zones with O2. A maxi-
mum in the perimeter sites and the number of step sites of
metallic Au clusters is obtained at a thickness of two atoms
[62], where the transition to a nonmetallic state begins.
Based on the above arguments, a most probable path-

way for CO oxidation over supported Au catalysts can be
depicted as shown in Figure 8. The rates over Au/TiO2 were
about one order of magnitude larger when measured by low-
ering the temperature from 353 K than when measured by
raising the temperature from 203 K [26� 69]. This differ-
ence is assumed to arise from the accumulation of carbonate
species on the surfaces of the support at low temperatures
resulting in the loss of the activating power of the perime-
ter interfaces for O2. Therefore, the rate over Au/TiO2 that
was deactivated during experiments at lower temperatures
is regarded to be close to the rate of CO reaction with O2
over the surfaces of Au particles without the contribution
of O2 activation at the perimeter interfaces. The one order
of magnitude difference in the rate between fresh (obtained
by high-temperature measurements) and deactivated (after
low-temperature measurements) Au/TiO2 can be ascribed to
the contribution of the TiO2 support.

5. CATALYTIC CAPABILITIES AND
APPLICATIONS OF SUPPORTED
GOLD NANOPARTICLES

Gold catalysts can also promote many reactions other than
CO oxidation and propylene epoxidation when suitable sup-
port materials are selected. Table 1 lists such reactions cat-
alyzed by Au at much lower temperatures or with much
higher selectivities than by other metals.
The complete oxidation (combustion) of hydrocarbons,

Co3O4, which is the most active catalyst among base metal
oxides, brings about the highest catalytic activity to Au as a
support [83� 84]. In the oxidative decomposition of nitrogen-
containing hydrocarbons, ferric oxides and nickel ferrites
lead to the highest catalytic activities owing to their strong
affinities to nitrogen [85]. The oxidative decomposition of
trimethylamine, which is a typical odor compound, proceeds

Figure 8. Schematic representation for a probable pathway of CO oxi-
dation over supported Au catalysts.

over Au/NiFe2O4 at temperatures below 373 K, yielding
mainly N2 and CO2, while N2O is mainly produced over Pd
and Pt catalysts even at higher temperatures. Gold deposited
on Fe2O3, which was supported on a zeolite wash-coated
honeycomb, has been commercially used as an odor eater in
modern Japanese toilets since 1992.
A characteristic feature of Au catalysts for the hydro-

genation of unsaturated hydrocarbons is that partial hydro-
genation takes place very selectively—butadiene to butene,
acetylene to ethylene [10� 11� 86� 87]. Hydrocarbon hydro-
genations are known to be structure-insensitive, proceeding
at approximately the same TOF on metal particles of var-
ious sizes [88]. It was also the case of the hydrogenation
of butadiene over Au catalysts as far as Al2O3, SiO2, and
TiO2 were concerned as a support [86], because TOF only
differed by a factor of three among Au particles with mean
diameters ranging from 3.5 to 7 nm. In the hydrogenation
of ��� unsaturated aldehyde, selectivity to the hydrogena-
tion of C O against that of C C can reach 80% when Au
particles are deposited on ZnO [89]. For methanol synthesis
by the hydrogenation of CO and CO2, ZnO, which has been
used as a support for commercial Cu catalysts, also works as
the best support [90� 91].
Gold supported on activated carbon, �-Al2O3, or TiO2, is

more active and selective than other noble metal catalysts
for the oxidation in a MeOH-H2O (6:4) solvent of diols to
�-hydroxy acids, which are used in the cosmetics and food
industries [36� 92� 93].
The reduction of NO with hydrocarbons to N2 in the

co-presence of excess O2 and H2O is an important reac-
tion for the exhaust gas treatments of gasoline and diesel
engines. This reaction takes place over some supported Au
catalysts [94� 95]. Alkenes (C2H4, C3H6� are more effective
as a reductant than alkanes (CH4, C2H6, C3H8� because
the formers can adsorb on the Au surfaces more strongly.
The optimum temperature and maximum efficiency for NO
reduction depends on the kind of metal-oxide supports and
increase in the order of �-Fe2O3 (523 K, 12%), ZrO2 (523 K,
32%), ZnO (523 K, 49%), TiO2 (623 K, 30%), MgO (623 K,
42%), Al2O3 (673 K, 80%). The NO conversion to N2
obtained over Au/Al2O3 in the presence of 5 vol% O2 and
10 vol% H2O is comparatively higher than the other cata-
lysts reported so far [2]. The reaction passes through NO
oxidation with O2 to form NO2, which then reacts with
propylene. Therefore, enhanced activity is obtained with a
mechanical mixture of Au/Al2O3 with Mn2O3, which is active
for NO oxidation to NO2 [96]. Gold wire [97] and film [98]
were known to be active for N2O decomposition to N2 and
O2. Recently, Au/Co3O4 has been reported to be active for
this reaction even at 523 K in the co-presence of 10 vol%
O2 and 5 vol% H2O [99].
Owing to ongoing applications of polymer electrolyte fuel

cells to automobiles and to residential co-delivery systems
for electricity and heat, low-temperature, water-gas shift
reaction is attracting renewed interest. In comparison to
commercial catalysts based on Ni or Cu, which is operated
at 900 K or at 600 K, respectively, Au supported on TiO2,
Fe2O3, or ZrO2 appear to be advantageous in operating
at a temperature as low as 473 K [100–102]. For selective
CO removal in H2 stream, Au supported on Al2O3, TiO2,
Mn2O3, and Fe2O3 [44� 103� 104] are stable and potentially
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Table 1. Reactions Catalyzed by Gold.

Type of Reaction Reactant Temperature (K) Support Comments Ref.

Complete oxidation CO 200∼400 Be(OH)2, Mg(OH)2, acidic metal oxides are [51]
Mn2O3, Fe2O3, etc. excluded as a support [18� 19� 44� 103]

HCHO 300∼450 TiO2 regenerable by sunlight [119]
CH3OH 300∼450 TiO2 regenerable by sunlight [119]
CH4, C3H8 450∼650 Co3O4 as active as Pd, Pt catalysts [83� 84]
trimethylamine 330∼500 Fe2O3, NiFe2O4 commercialized for [85]

odor eater

Oxidative chlorofluorocarbon Co3O4, Al2O3, LaF3 [106� 107]
decomposition o-chlorophenol 450∼550 Fe2O3 integrated with [108]

Pt/SnO2 + Ir/La2O3

dioxin 400∼500 Fe2O3 integrated with [108]
Pt/SnO2 + Ir/La2O3

Reduction or NO+ C3H6 450∼800 Al2O3 to N2, mixed with Mn2O3 [94–96]
decomposition of NOx N2O (+O2 +H2O) 500∼ Co3O4 to N2 [99]

Reduction or oxidation CO+H2O 400∼500 TiO2, ZrO2, CeO2 to CO2 +H2 [100–102]
of COx CO+ 2H2 400∼500 ZnO to methanol [90]

CO2 + 3H2 400∼500 ZnO to methanol [90� 91]
CO2 + 3H2 400∼500 TiO2 to CO [90]

Selective oxidation C3H6 +H2 +O2 300∼500 TiO2 (anatase), Ti-SiO2 to propylene oxide [46, 52–58]
C3H8 + O2+ H2 300∼400 TiO2 (anatase) to aceton [46]
C4H10 +O2 +H2 300∼400 TiO2 (anatase) to butanol [46]
glycols room temp. activated carbon to �-hydroxy acids, [36� 92� 93]

liquid phase

Selective CH CH 400∼500 Al2O3 to ethylene [86]
hydrogenation CH2 CH-CH CH2 400∼500 Al2O3, SiO2, TiO2 to butenes [10� 11� 86]

crotonaldehyde 500∼550 ZnO to crotyl alcohol [89]
acrolein 513∼593 ZrO2 to allyl alcohol [120]

Hydrochlorination CH CH 373∼393 AuCl3/activated carbon to vinyl chloride [105]

advantageous over other noble metal catalysts because only
supported Au catalysts are much more active for CO oxida-
tion than for H2 oxidation.
Because of the stability of Au against halogens, some sup-

ported Au catalysts have been reported to be more active
and stable for reactions involving halogens such as oxida-
tive decomposition of chlorofluorocarbons and dioxins than
other noble metal catalysts [105–108]. It should be noted
that AuCl3 supported on activated carbon is the most active
among metal chloride catalysts for the hydrochlorination of
acetylene to produce vinylchloride [105].
The characteristic features of supported gold catalysts are:

remarkable structure sensitivity of reactions, low apparent
activation energies (active at low temperatures), and activa-
tion by moisture. By taking advantage of these properties,
the first direction of future approaches is the discovery of
new capabilities for Au particles larger than 2 nm which are
stable up to 673 K. The combination with other metal cata-
lysts can expand the capabilities of Au catalysts. Gold sup-
ported on Fe2O3 or La2O3 is the most active among noble
metal catalysts for the oxidative decomposition of dioxin
at temperatures below 473 K. As shown in Figure 9, the
integration of Ir, Pt, and Au catalysts supported on La2O3,
SnO2, and TiO2, respectively, resulted in 95% decomposi-
tion of dioxin from the outlet gases of an incinerator even
at 423 K, at an hourly space velocity of 12,000 h−1· ml/g-cat.
It is interesting that the least active Ir catalyst exhibits an
excellenct booster effect [108].

The second direction is the extension of the catalytic
mechanism and the preparation techniques for Au catalysts
to other noble metals. The genesis of the catalysis by Au is,
in most cases, ascribed to the perimeter interfaces around
Au particles. This presents a new guiding principle to create
a wide range of new catalytic systems, because combination
of catalytic metals with a variety of support materials should
present a great deal of novel catalysts. Good examples are
Pd/CeO2 and Pt/ZrO2 prepared by co-precipitation for the
low-temperature decomposition and synthesis of methanol
[109] and for the low-temperature oxidation of CO and
reduction of NO [110].

Figure 9. Oxidative decomposition of ortho-chlorophenol over sup-
ported, noble metal catalysts at 423 K [108]. The integration of different
noble metal catalysts led to improved performance in the conversion of
dioxin in a small incinerator at 423 K.
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The third direction is the fundamental study of clus-
ter physics and chemistry for Au particles smaller than
2 nm. Significant work has recently been emerging to under-
stand the unique catalysis of Au and its size- and structure-
dependency. By means of surface science techniques using
well-defined catalytic materials (most often size-selected Au
clusters deposited on single crystalline metal oxides such
as MgO [65] and TiO2 [37, 59, 111–115]) an atomic scale
understanding is being accumulated in combination with
theoretical calculations [7� 62� 66]. It is also instructive that
the catalytic activity may change dramatically depending on
the three-dimensional structure of 13 atoms Au clusters [51].
In this approach, Au may be the best target of research
because Au itself is poorly active and the detectable activity
is obtained only when the specific structure and size of Au
particles are given. It is also advantageous in Au model cat-
alyst studies that the activity is usually detectable at lower
temperatures where designed structures can be maintained.
In order to combine experimental work using both real

catalysts and model catalysts with theoretical calculations
more effectively [116], the effect of moisture should be taken
into account. Most surface science work is carried out in
ultra-high vacuum, while catalytic activity measurements for
real catalysts are carried out in a fixed bed flow reactor
using reactant gas containing moisture at least 1 ppm, usu-
ally in the order of 10 ppm. It is reasonable to assume that
the catalyst surfaces are covered with OH groups and water
molecules at room temperature. For CO oxidation, which
does not produce H2O and proceeds at temperatures below
373 K, moisture markedly changes the catalytic activity of
metal oxides and Au catalysts. Under a dry condition with
H2O concentration of 80 ppb, CO oxidation can take place
even at 210 K over Co3O4 without Au [117� 118], while sup-
ported Au catalysts prefers moisture [50].

6. CONCLUSIONS
Three factors define the catalytic properties of gold—strong
contact between Au particles and the support, selection
of the support, and the size of Au particles. Perimeter
interfaces provide the sites for reaction, while metallic Au
surfaces are still necessary as a reservoir for one of the
reactants. Gold catalysts are advantageous in environmental
applications because of very low apparent activation ener-
gies and enhancement by moisture. Gold is the best sam-
ple for fundamental studies on the size effect below 2 nm
through model catalysts and theoretical calculations.

GLOSSARY
Au clusters When the number of Au atoms is smaller than
300 with a diameter below 2 nm, physicochemical properties
often differ markedly from those of Au nanoparticles with a
diameter above 2 nm.
Epitaxial contact The contact interface where the atomic
configuration of the two phases fits well two dimensionally
with each other, leading to the growth of crystallite in a
specific direction.
Isoelectric point (IEP) The pH where the surfaces of solid
in an aqueous solution are charged equally with positive ions

and negative ions. Acidic materials have low IEP, whereas
basic ones have high IEP.
Structure sensitive reaction Reactions whose rates per
active site (TOFs) are dependent on the crystal planes, size,
and shape of catalytic materials. In the case of supported
metal catalysts, TOF is usually expresses by rate divided by
the number of surface-exposed metal atoms.
Turnover frequency (TOF) Reaction rate per one single
active site, TOF, is a common parameter to compare the
catalytic activity among a variety of catalysts, for example,
single crystal, metal oxide particles, and supported metal
catalysts.
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1. INTRODUCTION
Carbon nanotubes and nanofibers are graphitic fila-
ments/whiskers with diameters ranging from 0.4 to 500 nm
and lengths in the range of several micrometers to millime-
ters. Carbon nanofibers and nanotubes are grown by the
diffusion of carbon (via catalytic decomposition of carbon
containing gases or vaporized carbon from arc discharge
or laser ablation) through a metal catalyst and its subse-
quent precipitation as graphitic filaments [1–6]. Three dis-
tinct structural types of filaments have been identified based
on the angle of the graphene layers with respect to the fila-
ment axis [5, 7], namely stacked, herringbone (or cup-stacked
[8]), and nanotubular [9] as shown in Figure 1.

It can be seen that the graphite platelets are perpendic-
ular to the fiber axis in the stacked form, the graphene
platelets are at an angle to the fiber axis in the her-
ringbone form, and tubular graphene walls are parallel to
the fiber axis in the nanotube. In the literature today,
the common practice is to classify the stacked and her-
ringbone forms of graphitic filaments under the general
nomenclature of “nanofibers” whereas “nanotube” is used
to describe the case where tubular graphene walls are par-
allel to the filament axis. In some instances, large diameter
(>20 nm) nanotabular structures or structures contain-
ing defects/amorphous carbon have also been classified as
nanofibers. In this work, we prefer to use the term nanotube
to describe carbon filaments with tubular graphene walls
parallel to the axis and use the term nanofiber for carbon fil-
aments with graphene layers at other angles. This is because
special physical properties arise from the “nanotube” struc-
ture which distinguish it from the “nanofiber” structure,
which itself has other advantageous properties, as will be
described later.

Carbon nanofibers and nanotubes have been synthesized
since the 1960s, but why has one particular form (i.e. the
nanotube) received so much attention recently? In 1991,
Iijima reported that highly graphitized carbon nanotubes,
formed from the arc discharge of graphite electrodes,
contained several coaxial tubes and a hollow core [9].
This important discovery led to the realization that with
graphene tubes parallel to the filament axis, these highly
crystallized tubular carbon structures would inherit several
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Figure 1. The three structural forms of carbon nanofibers, classified by
the angle of the graphene layers/platelets with respect to the filament
axis. Adapted with permission from [5], N. M. Rodriguez et al., Lang-
muir 11, 3862 (1995). © 1995, American Chemical Society.

important properties of “intraplane” graphite. In particu-
lar, a nanotube exhibits high electrical conductivity, ther-
mal conductivity, and mechanical strength along its axis. As
there are very few open edges and dangling bonds in the
structure, nanotubes are also very inert and species tend
to be physically adsorbed onto graphene walls rather than
chemically react with them. Note that carbon nanotubes are
completely covalently bonded which implies that as elec-
trical conductors, they would not suffer from electromigra-
tion or atomic diffusion like metals. These properties make
carbon nanotubes a technologically important material for
various electronic and mechanical applications as will be
listed later. The stacked and herringbone nanofibers tend to
be investigated solely for energy storage applications such
as electrodes for lithium batteries or fuel cells as small

Table 1. Properties of carbon nanotubes; see also [34].

Thermal properties at
Mechanical properties room temperature

Young’s modulus of multiwall
nanotubes

∼1–1.2 TPa [25, 26] Thermal conductivity of single wall
nanotube

1750–5800 WmK [28]

Young’s modulus of single wall
nanotube ropes

∼1 TPa [27] Thermal conductivity of multiwall
nanotube

>3000 WmK [29]

Tensile strength of single wall
nanotube ropes

∼60 GPa [25]

Electrical properties Electronic properties

Typical resistivity of single and
multiwall nanotube

10−6 �m [22, 30] Single wall nanotube bandgap—
whose n–m is divisible by 3 0 eV [22] (metallic)

Typical maximum current density 107–109 A cm2 [31, 32] whose n–m is nondivisible by 3 0.4–0.7 eV [20, 21] (semiconducting)
Quantized conductance, theoret-

ical/measured
(6.5 k�)−1/(12.9 k�)−1 [22, 33] Multiwall nanotube bandgap ∼0 eV [22] (nonsemiconducting)

ions/molecules can enter via open edges and intercalate
between the graphene layers. Already, large amounts of
nanofibers can be purchased commercially from companies
such as Hyperion Catalysis International, Applied Sci-
ences Incorporated, Catalytic Materials, Showa Denko, and
Nanomirae [10]. Nanotubes are also available commercially
from companies such as Carbon Nanotechnologies Inc., Iljin
Nanotech, and NanoLab among many others listed in [11].

Nanotubes are further classified into two types, namely
multiwall and single wall [9, 12, 13]. The multiwall car-
bon nanotube contains several concentric, coaxial graphene
cylinders with interlayer spacings of ∼0.34 nm [14]. Note
that this spacing is larger than single crystal graphite
(0.335 nm). Recent studies have shown that the intershell
spacing can actually range from 0.34 to 0.39 nm, where the
intershell spacing decreases with increasing carbon nanotube
diameter, and this effect is more pronounced in small diam-
eter nanotubes (<15 nm) due to the high curvature [15,
16]. The geometrical constraints in forming the seamless
“honeycomb” graphene cylinders cause the layers to be
uncorrelated with respect to one another, which is in con-
trast to crystalline graphite that exhibits perfect “ABAB”
layer stacking [17]. Thus, multiwall carbon nanotubes tend to
exhibit the properties of turbostratic graphite whose layers
are essentially uncorrelated. For example, in highly crystal-
lized multiwall carbon nanotubes (such as those obtained by
arc discharge), it has been shown that if contacted on the
outside, the electric current is conducted through its outer-
most shell only [18].

In the case of single wall carbon nanotubes, the structure
consists of a single graphene cylinder and special properties
emerge from the strong one-dimensionality and crystalline
perfection of the structure. Single wall carbon nanotubes
can be metallic (0 eV bandgap) or semiconducting (typ-
ically 0.4–0.7 eV bandgap) depending on the geometrical
characteristics of their structure, namely the orientation of
the hexagons with respect to the nanotube axis (i.e., chi-
rality) and inversely proportional to the diameter [19–21].
Reviews on the electronic properties of carbon nanotubes
are presented in [22–24]. In the case of a multiwall car-
bon nanotube where conduction occurs through the outer-
most shell, the large diameter of the outer nanotube causes
the gap to approach 0 eV and the nanotube is essentially
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nonsemiconducting. Table 1 lists several reported properties
of carbon nanotubes.

Carbon nanotubes and nanofibers are being investigated
for a wide range of applications today. Reviews of carbon
nanotube applications are presented in [24, 35–42], and only
an overview is presented in this chapter. Let us first consider
the nanotube as a high aspect ratio, electrically conductive
wire with diameter in the nanometer range. These struc-
tures are highly desirable as field emission tips for appli-
cations such as field emission displays [43–48], X-ray tubes
[49], electron sources for microscopy and lithography [50],
gas discharge tubes [51], and vacuum microwave amplifiers.
The use of nanotubes as a field emission electron source has
recently been commercialized in a portable X-ray source by
Oxford Instruments [52]. Nanofibers have also been investi-
gated as electron sources [53, 54]. The high aspect ratio and
small diameter of the nanotube is also desirable for scan-
ning probe tips [55–57]. In fact, nanotube-based scanning
probe tips (“Probemax”) are commercially available today
from nPoint (also known as Piezomax) [58].

Single wall carbon nanotubes, which can be electronically
semiconducting, are also being investigated as transistors or
logic elements [59–62]. Containing only one carbon tube, the
electronic properties of the carbon nanotubes are highly sen-
sitive to adsorbed molecules/species [63, 64]. Although this
implies that in logic circuits, the nanotubes must be suitably
encapsulated, the high sensitivity of the nanotubes can be
advantageously utilized in chemical or biological sensors to
detect poisonous or dangerous gases in the environment. In
addition, the coherent nature of electron transport in well-
crystallized nanotubes would find these structures applica-
ble in spin–electronic devices [65]. Carbon nanotubes could
also be used as electromechanical sensors as their electrical
characteristics respond to mechanical deformation of their
structure [66].

Another interesting application for these structures is as
electrodes in electrochemical supercapacitors [35, 67–71].
When nanotubes/fibers are produced enmasse (i.e., woollike
or forestlike), they have large surface areas which could lead
to higher charge storage capabilities than standard capaci-
tors and batteries [35, 72]. The cycle characteristics of lead
acid and lithium ion batteries can also be improved when
carbon nanofibers are used as fillers in the battery electrodes
[73]. The high electrical conductivity and relative inertness
of nanotubes make them potential candidates as electrodes
in electrochemical reactions too [74, 75]. The large surface
area of nanotubes, both inside and outside, can be usefully
employed to support reactant particles in catalytic conver-
sion reactions [76, 77]. It was also proposed that hydrogen
could also be stored among and inside nanotubes/nanofibers
for fuel cell applications [7, 76–81], although recent results
show that the amount of hydrogen stored is not as high
as originally anticipated [82]. Nanotubes can also mechani-
cally deflect under electric stimulation (e.g., due to charge
induced on the nanotubes) and this opens up applications
such as cantilevers or actuators [35, 83–85]. The use of
nanotubes and nanofibers as filters or membranes for molec-
ular transport has been recently proposed [86].

The exceptional mechanical properties and low weight
of nanotubes and nanofibers make them potential filling
materials in polymer composites. Nanotubes and nanofibers

can improve the strength and stiffness of a polymer, as
well as add multifunctionality (such as electrical conductiv-
ity) to polymer based composite systems [87–95]. Carbon
nanotubes should be ideal reinforcing fibers for composites
due to their high aspect ratio and high in-axis strength [96].
Furthermore, carbon nanotubes, unlike macroscopic carbon
fibers, are short enough to flow through conventional poly-
mer processing equipment so that complicated shapes or
small parts could be molded from their composites [96, 97].
As fillers for composites, single wall carbon nanotubes are
preferred to multiwall nanotubes because the inner layers
of the multiwall nanotubes contribute little under structural
loading and thus would reduce the stiffness for a given vol-
ume fraction of tubes [26, 96].

It is evident that for the various different applica-
tions, nanotubes or nanofibers of different morphologies
are required. For instance, scanning probe applications
require a single high aspect ratio nanotube whereas polymer
strengthening requires “masses” of nanotubes/nanofibers.
Field emission applications ideally require vertically aligned
nanotubes which are spaced about twice their height apart
[98–100], whereas horizontally aligned nanotubes are more
suited for electrical transport or electronic (transistor/spin)
applications. The great flexibility of catalytic chemical vapor
deposition (CVD) is that this technique can be adapted to
producing nanotubes and nanofibers for virtually all these
applications.

In the case of nanotubes, chemical vapor deposition is
very different from the other two common methods used
for nanotube production, namely arc discharge [101, 102]
and laser ablation [30]. Arc discharge and laser ablation can
be classified as high temperature (>3000 K) and short time
reactions (�s–ms), whereas catalytic chemical vapor deposi-
tion is a medium temperature (700–1400 K) and long time
reaction (typically minutes to hours). Although carbon fila-
ment/nanofiber growth by catalytic chemical vapor deposi-
tion was established in the 1960s–1980s [3, 4, 103–105], much
of the fundamental work on the properties of nanotubes
in the early 1990s was performed on nanotubes produced
by arc discharge and laser ablation because of their supe-
rior straightness and crystallinity due to the high tempera-
ture deposition. The main technological drawbacks with arc
discharge and laser ablation were that the nanotubes had
to be produced separately (i.e., not directly on substrates),
purified [106, 107], and then manipulated onto substrates
before use. At that time, most CVD-grown nanotubes were
“spaghetti-like” and largely defective, but the potential of
the technique to satisfy technological requirements was rec-
ognized. From 1998 onward, substantial and rapid progress
was made in the development of CVD to establish it as a
highly controlled technology for the production of carbon
nanotubes and nanofibers: today, it is possible to fabricate
high quality single wall carbon nanotubes [108, 109] or multi-
wall carbon nanotubes [110], horizontally [111, 112] or verti-
cally aligned [113–115], as an individual nanotube [116–118]
or “en masse” [110, 119], with controlled diameter [120, 121]
and length [122, 123], structurally as a tube or stacked lay-
ered nanofiber form [5, 124], directly onto substrates or in
bulk as a raw material [4, 125]. A major advantage of CVD
is that the nanotubes/nanofibers can be used directly without
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further purification unless the catalyst particle is required to
be removed, methods for which will be discussed later.

The rest of this chapter discusses the growth mechanism
of carbon nanotubes and nanofibers, the various methods
of catalyst preparation, and variations in the chemical vapor
deposition technique. This provides the technologist with a
repertoire of techniques from which he/she can choose the
most suitable one for his/her specific application.

2. GROWTH MECHANISM OF CARBON
NANOTUBES AND NANOFIBERS

2.1. General Mechanisms

In general, carbon nanotube and nanofiber growth by the
catalytic CVD method require catalyst nanoparticles (usu-
ally Fe, Co, or Ni), a carbon feedstock (e.g., hydrocarbon
or CO), and heat. The diameter of the filament produced is
often closely related to the physical dimension of the metal
catalyst. The peculiar ability of these transition metals to
form graphitic carbon is thought to be related to a com-
bination of factors that include their catalytic activity for
the decomposition of volatile carbon compounds, the for-
mation of metastable carbides, and the diffusion of carbon
through the metal particles [126]. We present some of the
growth models that have been proposed both for nanotubes
and nanofibers which are widely accepted by the research
community.

The most commonly accepted mechanism was postulated
by Baker et al. in the early 1970s, who explained the growth
of carbon filaments by catalytic decomposition of the carbon
feedstock and bulk diffusion of carbon [1]. According to this
mechanism (Fig. 2a), the hydrocarbon gas decomposes on
the front-exposed surfaces of the metal particle to release
hydrogen and carbon, which dissolve in the particle. The
dissolved carbon diffuses through the particle and is precip-
itated at the trailing end to form the body of the carbon
filament. Due to the exothermic decomposition of hydrocar-
bons, it is believed that a temperature gradient exists across
the catalyst particle. Since the solubility of carbon in a metal
is temperature dependent, precipitation of excess carbon will

Figure 2. The growth of carbon nanotubes and nanofibers involves the
catalytic decomposition of a carbon feedstock (hydrocarbon or CO),
carbon diffusion, and its precipitation as a filament. In (a), the carbon
diffuses through the bulk of the metal catalyst “M” as proposed by the
Baker model [3]. In (b), the carbon diffuses over the surface of the
metal catalyst and forms a tubular structure from the circumference
of the catalyst as proposed by the Oberlin model [134]. In (c), angled
graphene layers are precipitated from a faceted catalyst particle to form
a nanofiber as proposed by Rodriguez and Terrones [5, 147].

occur at the colder zone behind the particle, thus allowing
the solid filament to grow with the same diameter as the
width of the catalyst particle. Such a process will continue
until the leading tip of the catalyst particle is “poisoned” or
deactivated. A common cause of catalyst poisoning is the
formation of carbon around it, thus preventing the gas from
reaching the catalyst particle. Support for this bulk diffusion
model comes from experiments on the kinetics of growth
of carbon filaments from acetylene (C2H2� catalyzed by Ni
particles, which yielded an activation energy of (eV) 140 kJ
mole−1 [2]. This value is similar to the activation energy
for bulk diffusion of carbon through solid Ni (i.e., 133 kJ
mole−1� [127]. Similarly, the enthalpies for the growth of
filaments with �-Fe, �-Fe, Ni, Co, Fe–Ni, and Cu catalyst
were found to be similar to the enthalpy of diffusion. Thus,
the rate limiting step in the growth is believed to be the
diffusion of carbon through the catalyst. In general, the fil-
ament length depends on the duration of the catalytic pro-
cess, where longer durations result in longer filaments [128,
129]. This general bulk diffusion mechanism accounts for
the formation of both nanofibers and nanotubes.

However, two irregularities of this growth mechanism
should be noted. First, not all hydrocarbon dehydrogenation
reactions are exothermic (e.g., methane), and yet growth
has been observed from these hydrocarbons. Moreover, it is
unlikely that there is a temperature gradient across such a
small metal particle. This is because the metal particle has a
high thermal conductivity and thus a small temperature gra-
dient implies that a massive heat flow is occurring through
the particle, which is physically intangible. The exothermic
decomposition of the hydrocarbon probably raises the tem-
perature of the entire filament, and the growth of the carbon
filament is also probably driven by a concentration gradient
of carbon across the particle.

One common question asked is whether the catalyst is
a liquid or solid during nanotube/nanofiber growth. If we
assume Fe as the metal catalyst, most of the growth exper-
iments are typically well below the melting temperature of
iron (1534 �C) and also below the iron–carbon eutectic tem-
perature (1147 �C). The formation of graphite platelets from
certain crystallographic faces of the catalyst particle (see
Section 2.2) suggests that the catalyst is in a solid form.
The agreement between the enthalpy for the growth of fil-
aments and the enthalpy of diffusion for the bulk catalyst
metals as discussed earlier also suggests that the catalyst is
in the solid phase. Although growth is performed below the
eutectic temperature and metal melting point (N.B. usually
these temperatures are quoted at 1 atm and will change
with operating pressure), one should note that the catalyst
metal nanoparticles will behave completely differently than
their bulk metal form because these small particles will have
exceptionally high surface energy, area, and mobility. For
example, Hou et al. reported that annealing iron encapsu-
lated carbon particles in argon between 1000 to 1100 �C
completely removes the iron, indicating that these small iron
particles were highly mobile at these temperatures [130].
Because of the high mobility and reactivity of the metal
atoms, the catalyst nanoparticles are often in the shape of
metallic clusters or have been observed to undergo certain
surface reconstruction. If temperatures above the metal–
carbon eutectic are used, the growth would be similar to the
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general vapor–liquid–solid mechanism proposed by Wagner
[131, 132] where diffusion through a liquid-phase particle is
responsible for the synthesis of filaments.

Instead of bulk diffusion, another common growth model
is a catalytic process involving the surface diffusion of carbon
around the metal particle [133–135] as shown in Figure 2b.
The carbon atoms diffuse over the catalyst surface to form
a tubular structure which emanates from the circumference
of the catalyst. Note that the tubular structure is favored
for carbon filaments with nanometric diameters. A single
graphene layer of finite size has many dangling bonds which
correspond to high energy states, and for such a small struc-
ture, there would be an enormous percentage of dangling
bonds if a stacked planar graphite was formed [17, 136].
By the formation of closed tubular carbon shells, the total
energy of the system is reduced [136].

An alternative model based on the minimization of sur-
face energy of nanoparticles was suggested by Dai et al.
[137]. Nanoparticles contain a very high percentage of sur-
face atoms; as a result a large amount of surface energy
exists. Excess carbon can help solve this problem by assem-
bling a graphene cap on the particle surface, called a
“yarmulke,” with its edges strongly chemisorbed to the
metal. Since the basal plane of graphite has an extremely
low surface energy (10–20 times smaller than most met-
als), the total surface energy diminishes. A crucial feature
of the yarmulke mechanism was its avoidance at all stages
of growth of any open graphene edges, which would expose
energetically costly dangling bonds. It also provides an auto-
matic solution to forming caps and resulting structures are
tubes which have no seams. Carbon can add to the cylindri-
cal section of a growing layer. Once the smallest yarmulke
has formed, insertion of new carbon between the tube edge
and the catalytic particle is the best solution, as long as
complete overcoating of the particle (i.e., encapsulation) is
avoided which would deactivate it.

The actual composition of the active catalyst particle is
a widely debated issue, and further research could be per-
formed in this area. High carbon content carbides were
determined to be a prerequisite for carbon fiber growth
[138–140]. However, there are many conflicting reports con-
cerning the actual composition of the catalyst particle; for
example, in the case of an iron catalyst, a hexagonal form
with composition Fe2	2C or Fe2C was postulated, rather than
Fe3C [134]. There are also arguments as to whether a car-
bide particle is indeed the active catalyst [103]. These are
based on the findings that the loss of catalytic activity of
iron was accompanied by a gradual conversion of the cata-
lyst to a stable carbide. The catalyst could be reactivated by
treatment with hydrogen, reducing the carbide back to iron.

2.2. Nanofiber Growth

Let us now focus our discussion on catalysts used for
nanofiber growth and why nanofibers form. The ability to
control and tailor the structure of nanofibers (stacked or
herringbone) has been demonstrated by Rodriquez et al. [5,
124]. The general concept used here is the creation of a
faceted catalyst particle [5, 124, 141] so that carbon feed-
stock decomposition occurs at certain faces whereas carbon
precipitation (in the form of graphite layers) occurs at other

faces as shown in Figure 2c. The graphitic platelets are pre-
cipitated parallel to the surface of the faceted catalyst par-
ticle, and hence the angle between the planes and the fiber
axis is determined by the shape of the catalyst particle, as
proposed by Boellard et al. [138]. Under certain conditions
of gas composition, temperature, and catalyst composition,
the catalyst particles undergo surface reconstruction to form
unique geometrical shapes which drive the formation of
nanofibers [5, 124, 142, 143]. For example, the herringbone
structure was found to grow from Fe–Cu (7:3) particles in a
C2H4–H2 (4:1) gas mixture at 600 �C, whereas the stacked
structure formed from Fe-based catalyst in a CO–H2 (4:1)
gas mixture at 600 �C [5]. The formation of herringbone
structures is favored when the catalyst particle is an alloy
[124, 144–146], although Pd has also been used alone under
certain growth conditions to yield similar structures [147].
Nolan et al. [148] have suggested that hydrogen plays a sig-
nificant role in the formation of nanofibers. This is because
the presence of hydrogen in abundance can terminate the
large number of dangling bonds at the edges of the stacked
graphite platelets, whereas without hydrogen termination,
the more stable form of the carbon filament would be closed
tubular graphene shells where there are no dangling bonds.
In plasma enhanced CVD, the carbon filaments formed are
often nanofibers rather than nanotubes. This is thought to be
due to the large amount of atomic hydrogen formed in the
gas phase due to plasma decomposition of the hydrocarbon
gas or the use of hydrogen as a dilution gas. Delzeit et al.
showed that by controlling the relative amount of hydrogen
in the gas phase via altering the plasma parameters, one
could change the structure from nanotubes to herringbone
nanofibers, with high hydrogen content favoring the latter
[149].

2.3. Multiwall and Single Wall
Nanotube Growth

Let us now concentrate on the formation of nanotubes.
Without an abundance of dangling bond terminating species
(e.g., H) in the gas phase, carbon nanotubes will tend to
form when the diameter of the filaments is ∼50 nm or less.
This is because a single graphene layer of finite size has
many dangling bonds, and these dangling bonds correspond
to high energy states [17, 136]. The total energy of a small
number of carbon atoms is reduced by eliminating these
dangling bonds, even at the expense of increasing the strain
energy, thereby promoting the formation of the closed tubu-
lar structure [17, 136, 150]. The catalytic activity of the metal
catalyst in the formation of nanotubes has also been studied
in considerable detail. Besides the commonly used Fe, Co,
and Ni catalysts, other metals (such as Mo, Cu) or metal
mixtures (Fe–Ni, Fe–Mo, Fe–Co, Co–Ni, and Co–Mo) have
been used for nanotube synthesis [109, 113, 122, 128, 137,
151–162]. Using thermal CVD, Co and Fe catalysts gener-
ally tend to form hollow and well-graphitized nanotubes,
whereas Ni and Cu produced structures which were not as
well graphitized [158, 163]. One should note that different
metal catalysts would have their optimum catalytic activity
at different temperatures [128, 129, 163]. The yield and crys-
tallinity of nanotubes can be improved by the use of metal
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catalyst mixtures such as Co–Fe or Co–Ni [158, 164]. Fur-
thermore, it has also been reported that the addition of Mo
to Fe or Co [109, 122, 151–157] increases the yield of single
wall nanotubes compared to when a single metal catalyst is
used [161]. A Co to Mo ratio of 1:2 is reported to be optimal
for a high synthesis yield of single wall carbon nanotubes.

Figure 3 shows various forms of nanotubes. Here,
the nanotubes are examined using transmission electron
microscopy and hence we are looking at a cross section of
the nanotubes. The solid black lines in the micrographs rep-
resent the hexagonal sheets of carbon atoms which make up
the walls of the nanotubes. Under ideal growth conditions,
the nanotubes produced should be straight (e.g., Fig. 3a)
and contain graphene walls parallel to the tube axis without

Figure 3. (a) TEM of straight nanotubes grown from the floating cat-
alyst method using ferrocene–toluene at 760 �C. (b) Helical nanotubes
grown from CVD of C2H2/Ar at 700 �C with Ni catalyst. (c) Straight
nanotube with bamboo compartments grown by plasma enhanced CVD
of C2H2/NH3 at 700 �C with Fe catalyst.

any defects. Dai proposed that a high growth temperature is
required to anneal out defects so that well-crystallized and
straight nanotubes could be obtained [165]. The occurrence
of defects (e.g., pentagons or heptagons) would cause the
nanotube to bend during growth. When carbon nanotubes
are formed by the electric arc or laser ablation, tempera-
tures of ∼3000 K are obtained and this possibly explains why
mostly straight and well-crystallized nanotubes are obtained
from these processes. In lower temperature CVD processes
(∼700–1400 K), “curly” and “coiled” nanotubes (Fig. 3b)
are common variations to the perfectly linear nanotube. The
growth of various shapes of nanotubes, especially wavy and
helical tubes, was investigated by Amelinckx et al. [166].
The concept of a spatial velocity was introduced to describe
the extrusion of carbon from the catalyst particle to form
the nanotube. Essentially, when the extruded carbon mate-
rial was uniform, straight nanotubes are obtained, whereas
nonuniform extrusion caused the nanotube to deform elas-
tically into complicated patterns such as the helix shape.
Nanotubes containing bamboo compartments are also com-
monly observed, as shown in Figure 3c. A growth model for
bamboo-shaped carbon nanotubes was proposed by Lee and
Park [167]. Their transmission electron microscopy (TEM)
evidence showed that the bamboo-shaped compartment lay-
ers were due to the surface geometry of the catalyst particle
and the precipitation of carbon sheets from the bulk of the
catalyst particle. Li et al. found that when using a higher
deposition pressure of carbon feedstock, the nanotubes
became bamboo in structure [168]. They argued that at
high pressures, the carbon concentration was sufficiently
high to cause bulk diffusion of carbon through the cata-
lyst, forming the bamboo compartments behind the catalyst
particle. In the literature, bamboo structures are sometimes
called “nanofibers.” However, note from Figure 3c that the
bamboo structure actually contains graphene walls paral-
lel to the filament axis, which suggest that these structures
would inherit the physical properties of the “nanotube.” It
is possible to obtain the growth of straight nanotubes by
close-packed growth, use of porous templates, electric field
directed growth, or plasma-induced alignment as will be dis-
cussed later.

Under what conditions is the growth single wall carbon
nanotubes preferred? The size of the catalyst is probably
the most important parameter for the nucleation of single
wall carbon nanotubes. Conclusive evidence on the depen-
dence of catalyst size on the formation of single wall carbon
nanotubes has been reported in [159, 160, 169]. Li et al.
(Duke University) prepared catalyst nanoparticles of uni-
form diameters (between 3 to 14 nm) by thermal decom-
position of metal carbonyl complexes using a mixture of
long-chain carboxylic acid and long-chain amine as pro-
tective agents [169]. Their results indicate that the upper
limit for single wall nanotube growth occurred at catalyst
sizes between 4 and 8 nm. Above 8.5 nm, no more sin-
gle wall structures were observed [169]. Li et al. (Stanford
University) also grew single wall carbon nanotubes from
discrete catalytic nanoparticles of various sizes [159]. Dis-
crete nanoparticles were prepared by placing a controllable
number of metal atoms into the cores of apoferritin. Their
TEM studies indicated that the nanotube diameters were
closely correlated to the size of the catalytic nanoparticles.
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Furthermore, the nanotubes grew by a base-growth mecha-
nism with the nanoparticles seen to be anchored to the sup-
port material. Smaller nanoparticles (<∼1.8 nm) were more
active in producing single wall nanotubes, while nanopar-
ticles with diameters of ∼7 nm did not show single wall
nanotube growth, consistent with the group at Duke Univer-
sity [169]. Cheung et al. prepared monodispersed nanoclus-
ters of iron with diameters of 3, 9, and 13 nm [160]. After
growth using C2H4, single wall and double wall nanotubes
were nucleated from the 3 and 9 nm diameter nanoclusters,
whereas only multiwall nanotubes were observed from the
13 nm nanoclusters. These works clearly suggest that sin-
gle wall nanotubes are favored when the catalyst particle is
∼5 nm or less. However, it is worth mentioning that there
are reports which suggest that single wall carbon nanotubes
can be grown from larger catalyst particles. One hypoth-
esis put forward was that bundles of nanotubes could be
precipitated from a single larger metal particle and that
the bundle formation would be linked to the nature of the
metal surface [161]. Note that when arc discharge and laser
ablation are used to synthesize nanotubes, bundles of single
wall nanotubes are commonly observed to emerge from a
large catalyst particle [6]. There is a report of single wall
nanotubes grown from ∼10 nm diameter colloids, suggest-
ing that the size of the metal nanoparticles may not need
to be the same as the diameter of the nanotube [170]. Such
reports, however, are rare for the case of CVD and in gen-
eral, the diameters of the nanotubes and nanofibers grown
are often correlated with the size of the catalyst particle.

As mentioned earlier, binary catalyst mixtures have also
been reported to increase the yield of single wall carbon
nanotubes. A mixture of Co and Mo gives a higher yield
of single wall nanotubes than if a single metal catalyst is
used [154, 155]. Using X-ray absorption spectroscopy, it was
found that Co, originally in an oxide state, is gradually
reduced to a metal whereas Mo transformed to its carbide
after growth. The role of Mo in the catalyst is to stabilize
the small particles of oxidized cobalt species (Co2+�, which
are highly active for the production of single wall carbon
nanotubes [155, 156]. Adding a small amount of Mo to Fe
catalyst also increases the yield of single wall nanotubes [152,
153, 171].

Another common observation is that single wall
nanotubes are produced via the base-growth mechanism
[108, 151, 159] (except for the floating catalyst technique
discussed later where there is no base support material).
The base growth model is based on TEM evidence which
shows that the nanotube tip ends are particle free. Multiwall
nanotubes are commonly deposited by both the tip-growth
and base-growth mechanisms (see later).

The choice of the carbon feedstock also affects the growth
of carbon nanotubes. Baker and Harris [104] reported that
unsaturated hydrocarbons such as C2H2 had much higher
yields and higher deposition rates than more saturated gases
(e.g., 100 times that of C2H4�. They also observed that sat-
urated carbon gases tended to produce highly graphitized
filaments with fewer walls compared with unsaturated gases.
Thus, hydrocarbons such as methane and carbon monoxide
are commonly used for single wall carbon nanotube growth
[108, 137, 154–156, 172] whereas hydrocarbons such as

acetylene, ethylene, and benzene, which are unsaturated and
thus have high carbon content, are typically used for multi-
wall carbon nanotube growth [122, 129, 158, 164, 173–175].

Hafner et al. further suggested that the growth rate of
single wall nanotubes is limited by the carbon supply to
the catalyst particles, whereas for multiwall nanotubes, the
growth is limited by the diffusion of carbon through the cat-
alyst particle [109]. The authors demonstrated that single
wall carbon nanotubes could in fact be grown from a highly
diluted gas mixture of C2H4. A limited carbon supply will
likely allow the structures to form more slowly, giving each
carbon atom more time to anneal to its lowest energetic
configuration as shown by energetics calculations. Cheung
et al. reported that the partial pressure of C2H4 had to be
increased accordingly in order to nucleate nanotubes from
larger nanoclusters [160].

Methane is commonly used as the carbon source for sin-
gle wall carbon nanotube growth because it is a kinetically
stable hydrocarbon and undergoes the least pyrolytic decom-
position at high temperatures, typically 900 �C [108, 137].
A small amount of hydrogen or benzene present in the
methane flow can enhance the growth yield, as discussed in
[176, 177], but too much of these additives impede nanotube
growth. Recall that high temperatures are favored for less
defective and well crystallized nanotubes, and hence it is
important to select a hydrocarbon which does not thermally
decompose to form unwanted amorphous carbon (i.e., lower
the purity of nanotubes) at high temperatures. Similarly, CO
has been used to grow single wall nanotubes at elevated
temperatures [172].

Lastly, although it is possible to control the filament struc-
ture to obtain nanofibers, multiwall nanotubes, or single wall
nanotubes, at the writing of this chapter it is not possible to
control the chirality (i.e., electronic properties, either metal-
lic or semiconducting) of the single wall nanotubes through
synthesis.

In some applications, the catalyst which was used for
growth is not desired. This can be removed by oxidation
(to remove carbon layers which may have encapsulated the
catalyst particle after growth) followed by acid treatment,
similar to what is usually done to purify arc discharge or
laser ablated nanotubes [106]. For nanotubes or nanofibers
which are tip grown (i.e., catalyst on top), plasma etching
could also be used to remove the catalyst particle [178]. It is
also possible to run the catalyst back down the nanotube and
hence open it by exposing it to hydrogen after growth [3].

Now that we have discussed the growth of carbon
nanofibers, multiwall nanotubes, and single wall nanotubes,
we shall describe the practical processes for preparing the
catalyst and the techniques used for growth.

3. CATALYST PREPARATION

3.1. Growth of Nanotubes/Nanofibers
on Substrates

The first step is to prepare the catalyst nanoparticles—it is
worthwhile to remember that it is the size of the nanopar-
ticle which approximately determines the final diameter
of the nanofiber/nanotube (in some cases also whether
a single wall or multiwall nanotube is formed). Hence,
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for some applications, it will be necessary to control this
parameter. There are several routes for catalyst prepara-
tion depending on the final application of the nanotubes.
Let us first examine substrate growth or “supported cata-
lyst” growth. There are essentially two reasons to use sub-
strate growth. First, for some applications, it is desirable
to coat nanofibers/nanotubes directly onto a particular sur-
face. For example, when carbon nanotubes or nanofibers
are used as field emission electron sources for vacuum
microelectronic applications, it is desirable to deposit the
nanotubes/nanofibers directly within gated apertures to
ensure that the structures are as close as possible to the
gate so that low operating voltages may be obtained [45,
46, 54, 179–181]. Second, for the large-scale production of
nanotubes, it is desirable to anchor the metal catalyst firmly
to a support to impede the formation of larger catalyst
clusters. Large catalyst clusters are the result of the sinter-
ing/coalescence of the metal catalyst particles due to the
high surface mobility of the metal atoms and their strong
cohesive forces. At the growth temperature, typically 500 to
900 �C, these metal catalyst particles have sufficient mobil-
ity to coalesce into larger particles. This effect is especially
unwanted if structures of a particular diameter or small
diameter (e.g., single wall nanotubes) are required.

Two different growth modes (Fig. 4a and b) can result
based on the interaction of the catalyst with its support as
described by Baker [3] and Rodriguez [124]. The interac-
tion of the catalyst with the support can be characterized by
its contact angle at the growth temperature, analogous to
“hydrophobic” (weak interaction) and “hydrophilic” (strong
interaction) surfaces. For example, Ni on silica (SiO2� has a
large contact angle (i.e., weak interaction) at 700 �C and thus
tip growth is favored in this system [182] as shown schemat-
ically in Figure 4a. On the other hand, it is reported that Co
or Fe on silicon [110, 183, 184] favors base growth (Fig. 4b),
indicating that a strong interaction exists between Co or Fe
and Si. Thus, the surface interaction between the catalyst
and its support is an important consideration which dictates
the growth mode.

Furthermore, one should consider the chemical interac-
tion between the catalyst and its support material which can
vary for different temperature ranges. The support/substrate

Figure 4. Two types of growth, namely tip or base growth, resulting
from different catalyst–support interactions. Adapted with permission
from [3], R. T. K. Baker, Carbon 27, 315 (1989). © 1989, Elsevier
Science.

should not react or alloy with the catalyst at the growth tem-
perature. This is because the catalyst can be “consumed”
by the support/substrate if such a reaction occurs. Typical
support materials are alumina and silica, which are stable at
the range of temperatures used for nanotube growth [152,
153, 155]. Recently, however, much work has focused on
the use of silicon substrates in order to reap the benefits
of silicon processing to create nanotube electronic devices.
Co, Fe, and Ni are known to diffuse into silicon at temper-
atures near those used for nanotube growth. For example,
poor growth yield (or no growth) occurs when Ni catalyst is
deposited directly on cleaned Si and reacted with acetylene
at 700 �C. This is because Ni diffuses into the Si to form
NiSiX at temperatures above 450 �C [185]. To achieve high
yield and uniform growth on Si substrates using Ni catalyst,
a diffusion barrier (sometimes called a buffer layer) such as
a thin insulating SiO2 layer (∼8 nm) or a conductive tita-
nium nitride (TiN) layer (∼20 nm) is used to support the Ni
on the Si substrate [186, 187]. On the other hand, Co and Fe
are known to have higher diffusion temperatures with silicon
[185] and so they can be directly used on silicon substrates
at ∼700 �C [110, 183, 184]; however, the use of a diffusion
barrier (e.g., TiN or SiO2� is still recommended with these
catalysts as it can significantly improve the nanotube yield
[188]. This example illustrates the need for careful selec-
tion of the catalyst and its support, given the constraints
of growth temperature and the particular application of the
nanotubes (e.g., on a particular substrate material). Note
that a similar problem may arise when Fe/Co/Ni are used
directly on metal substrates because the metals may form
an alloy at high temperatures. The solution is again to use
a diffusion barrier (e.g., conductive metal nitrides or more
stable metals) or lower the growth temperature.

Interestingly, for some applications, it is advantageous to
use a support layer which does react with the catalyst so that
the yield and density of the resultant nanofibers/nanotubes
can be controlled. For example, for field emission applica-
tions, a densely packed forest of nanotubes/fibers is undesir-
able because the screening of the applied electric field from
the adjacent nanotubes/fibers reduces the overall geometric
field enhancement obtained from the high aspect ratio of
the nanotube/nanofiber. Instead, sparsely spread structures,
roughly spaced twice their height apart [98–100], overcome
field screening problems. The growth of sparsely spread
nanotubes/nanofibers is achieved by using an “imperfect”
barrier layer which only consumes some of the catalyst, as
described in [186].

There are several routes to the production of catalyst
nanoparticles, and the most commonly used methods are
described in the following sections.

3.2. Wet Catalyst

In the wet catalyst method, a liquid solution contain-
ing the catalyst in salt form is applied to the substrate
via dipping the substrate, spray coating [189], spin coat-
ing [190], or microcontact printing [191]. Soluble salts
are typically used, such as acetates or nitrates (e.g., in
[191] iron, nickel, or cobalt nitrates [Fe(NO3�3 · 9H2O,
Ni(NO3�2 · 6H2O, Co(NO3�2 · 6H2O]). After application
to the substrate, the salt solution is often reduced to
oxide nanoparticles by calcination (i.e., heating in air) [192].
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Metal oxides are stable and improve the catalyst–support
interaction at growth temperature—in some cases, metal
oxides are used directly as the catalyst [108]. During growth,
these oxides are reduced to metal nanoparticles (e.g., using
hydrogen) which catalyze the subsequent growth of carbon
nanotubes or nanofibers. Note that catalyst decomposition
and reduction can occur as part of the deposition process
because the nanotube growth is usually performed at ele-
vated temperatures. The density of the nanotubes/nanofibers
is simply controlled by the concentration of the catalyst
solution, which is typically in the range of 1 to 500 mM
[98]. Selective growth on substrates with wet catalysts often
involves the use of inked stamps/molds, inkjet printing onto
desired areas, or wet coating of a resist-masked substrate
[151].

Mixtures of different metal salts have also been used as
catalysts for nanotube growth. The combination of differ-
ent metal catalysts can enhance the yield of nanotubes as
described in the previous section. However, with different
combinations of metal salts, it becomes increasingly diffi-
cult to find an optimum “recipe.” One method to over-
come this challenge is to use high-throughput inkjet printing
or microarray printing to transfer different catalyst mix-
tures onto a substrate [193–195]. Microarray printing has
the advantage of being relatively low cost when applied over
large areas, and it can provide relatively high spot density
(>103 spots per cm2� and experimental flexibility with differ-
ent mixtures of catalyst solutions. For example, this method
was used to study the effectiveness of different metal salts to
determine the optimal catalyst composition for the growth
of multiwall and single wall carbon nanotubes [194, 195].

It is also possible to deposit catalyst nanoparticles onto
a substrate by electrochemical deposition with a metal salt
solution. Tu et al. used a solution of 0.01 M of Ni(SO4� and
0.01 M of H3BO3 to electroplate Ni nanoparticles onto a
Si substrate which was metallized with Cr [196]. By chang-
ing both the current density and time during electrochemical
deposition, it is possible to control the density of the parti-
cles and hence the density of the carbon nanotubes on the
substrate.

The catalyst support for nanotubes/nanofibers could also
be in the form of a powder/nanoparticles (typically alu-
mina, silica, or graphite). In the wet catalyst method, these
powders are impregnated with the catalyst [163, 173]. For
example, graphite can be impregnated with a 40 vol%
ethanol/60 vol% water of iron (III) oxalate to form a
2.5 wt% Fe/graphite sample as described in [173]. This sam-
ple was next dried in nitrogen at 250 �C and reduced in
hydrogen to form metallic iron which was then used to cat-
alyze the growth of multiwall nanotubes using acetylene at
700 �C. The impregnation method has also been used to
prepare catalyst for single wall nanotubes as well [161, 197].
The most promising catalyst that has been reported by such
a method is a Co–Mo metal supported on silica as described
previously [155, 157]. The impregnation technique is often
used for the bulk production of nanotubes and nanofibers.
At the end of the reaction, the support can be removed
by dissolution in strong acid or alkali to yield the carbon
structures.

Another wet catalyst preparation route is co-precipitation
which involves the reaction of metal salt solutions with

ammonium bicarbonate to form metal carbonates. The
metal carbonates can be reduced to metal oxides by calci-
nation [5] and further reduced to the metal catalyst during
growth using hydrogen.

Wet catalysts are especially useful for coating nonplanar
geometries such as wires or tips [198–201]. These surfaces
can either be dipped in the catalyst solution or the solution
can be spin-coated onto the substrate.

3.3. Thin Film Metals

Another common technique of depositing the metal cata-
lyst is by physical vapor deposition. A very thin film of Fe,
Co, or Ni is carefully deposited on a substrate using sputter-
ing or evaporation. The film thickness is usually in the few
nanometer range and is monitored during deposition using
a quartz oscillator-type film thickness monitor for accuracy.
When this thin film is heated up to a high temperature
(such as the growth temperature), the thin film breaks up
and coalesces to form nanoclusters due to increased sur-
face mobility and strong cohesive forces of the metal atoms
[117, 183]. These nanoclusters then catalyze the growth of
the carbon nanotubes or nanofibers. In general, the size of
the nanoclusters formed can be controlled by the thickness
of the catalyst film [182, 183, 202], by the temperature [203,
204], or by the annealing time. Thicker films, higher temper-
atures, and lengthy annealing times lead to the formation of
larger metal clusters due to increased surface migration of
the metal atoms. Although these parameters may be used
to control the average size of the nanoclusters (i.e., diame-
ter of resultant nanofibers/nanotubes), one should note that
the formation of nanoclusters from the metal film is a ran-
dom process and thus there will still be a distribution in the
diameters of the structures [183, 202].

Multilayer metal films have also been used to catalyze
nanotube growth. A noncatalyst metallic underlayer can be
used to control the surface properties of the catalyst or the
deposition yield as discussed earlier. Single wall nanotubes
have been grown using a three layer metal film containing
0.2 nm Mo on 1 mm Fe on 10 nm Al on a silicon substrate
[171]. These authors showed that the metal films formed
Fe/Mo catalyst particles of ∼2 nm diameter which seeded
the single wall nanotubes.

The advantage of using catalyst thin films is that they
can easily and accurately be patterned by using masking
or etching techniques based around photolithography or
electron beam lithography. In fact, individual freestanding
nanotubes and nanofibers have been deposited using this
process [116–118]. Figure 5 shows some examples where a
7 nm thin Ni film was patterned with lines and dots, which
were then used to nucleate nanotubes. To obtain single free-
standing structures, the Ni film must be patterned into dots
of ∼300–350 nm or less [117, 205]. When the Ni film dots
are heated up to the growth temperature (700 �C), the film
forms a single catalyst cluster of equal volume and cat-
alyzes the growth of the nanotube. The vertically standing
nanotubes of Figure 5 were deposited by plasma enhanced
chemical vapor deposition which will be discussed later.

Note that when the metal film thickness exceeds a few
tens of nanometers, nanoclusters are no longer formed and
the film forms islands a few micrometers in size. These large
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Figure 5. A 7 nm film of Ni catalyst, prepared by sputtering, was pat-
terned using lithography into lines (a,b) and dots (c). The substrate
used was Si, and hence a TiN diffusion barrier (also prepared by sput-
tering) was used to support the catalyst as Ni reacts with Si at the
growth temperature. The growth was performed by plasma enhanced
CVD of C2H2:NH3 at 700 �C. The nanotubes formed are straight, ver-
tically aligned, and typically bamboo in structure (like the TEM shown
in Fig. 3c). Using plasma enhanced CVD, it is also possible to attain
slightly conical shaped structures by altering the synthesis conditions
which is described in [268].

micrometer-size islands/particles usually do not catalyze fil-
ament growth but instead absorb carbon into their bulk.
Nanotube/nanofiber growth is usually found around the
grain boundaries of metal islands. This is because smaller
(submicrometer) catalyst particles are often present around
the grain boundaries. Baker et al. also observed that carbon
filament growth occurred only from the edges of macro-
scopic Fe foil [192]. In this case, the catalyst material prob-
ably easily detached at the metal foil edges to form small
catalyst particles which nucleated the carbon filaments. Note
that large (micrometer-sized) catalyst grains or thick contin-
uous catalyst films do not nucleate nanotubes. The uniform
growth of nanotubes inside large metal grains or catalyst
metal substrates is only possible if nanoparticles are present
on the surface of the metal as described in the next section.

3.4. Thick Metal Catalyst Films
or Metal Catalyst Substrates

Nanotubes or nanofibers can be grown with high yield on
thick catalyst metal films or catalyst metal substrates when
surface treatment techniques are first used to roughen the
substrate surfaces. Mechanical roughening (e.g., by using
sandpaper) or electrochemical etching may be used to gen-
erate a coarse surface. Plasma etching or ion bombard-
ment has also been used to increase the roughness of
the metal surface and to generate submicrometer metal
islands/particles [113, 206–208]. These surface roughening

techniques generate the small catalyst particles needed to
grow carbon filaments. An alternative technique is to oxidize
the metal surface through heating in oxygen or by rusting
[192]. During growth, the metal catalyst nanoparticles are
formed from the rusty, porous oxide surface by decomposing
it with a reducing gas (e.g., H2�.

3.5. Colloids

Colloidal metal (or oxide) particles have also been used
to catalyze the growth of nanotubes. Colloids are usu-
ally synthesized (or bought) in liquid suspensions where
the colloids are separated by adsorbed charged species
or organic molecules. The advantage of using colloids is
that these can be highly homogenous in size and can be
synthesized in diameters down to 2 nm. Thus, the use
of colloidal catalysts allows the growth of nanotubes with
well defined diameters, in contrast to the other techniques
mentioned above which tend to produce nanotubes with
a significant variation in diameter (except for the growth
of single nanotubes from a small catalyst patterned dot
where the catalyst is essentially fixed in size/volume). Che-
ung et al. describes the preparation of monodisperse Fe
clusters with different diameters and uses these to catalyze
the growth of single wall nanotubes supported on an oxi-
dized Si substrate [160]. Li et al. have also synthesized col-
loids of diameters varying from 3 to 14 nm to catalyze
nanotube growth [169]. Colloidal metal suspensions can in
general be applied to the substrate using similar techniques
as for the wet catalyst. Additionally, colloidal solutions in
which the particles are separated by charge can be easily
applied/adhered to substrates which have been functional-
ized with oppositely charged surface layers [209].

3.6. Sol–Gel Technique

The sol–gel technique has also been used to prepare catalyst
for both multiwall and single wall carbon nanotube synthesis
[153� 158]. Sol–gels impregnated with metal catalysts have
very high surface area, high porosity, and ultralow density—
these characteristics lead to a high yield of nanotubes dur-
ing growth. For example, a Fe–Mo catalyst was prepared
by the sol–gel technique based on supercritical CO2 drying
and then used for single wall carbon nanotube synthesis, as
described in [153]. This catalyst was reported to be capable
of deposition yield of over 200% compared with the original
weight of the catalyst for a 1 hour deposition. The catalyst
was active for 6.5 hours of growth, yielding 600% weight gain
in total. The high yields were the result of the aerogel having
a high surface area, high porosity, and good metal–support
interaction. As yet, no other research group has been able
to exceed the yields of single wall carbon nanotubes on a
supported substrate by sol–gel [153].

3.7. Unsupported/Floating Catalyst Method

The floating catalyst method is commonly used for the
bulk/mass production of nanotubes/nanofibers by CVD. The
main advantage of using this technique is that purification is
not required to recover nanotubes from the substrate. The
simplest method is to inject catalyst nanoparticles (e.g., in
the form of a colloidal/particle suspension or organometallic
precursors with a carbon feedstock) directly into the CVD



Catalytic Synthesis of Carbon Nanotubes and Nanofibers 675

chamber. In this case, a vertical CVD chamber is usually
used so that the nanotubes/nanofibers grow as the catalyst
particles fall from top to the bottom of the chamber. This
technique has been used to prepare vapor grown carbon
fibers for over 20 years [4� 105� 210–212].

Organometallic compounds are often used as precursors
for the catalyst. Examples of organometallic compounds
that have been commonly used are metallocenes, iron pen-
tacarbonyl, and iron (II) phthalocyanine [4� 172� 211–219].
These precursors are usually sublimed and catalyst nanopar-
ticles are formed in-situ when the compound is decom-
posed/reduced by heat or hydrogen. A double stage furnace
is typically needed because of the different tempera-
tures needed for organometallic sublimation and nanotube
growth. In general, the sublimation of metallocenes offers
little control over the structural parameters of the nanotubes
such as length and diameter, although it has been shown
that by varying the relative concentration of the metallocene
to carbon in the gas phase the average diameter of the struc-
tures may be changed [219� 220]. An improvement over the
double stage furnace is to use a syringe pump and atom-
izer to continuously feed a metallocene–liquid carbon feed-
stock solution into a single stage furnace where nanotube
growth occurs [219� 221–223]. Aligned, high yield and pure
multiwall carbon nanotubes can be obtained with conver-
sion rates of 25% of the carbon input using this method.
Very often, the floating catalyst technique leads to highly
dense/close-packed nanotube deposition where essentially
only upward (i.e., “aligned”) growth of the nanotubes is
possible.

Interestingly, the floating catalyst method can also be used
to selectively grow nanotubes on substrates [224� 225]. It was
observed that multiwall carbon nanotubes grown by CVD of
ferrocene and xylene at 800 �C only occurred on silica (SiO2�
surfaces and not on Si surfaces. Thus, by using lithographic
means to pattern SiO2 on a Si substrate, selective growth
of nanotubes was obtained [225]. The multiwall nanotubes
were aligned and grew perpendicularly from the SiO2 sur-
faces. In this case, it was suggested that it was the good cata-
lyst–support interaction between SiO2 and Fe that led to the
growth of nanotubes. If metal layers of nickel (Ni) were pat-
terned onto Si, the nanotubes were seen to lift these metal
patterns during growth [226]. Such aligned nanotubes have
also been grown on gold and MgO substrates and palladium
seeds [227–229].

Typically, metallocene assisted chemical vapor deposition
of hydrocarbons (e.g., benzene, xylene) produces multiwall
carbon nanotubes at lower temperatures (∼700 �C) whereas
a combination of multiwall and single wall nanotubes are
produced at much higher (>900 �C) temperatures. For
example, pyrolysis of iron pentacarbonyl with benzene at
900 �C leads to single wall nanotube formation [220]. Nicke-
locene and cobaltocene were reported to be more favorable
for single wall nanotube synthesis than ferrocene, although
no differences in single wall nanotube yields were observed
when binary mixtures of metallocenes were used, except that
the nanotubes appeared to be “cleaner” when mixtures were
used [230].

The addition of trace amounts of thiophene (sulfur con-
taining compound) to liquid hydrocarbons has also been
reported to promote the growth of single wall carbon

nanotubes [170� 231� 232], although higher concentrations of
thiophene were reported to revert the growth back to mul-
tiwall in structure (>5 wt%) [170� 231]. Recently, extremely
long ropes (several centimeters in length) of high purity
single wall nanotubes have been synthesized with the ver-
tical floating catalyst method using a ferrocene, n-hexane,
and thiophene mixture with hydrogen as the carrier gas
[232–234]. These macroscopic ropes will definitely enable
the use of single wall nanotubes in mechanical applications.

“HiPCO,” developed at Rice University, is also a pro-
cess involving a high pressure gas phase catalytic process
for single wall nanotube growth [172� 235]. The catalyst is
formed in-situ by the thermal decomposition of iron pen-
tacarbonyl in a heated flow of CO, and growth is performed
at pressures ranging from 1 to 10 atmospheres (atm) and
temperatures ranging from 800 and 1200 �C. The optimum
condition for maximum yield was at 1200 �C and 10 atm.
The rate at which the reactant gases were heated also had
substantial effects on the amount and quality of nanotubes
produced. The addition of small amounts of methane (0.7%
by volume) produced clean nanotubes and increased the
yield as well. Although milligram quantities were obtained,
such a process is continuous and is being currently scaled up
to produce larger quantities of single wall nanotubes (mar-
keted as HiPCO™ single wall carbon nanotubes by Carbon
Nanotechnologies Inc.).

4. CHEMICAL VAPOR
DEPOSITION CONFIGURATIONS
AND CONSIDERATIONS

4.1. Horizontal Furnace

The horizontal furnace is the most popular configuration
for the production of carbon nanofibers and nanotubes
[4� 124� 137� 173]. In its simplest form, it is a heated quartz
tube in which the substrates/catalyst are placed. The reac-
tant gases are flowed over the substrates/catalyst which sit
in a removable ceramic boat/holder in the center of the
quartz tube (see Fig. 6a). The horizontal furnace is advan-
tageous because there is no (or small) temperature gradient
within the heated zone. In most cases, the length of the
nanotubes/nanofibers can be simply controlled by the length
of the deposition time.

When samples are first put into the chamber, the
quartz tube is first flushed with a “carrier” gas. The most
popular carrier gases are argon, hydrogen, and nitrogen
[4� 115� 158� 161� 221� 232]. Argon is mostly used as it eas-
ily displaces air and therefore easily forms an inert atmo-
sphere in the chamber. The furnace is then heated up to
the growth temperature in the inert atmosphere. Hydrogen
is often added to the gas flow to reduce the catalyst par-
ticles (e.g., oxides) during heating. Even if the chamber is
evacuated by a pump, it is important to maintain a for-
ward flow of inert/reducing gases during heating as it is
possible that nanotubes may undesirably grow from the cat-
alytic cracking of pump oil (e.g., from back streaming).
When the growth temperature is reached, the carbon feed-
stock is introduced. As discussed in the growth mechanism
section, the choice of carbon feedstock and other addi-
tives is based on whether nanofibers, multiwall nanotubes,
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Figure 6. Types of chambers used for catalytic CVD of nanofibers and
nanotubes. The most commonly used is the horizontal furnace (a). For
mass production, the vertical furnace (b) has been employed. (c) The
fluidized bed reactor and (d) a basic plasma enhanced CVD system
based around a vacuum chamber.

or single wall nanotubes are desired. Reactions are usually
conducted at temperatures below 1000 �C to reduce the
formation of undesirable carbon deposits such as amor-
phous carbon [151]. The amorphous carbon is deposited
from the thermal decomposition (pyrolysis) of the carbon
feedstock gas, whereas the carbon nanotubes/nanofibers are
grown from the catalytic decomposition of the carbon feed-
stock gas. In most cases, “clean” (i.e., amorphous carbon-
free) growth of highly crystallized structures is desired and
hence the highest deposition temperature without significant
self-decomposition of the carbon feedstock is preferred.

In order to determine the highest growth temperature
possible using a particular carbon feedstock, it is neces-
sary to consider the thermodynamic stability of the com-
pound depending on temperature. The driving force for
the pyrolytic reactions involving gaseous components can be
derived from plots of the free enthalpy of formation versus
temperature (generated using [236]) as shown in Figure 7.
The term pyrolytic is defined as converting the carbon feed-
stock to solid carbon as the main product and to different

Figure 7. The free enthalpy of formation of some carbon compounds,
calculated from [236, 237].

volatile compounds as by-products [237]. The stability of
the compound increases with the free enthalpy, whereas the
driving force for breaking the compound into its elements
decreases. For example, the forward reaction producing ele-
mentary carbon from carbon monoxide is favored at tem-
peratures below 700 �C.

In general, there is a compromise between obtaining high
purity carbon nanotubes/fibers and high crystallinity. The
growth temperature affects the crystallinity of the structure
produced, but too high a temperature leads to the forma-
tion of pyrolytic amorphous carbon. Furthermore, the diffu-
sion of carbon through the catalyst is a thermally activated
process, and hence, in general, higher temperatures lead
to higher growth rates which may be desirable for mass-
production processes.

One strategy to reduce the formation of amorphous car-
bon is to decrease the contact time between the carbon
feedstock and the substrates. This is achieved by using very
high gas flow rates (in cases where only carbon feedstock is
used in the flow) or high dilution [129� 163� 175� 238]. Thus,
the carbon feedstock is often diluted by the carrier gases.
Normally there is an optimum ratio of carbon feedstock
to carrier gas; for example, using acetylene and nitrogen,
the optimized combination was 9% by volume of the total
gas flow. If the acetylene combination is increased, amor-
phous carbon begins to form due to the self-pyrolysis carbon
feedstock and the increased exposure of the sample to the
carbon feedstock [129].

A small amount of hydrogen in the gas flow is useful
in keeping the catalyst particle active by reducing it. It
is well known that the growth of nanofibers is enhanced
in a hydrogen atmosphere [4� 148� 189� 239]. Hydrogen also
reduces the formation of undesirable carbon deposits from
the pyrolysis of carbon feedstock [159]. This is because
hydrogen rehydrogenates the reactive carbon species in the
gas phase. Franklin et al. found that for clean single wall
carbon nanotube growth at 900 �C, the optimum flow of
hydrogen was between 100 and 150 ml/min in a predomi-
nantly CH4 flow (CH4 = 1500 ml/min) [176]. The flow of
hydrogen had to be increased to 200 ml/min to maintain
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“clean” growth when a temperature of 950 �C was used. In
the absence of hydrogen flow, the CH4 was found to pyrolyze
and form amorphous carbon deposits all over the substrate.

Alternatively, the floating catalyst method can also be
used in the horizontal furnace configuration for carbon
nanofiber or nanotube growth [4� 212]. As discussed before,
the catalyst can be sublimed in a preceding furnace stage
and flowed into the main furnace for growth or injected
directly into the growth furnace using a syringe pump or
atomizer spray [4� 213–219� 221–223� 240]. The growth of
nanotubes would then occur all over the walls of the quartz
tube and also on any substrates placed inside the furnace.
This technique is very useful for bulk production since the
material can simply be removed from the walls of the cham-
ber or from the substrates after growth. Note that selec-
tive area growth is also possible with the floating catalyst
technique by using different substrate materials; for exam-
ple, SiO2 supports nanotube growth whereas Si does not
[224� 225].

Finally, note that a furnace is not necessarily required to
generate the heat needed for nanotube growth. It is possible
to grow nanotubes on wires through direct heating with elec-
trical current [241]. Furthermore, plasma or radio-frequency
(rf)-induced heating of the catalyst particle can also generate
sufficient temperature locally for carbon nanofiber/nanotube
growth at lower process temperatures [242].

4.2. Vertical Furnace

The vertical furnace configuration, as shown in Figure 6b, is
usually employed for the continuous production of carbon
fibers, nanofibers, and nanotubes [4� 125� 211� 232� 243]. The
catalyst and carbon source is injected at the top of the fur-
nace and the resultant filaments grow during flight and are
collected at the bottom of the chamber. The vertical furnace
can be run continuously for the mass production of carbon
nanotubes and nanofibers. Ultrafine metal catalyst particles
are either introduced into the reactor directly or formed in-
situ using precursors such as metallocenes as discussed pre-
viously. Note that the residence time of the catalyst particle
in the vertical furnace is relatively short compared to the
horizontal furnace.

As discussed earlier, the growth of multiwall or single
wall nanotubes is dependent on the temperature and gases
used, with higher temperatures and the addition of a sul-
fur containing compound (e.g., thiophene) favoring single
wall nanotube production [170� 231� 232]. The main advan-
tage with the vertical furnace configuration is the continuous
nature of nanofiber/nanotube production and high purity
product eliminating the need for purification or removal
from the substrate. The vertical furnace technique has been
commercialized for the production of multiwall nanotubes
and nanofibers, in quantities of tons per year. Most of this
material is used in the electrodes of lithium-ion batteries
[73] and as fillers in conductive polymers [35].

The fluidized bed reactor (Fig. 6c) is a variation of
the vertical furnace. Fluidization is defined as the trans-
formation of solid particles into a fluidlike state through
suspension in a gas or liquid. As seen in Figure 6c, sup-
ported catalysts are usually placed in the center of the fur-
nace and an upward flow of carbon feedstock gases is used.

The fluidization process involves the supported catalysts to
remain much longer in the furnace than in the vertical
floating technique. The fluidization method is relatively new
for the bulk production of carbon nanotubes [244–246], and
thus far, production rates up to tens of kilograms of multi-
wall carbon nanotubes a day have been achieved [244].

4.3. Aligned and Directed Nanotube Growth

In some applications, the deposition of well aligned car-
bon nanotubes or nanofibers on substrates is desired. In
this area, chemical vapor deposition is uniquely superior
to the other nanotube production techniques (i.e., electric
arc discharge and laser ablation) in that nanotube/nanofiber
alignment on substrates is readily achievable during growth.
Whenever very dense and closely packed nanotubes are
deposited (see Fig. 8a), they are forced to grow in an upward
ensemble (i.e., perpendicularly) from the substrate—this is
sometimes referred to as “self-oriented” or “self-assembled”
growth. It is generally believed that the nanotube ensem-
ble is held together by van der Waals interaction and that
the nanotubes are so closely packed that the only possible

Figure 8. Methods of aligning nanotubes during growth. In (a), densely
packed nanotubes grow approximately vertically aligned, as shown in
this peeled section of a nanotube “film.” This was deposited using
the floating catalyst technique employing a ferrocene–toluene solu-
tion injected into a heated furnace (750 �C). In (b), perfectly straight,
same diameter, and same length nanotubes are grown in the pores
of a nanochannel alumina template. In (c), a lateral electric field of
0.5 V/�m is used to guide these single wall nanotubes horizontally
between electrodes during growth. In (d), straight, vertically aligned car-
bon nanotubes were grown using plasma enhanced CVD. It is believed
that the electric field in the plasma sheath which forms over the sub-
strate aligns the structures during growth. (b) Reprinted with permis-
sion from [250], J. Li et al., Appl. Phys. Lett. 75, 367 (1999). © 1999,
American Institute of Physics. (c) Reprinted with permission from [111],
Y. G. Zhang et al., Appl. Phys. Lett. 79, 3155 (2001). © 2001, American
Institute of Physics.
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growth direction is upward. Thus, the key factor in achieving
this type of dense, aligned growth is the preparation of dense
and active catalyst particles on the substrate surface. One
of the most spectacular examples of this was reported by
a Chinese research group [114� 119]. The authors prepared
iron oxide nanoparticles in the pores of mesoporous sil-
ica, which was then reduced to iron particles by H2/N2 flow
at 550 �C, followed by reaction with C2H2 at 700 �C for
nanotube growth. Dense arrays of nanotubes grew perpen-
dicularly outward from the mesoporous silica, and bundles
of nanotubes up to 2 mm in length were synthesized [119].

Fan et al. also synthesized “towers” of densely packed
nanotubes by using a 5 nm thin film of evaporated iron on
electrochemically etched porous silicon [110]. The authors
explained that during growth, the walls of the nanotubes
interact with their neighbors via van der Waals to form
a rigid bundle during growth. In fact, close examination
of these nanotube “towers” revealed that there were no
nanotubes which “branched out” from the main tower. As
the catalyst was rooted at the base of the structure (i.e.,
base growth), the porous substrate played a key role in
the growth as it allowed the deposition gas to continuously
feed the catalyst. The strong interaction between the sub-
strate and the catalyst also meant that the catalyst was well
rooted and did not sinter to form larger catalyst particles
at the growth temperature. Dense and aligned nanotube
growth on substrates has also been observed with evapo-
rated iron on oxidized Si [167], from laser-ablated Co cat-
alyst on silica substrates [115], and from substrates coated
by nanotubes from the floating catalyst method as dis-
cussed earlier [218� 220� 221� 225]. In general, the close-
packed nanotubes are not perfectly straight and exhibit some
degree of waviness as seen in Figure 8a.

Another common means of achieving aligned growth is
through the use of templates, the most popular of which
are vertical nanopores created by the electrochemical pro-
cessing (anodization) of aluminum. Porous alumina mem-
branes typically contain vertical nanopores which are a few
to hundreds of nanometers in diameter and lengths which
can range from a few micrometers to hundreds of microm-
eters. The electrochemical parameters can be varied to con-
trol the pore diameter, length, and density—a review of the
template preparation and growth of nanomaterials in tem-
plates is given in [247]. The intent is to grow nanotubes
within the alumina pores so that the diameter, length, den-
sity, and alignment of the structures reflect that of the orig-
inal template. The use of porous alumina in the synthesis of
carbon nanotubes was first reported in 1995 [248]. In gen-
eral, two types of template grown structures are possible,
namely catalyzed and pyrolytic (no catalyst). The latter usu-
ally requires higher temperatures in order to decompose the
carbon feedstock gas. Che et al. prepared carbon nanotubes
with diameters ∼20 nm using an alumina template in ethy-
lene/pyrene with a Ni catalyst at 545 �C or without cata-
lyst at 900 �C [249]. After growth, the alumina template
can be removed by dipping in HF or NaOH solution to
reveal an array of well-ordered carbon tubules standing per-
pendicular on the substrate. Figure 8b shows what is possi-
ble with this technique—a well-aligned, hexagonally packed
nanotube ensemble with highly homogenous diameter and
lengths. This was prepared by Li et al. using an alumina

template together with Co/Ni catalysis of acetylene at 650 �C
[250]. The smallest nanotubes, 4 Å (0.4 nm) in diameter,
have been fabricated using zeolite templates [251].

Another strategy of obtaining vertical nanotube/nanofiber
growth is through the use of electric fields. Avigal et al.
used a vertical electric field during growth to achieve vertical
alignment of nanotubes [252]. A similar effect arises during
plasma enhanced chemical vapor deposition (see Fig. 8d)
which is discussed in the next section.

The above techniques yield the growth of vertically aligned
structures—but what about horizontally aligned ones?
Horizontally aligned nanotubes are necessary for the mass
production of nanotube electronic and spintronic devices.
The group led by Dai, at Stanford University, is a pioneer in
this area. In their early work, straight, single wall nanotubes
were grown from patterned catalyst but in random directions
[151]. In some cases, the nanotubes grew in the correct direc-
tion (e.g., between electrical contacts) which allowed the fab-
rication of nanotube electronic devices [63� 253� 254]. Clearly
there was a need to control the growth direction in order
to achieve a higher fabrication yield of nanotube devices. In
[177], they fabricated silicon pillars and contact printed the
catalyst for single wall nanotubes on top of the pillars. A sus-
pended network of nanotubes was observed from the pillars
after growth. Fascinatingly, the direction of the suspended
nanotubes followed the pattern of the pillars—for example,
when the pillars were lined up in rows, nanotubes would
be found to be suspended from the pillar tops resembling
a power line. Using this technique, 100–150 �m long single
wall nanotubes were grown. If four pillars were arranged in a
square, a square arrangement of suspended nanotubes would
join the tops of the pillars. The authors reasoned that the
nanotubes growing toward a pillar would adhere to the pil-
lar and become suspended, whereas nanotubes growing in
other directions do not meet a pillar and would fall down
toward the substrate. Thus, the arrangement of pillars essen-
tially defined the growth direction of the nanotubes.

Lateral electric fields can also be used to guide nanotubes
during growth. Zhang et al. prepared electrode and catalyst
“fingers” on a quartz substrate which were biased during
chemical vapor deposition in order to create a lateral elec-
tric field [111� 112]. The authors found that electric fields
of 0.13–0.5 V/�m were needed to guide and align the sin-
gle wall nanotubes during growth, as shown in Figure 8c.
The mechanism of alignment was due to the electric dipole
polarization of the nanotubes which made them align in the
applied electric field.

Lee et al. also presented a technique for the directed
growth of lateral nanotubes. These authors made a sand-
wich structure comprised of SiO2–Ni–Nb on silicon [255].
Using microfabrication, only one face of the sandwich was
left exposed to the gases and it was from this face that the Ni
catalyzed the outward/lateral growth of multiwall nanotubes
in C2H2/N2 at 650 �C.

4.4. Plasma Enhanced Chemical
Vapor Deposition

Plasma enhanced chemical vapor deposition (PECVD) is
a relatively new technique of producing vertically aligned
carbon nanotubes and nanofibers, and it is considerably
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different from the horizontal and vertical furnace tech-
niques. A plasma is an excited/ionized gas, and the process-
ing plasmas, usually known as “cold” plasmas, are generated
using dc, rf, or microwave excitation. The simplest plasma
system to implement is the dc plasma which is shown in
Figure 6d. The dc glow discharge plasma is generated by
grounding the anode and applying a negative dc bias of a
few hundred volts to the cathode (note that the substrate
for nanotube/nanofiber growth is on the cathode in this case
such that the plasma would form a sheath over it with a
large voltage drop). Plasma systems are commonly used in
semiconductor processing for etching or low temperature
deposition of thin films. A review presenting the differ-
ent configurations of plasma systems is presented in [256].
Today, carbon nanotube/nanofiber growth has been demon-
strated with hot filament assisted PECVD [113� 206–208],
microwave PECVD [257–262], dc glow discharge PECVD
[117� 182], inductively coupled plasma PECVD [74� 149],
and rf PECVD [242� 263]. Plasma depositions are very
stable—this leads to highly controllable and reproducible
growth conditions. PECVD is usually used to produce
vertically aligned carbon nanotubes/nanofibers or grow
nanofibers at low temperatures.

Chen et al. used a combination of hot filament and dc
PECVD (via negative bias on the substrate) to grow aligned
carbon nanofibers using a single crystal Ni�100� surface with
CH4 and N2 gases [206]. This process was later refined using
3% C2H2 in N2 and a polycrystalline Ni substrate to grow
nanofibers of 60–70 nm average diameter and few microm-
eters in length [207]. The structures produced by Chen
et al. were classed as nanofibers because their TEM showed
that the graphene planes were slightly tilted/herringbone,
although the nanofiber was hollow in the center. These films
showed excellent field emission characteristics with low turn-
on electric fields and high emission currents.

A major application for carbon nanotubes is the electron
source in field emission displays (a flat panel display technol-
ogy). The major drawback, however, is that nanotube growth
typically requires temperatures of 700 �C or higher which
exceeds the strain point of the best “display” glass (by Corn-
ing) of 666 �C. Hence, there was great excitement in 1998
when Ren et al. demonstrated that vertically aligned carbon
nanotubes could indeed be deposited below that tempera-
ture on glass, using hot filament assisted dc-PECVD of C2H2
and NH3 [113]. The aligned nanotubes produced were uni-
form and very straight and stood “individually” as shown in
Figure 8d, in contrast to the aligned nanotubes produced
by dense growth in which nanotubes were bundled together
and wavy. The authors used a thin film Ni catalyst which
was sputtered onto the glass substrates and also showed that
plasma bombardment could be used to break up the thin
film into islands. Furthermore, this work also demonstrated
that the initial film thickness of the film could be used to
control the diameter of the resultant nanotubes. Huang et al.
later used this process to grow nanotubes uniformly on a
polycrystalline Ni substrate which was pre-etched to cre-
ate Ni islands [208]. Ren et al. [116] later used electron
beam lithography to pattern submicrometer Ni dots directly
on a silicon substrate and achieved the growth of single,
freestanding vertical nanotubes. These nanotubes, however,
were not very uniform in terms of height and yield which

could be due to the absence of a diffusion barrier between
the Ni catalyst and Si substrate. Huang et al. [264] next
studied thin film Co, Fe, and Ni catalysts on a Ti substrate
using the hot filament dc-PECVD process and found that
the nanotubes produced with Ni were structurally the best
in terms of graphitization, straightness, lack of amorphous
carbon overcoating, and structural defects such as openings
in the walls. The nanotubes nucleated from Ni also had
the fastest growth rate (in terms of length). The authors
noted that the diameters of the Ni catalyzed nanotubes were
larger than the nanotubes catalyzed by Co and Fe, indicat-
ing that Ni had the weakest interaction with the Ti substrate
and hence formed the largest catalytic clusters. Huang et al.
studied the growth of individual nanotubes from patterned
Ni dots and forests of nanotubes from a larger area Ni film
[265]. They found that the Ni catalyst particle attained a
particular orientation after growth, namely with the �220�
orientated in the direction of the plasma. The individual
nanotubes were also better crystallized with tubular walls,
compared with the forests of nanotubes which had herring-
bone-like structures (i.e., nanofibers). They suggested that
plasma focusing and heating of the catalyst particle in the
case of the individual nanotube were responsible for its dif-
ferent structure.

Bower et al. devised an elegant set of experiments to
investigate the alignment mechanism of the nanotubes [257].
A microwave PECVD system was used to grow carbon
nanotubes catalyzed from a Co thin film on a Si substrate.
Carbon nanotubes were deposited using PECVD and then
the plasma was stopped for conventional thermal CVD to
continue. The resultant nanotubes were thus straight for
the plasma-grown section and curly for the thermally grown
section. Additionally, when nonplanar or angled substrates
were introduced into the plasma, the nanotubes still grew
perpendicularly from the substrate surfaces because the
microwave plasma formed a sheath around these objects.
The authors concluded that the alignment was indeed a
plasma induced effect and that it was probably the elec-
tric field in the plasma sheath formed around objects which
guided the growth of the nanotubes perpendicularly from
the objects. The electric field in the plasma sheath was esti-
mated to be 0.1 V/�m, which is of the same order of mag-
nitude as the electric field used to align single wall carbon
nanotubes laterally during growth discussed previously.

Chen et al. [266], who used a hot filament dc-PECVD
system, showed that by placing a substrate at an angle to
the biased cathode electrode, nanotubes also grew at an
angle which followed the direction of the electric field in the
plasma sheath. Tsai et al., who used a microwave plasma
to synthesize aligned nanotubes, proposed a model based
on anisotropic etching in order to explain the vertical align-
ment of the nanotubes [267]. They suggested that nanotubes
which grew in random orientations were unprotected by
their metal catalyst particle and were hence anisotropically
etched away in the plasma [267].

Merkulov et al. developed a simple dc-PECVD system
to grow vertically aligned carbon nanofibers [117]. The sys-
tem used a resistively heated cathode which was biased at
−550 V to generate a dc glow discharge. The gases used
were C2H2 and NH3, and Ni, deposited on top of a Ti
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barrier layer on silicon substrates, was used as the catalyst.
They investigated the lithographic conditions necessary to
nucleate single, freestanding nanofibers as well as single-file
lines of nanofibers. The maximum catalyst dimensions were
determined to be 350 nm for a catalyst dot and 200 nm
for the width of a catalyst line (i.e., for a single file line
of nanofibers). Above these dimensions, the catalyst was
observed to break into multiple nanoclusters at the growth
temperature which nucleated more than one nanofiber.
Merkulov et al. named their filaments nanofibers because
they were highly disordered and bamboolike. In further
studies, these authors found that the thickness of the cata-
lyst layer controlled the average diameter of the nanofibers
grown by PECVD [202], the ratio of C2H2 in the gas flow
caused the nanofibers to attain a conical shape due to amor-
phous carbon buildup on walls of the nanofiber as it grew
upward [268], and the direction of the nanofiber growth was
determined by the local electric field in the plasma sheath
[269]. The authors studied the field emission properties of
their nanofibers and also fabricated gated microelectronic
field emitters and electrochemical electrodes based on single
nanofibers [54� 75� 270–272].

Chhowalla et al. performed a parametric study of the
dc-PECVD growth of carbon nanotubes using C2H2 and
NH3 gases with Ni catalyst [182]. The structures were
termed nanotubes because the filaments had well crystal-
lized graphene walls parallel to the filament axis (see Fig. 3c
for a typical TEM), with bamboo compartments along their
axis. They studied the effect of the initial catalyst thick-
ness (with thicker films leading to larger diameter nanotubes
which were shorter and of lower areal density), the effect
of the C2H2 ratio in the gas flow (with higher ratios lead-
ing to conical structures), the effect of pressure and depo-
sition time (with higher pressures and longer times leading
to longer nanotubes), and the effect of the dc bias on the
substrate (with higher biases leading to straighter, aligned
nanotubes). By examining the plasma characteristics, it was
determined that 0.15 V/�m was the minimum electric field
in the plasma sheath necessary for vertical alignment of the
nanotubes. Clearly, to obtain a high degree of vertical align-
ment, one should thus maximize the electric field in the
plasma sheath by increasing the substrate bias or by increas-
ing the gas pressure (which increases ionization, leading to
a higher field in the sheath). By investigating the effect of
the growth temperature, it was found that the activation
energy for PECVD growth was less (i.e., 0.76 eV) than that
for thermal CVD (i.e., 1.21 eV), the latter being close to
the bulk diffusion of carbon through Ni [204]. This indi-
cates that the plasma plays a role in lowering the activation
barrier necessary for nanotube growth. Teo et al. used the
dc PECVD process to demonstrate the high yield and uni-
form growth of patterned areas of nanotubes and individual
nanotubes [118� 273], examples of which are shown in Figure
5. In patterned growth especially, the C2H2 to NH3 ratio
was found to be important in achieving amorphous carbon
free growth. During growth, the C2H2 is continuously being
decomposed by the plasma (at a rate much faster than ther-
mal pyrolysis) to form amorphous carbon on the substrate
surface, and the role of NH3 in the plasma is to etch away
this unwanted amorphous carbon. The N and H species in
the NH3 plasma react with the amorphous carbon to form

volatile C–N and C–H species. Hence, there exists an opti-
mum condition, which was determined to be a flow ratio of
40:200 sccm of C2H2:NH3 at 700 �C, where the production
and etching of amorphous carbon is balanced, thus yielding
substrates which are free of amorphous carbon. Teo et al.
also found that individual vertical nanotubes, nucleated from
Ni clusters of controlled size/volume, could be grown with a
high degree of uniformity in terms of tip radius and height.
The standard deviations in the tip diameter and height were
found to be 4.1 and 6.3% of the average respectively [205].
This high degree of structural uniformity leads good unifor-
mity in terms of field emission characteristics from adjacent
nanotubes in an array [205� 274].

Delzeit et al. performed a parametric study of vertically
aligned carbon nanotube and nanofiber growth in an induc-
tively coupled plasma [149]. The authors used thin film Fe
catalyst which was deposited on an aluminum layer on Si
substrates, and the nanofibers/nanotubes were grown using
CH4, H2, and Ar gases. By varying the process conditions,
the authors found a clear transition between two structural
forms of carbon filaments grown (i.e., the nanotube with
parallel graphene walls and nanofiber with walls which were
inclined to the filament axis). Until then, it was known
that some plasma processes produced nanotubes (which
were mostly bamboo), but other plasma processes produced
nanofibers (with angled graphene layers but mostly hol-
low inside). The authors conclusively found that it was
the relative amount of hydrogen species in the gas phase
which determined whether nanotube or nanofiber growth
was favored. Nanofiber growth was favored under process
conditions which contained a large amount of hydrogen
because the hydrogen could terminate the large number
of dangling bonds protruding from angled graphene layers.
The lack of hydrogen (e.g., achieved by Ar dilution) in the
gas phase produced nanotubes which have closed, tubular
graphene shells with few dangling bonds.

One of the most significant results recently is the demon-
stration of room temperature growth of nanofibers using rf-
PECVD [242]. The authors used a CH4 and H2 plasma with
Ni powder catalyst to grow nonaligned nanofibers at room
temperature and at 100 and 250 �C. The authors claimed
that instead of thermal energy, the energy of the plasma
and induced rf heating of the catalyst particle allowed the
formation of the carbon nanofibers at ambient temperature.

4.5. Growth of Branched Structures

The growth of branched filaments allows direct “wiring”
of nanotube/nanofiber structures. Y-branched nanotubes
would also allow switching and rectification behavior over
a network of wires, similar to neural networks in biolog-
ical systems. The growth of Y-branched nanotubes and
nanofibers has been reported by several groups using the
catalytic CVD [275–280]. Using the catalytic methods, the
Y-junctions are generally formed at high temperatures
(1000–1100 �C) [277� 279] or by using mixed metal or Cu
catalysts [275� 276� 280–282]. For example, Chambers et al.
found that branching is promoted when Co catalyst is
alloyed with 2% Cu [275� 276] while Li et al. [280] observed
branching when the catalyst is doped with Si or Ca. Another
method for fabricating Y-junctions is to use a nanochannel
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Figure 9. Branched structures as a result of a rapid drop in temperature
from 700 to 550 �C during growth. The drop in temperature caused the
Ni catalyst here (bright dot at the tip of the structure) to break up.
After the temperature perturbation, the temperature was brought back
to 700 �C for normal growth.

alumina template that has been prepared such that the pores
are Y-shaped [283� 284]. The electrical measurements on
these Y-junction nanotubes showed nonlinear conductance
and reproducible rectification [284].

It is also possible to grow branched structures without
catalyst additives, templates, or high temperatures. In fact,
all that is required is a simple perturbation during depo-
sition in order to promote the formation of smaller cat-
alyst particles (to catalyze branches) from a single, larger
catalyst (which forms the main “stem”). In Figure 9, the
branched nanofiber structures were formed by growth using
dc-PECVD of C2H2:NH3 with Ni catalyst at 700 �C for
3 minutes, then rapidly decreasing the growth temperature
from 700 to 550 �C and then normal deposition at 700 �C
again for 3 minutes. As the solubility of carbon in the cata-
lyst decreases at lower temperatures, the rapid drop in tem-
perature causes the catalyst to become oversaturated and to
split up to form more surface area to expel the carbon. After
the catalyst has been broken up by the rapid drop in temper-
ature, further growth at the normal temperature (700 �C) is
used to extend the length of the nanofiber branches.

5. SUMMARY
Catalytic chemical vapor deposition is an extremely ver-
satile technique for the production of carbon nanofibers
and nanotubes. This chapter has shown that by controlling
the catalyst and synthesis conditions, one can control many
aspects of the growth, such as the structure (nanofiber vs
nanotube), diameter, length, and alignment. The catalytic
CVD technique can be adapted for mass production pur-
poses or for the controlled growth of nanotubes/fibers at
particular sites on a substrate for various applications.

GLOSSARY
Carbon nanofiber The carbon nanofiber is a generic term
used to describe filaments/whiskers of carbon which have
diameters less than 500 nm. The term fiber usually implies
that the structures have a high aspect ratio, and hence the
lengths of nanofibers are usually in the range of few microm-
eters or more. Although the carbon nanotube (see next) can
be classed as a form of nanofiber, the carbon nanotube is
typically used to describe structures which are comprised
of tubular graphene walls parallel to the fiber axis. Hence,

recently, the term carbon nanofiber is used to imply fil-
aments which is are comprised of graphene layers which
are stacked at an angle to the fiber axis (such as the her-
ringbone, cup-stacked, or stacked type filaments). Also, car-
bon nanofibers can be used to describe filaments of disor-
dered/amorphous carbon.
Carbon nanotube The carbon nanotube is comprised of
graphene sheets (containing hexagonally arranged, sp2

bonded carbon atoms) which have been rolled up to form
a seamless tubular structure. The simplest form is known
as the single wall carbon nanotube in which the structure
consists of a single graphene shell/tube. Multiwall carbon
nanotubes consist of multiple, concentric tubular graphene
shells.
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1. INTRODUCTION
Nanotechnology has been viewed as the “little big science”
[1], which is considered the impetus for the next industrial
revolution. The ability to work at the molecular level, atom
by atom, to create large structures with fundamentally new
properties and functions is the core of nanoscale science,
engineering, and technology [2]. One of the building blocks
of nanotechnology is nanostructured materials such as nano-
particles [3].

Nanoparticles may be defined according to their physi-
cal dimensions as particles with a size range of 1 to 100 nm
[3, 4]. A typical nanoparticle most often consists of several
small “primary particles” [5]. The size of nanoparticles usu-
ally refers to the “secondary” particle size. Primary parti-
cles agglomerate into these “secondary” particles [5]. The
primary particles have a very high surface-to-volume ratio.
The proportion of atoms on the surface and at the grain
boundaries of a nanoparticle is significant. Nanoparticles
have about 98, 40, and 10% of their atoms on the surfaces
or at the grain boundaries if their primary particles are 1,
5, and 20 nm, respectively. The high proportion of surface
and grain boundary atoms is responsible for the different
properties (electronic, optical, electrical, magnetic, chemi-
cal, and mechanical) of nanoparticles with respect to the

bulk materials [6, 7]. This represents new opportunities in
science, such as the change of properties and laws as the
dimensions of the nanomaterials become comparable to,
or smaller than, relevant length scales, such as the mean-
free path or the coherence length. New material properties
result when the surface and the grain boundary atoms rep-
resent a large proportion of the total number of atoms, or
when processes become dominated by quantum effects, or—
in general—by the transition from atomic and molecular
behavior to condensed matter behavior [8].

The size range for nanoparticles may be more accurately
defined as the size range from 1 nm to the largest nano-
meter dimension, where the ratio of the number of atoms
on surfaces and at grain boundaries to those at the center is
such that new physical, chemical, and biological properties
occur, compared to bulk materials [9]. The upper limit of the
nanoparticle size may be different from 100 nm, depending
upon the sizes of the atoms and molecules in question.

Nanoparticles have large surface areas [7] and high reac-
tivity due to the unsaturated bonds on their pristine surfaces.
Nanoparticles tend to react among themselves to form neck-
ing, and hence agglomerate into large secondary particles.
This imposes extreme challenges for industry to produce
large quantities of nanoparticles with identical properties
inexpensively and reliably. Selecting the proper manufactur-
ing methods for a specific application requires a thorough
understanding of the fundamental aspects of nanoparticle
formation.

There are numerous reported synthetic methods for the
production of nanoparticles [10]. The challenge is to con-
trol the nanoparticle size, size distribution, morphology,
crystallinity, shape, and properties, to assemble the nano-
particles for a given purpose, and to make them from a
variety of materials. The synthetic methods reported can be
classified according to synthesis strategies, the branches of
science involved in the process, sources of energy input, and
the media in which nanoparticles are formed.
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2. METHODS FOR CATEGORIZING
NANOPARTICLE SYNTHESIS

2.1. By Synthesis Strategy

Strategies are important for the synthesis of nanoparticles.
There are two basic strategies used in the syntheses of nano-
particles: bottom up and top down [9, 11].

2.1.1. Bottom-Up Strategy
This strategy is more in line with the basic strategy of nano-
science and technology. Here, nanoparticles are built up
atom by atom, or molecule by molecule, at the will of their
creators. Most nanoparticle syntheses belong to this cate-
gory. A simple example of this approach is the flame syn-
thesis of TiO2 from gaseous TiCl4 and oxygen according to

TiCl4 +O2 → TiO2 + 2Cl2�

It has been shown that nucleation and surface growth deter-
mine the primary particle size of titania [12–14]. Other stud-
ies [15, 16] show that coagulation of the primary particles of
titania could also dominate particle growth during flame syn-
thesis of TiO2. The molecular TiO2 formed in the flame can
grow into particles through nucleation and surface oxidation
of TiCl4, aggregation, or the combination of both mecha-
nisms. Under certain processing conditions, either one of
the mechanisms could dominate the overall particle growth.

2.1.2. Top-Down Strategy
This strategy is most applied in the traditional particle-
making process. Here, nanoparticles are synthesized by
breaking down bulk materials gradually into smaller sizes
until they are nanosized. The end results could also be
achieved by leaching out one type of molecule in a bulky
homogeneous molecular solid mixture.

Mechanical breakdown, such as high-energy ball milling,
is a simple case of the top-down strategy. �–Al2O3 powders
have been ball milled into nanocrystalline alumina powders
with different surface areas of up to 100 m2/g, depending
on the milling atmosphere of air or inert gases [17]. High-
energy ball milling is useful for deriving nanocrystalline
materials of high-temperature phases without going to
extreme heat treatment, which would promote significant
grain growth and surface area loss. For example, nano-
crystalline �–Al2O3 with a high surface area was obtained
through ball milling [18].

Another example of the top-down strategy is illustrated by
the synthesis of nanosize yttrium-stabilized zirconia by leach-
ing bulky yttrium-doped BaZrO3 or bulky yttrium-doped
Na2ZrO3 [19]. In this approach, yttrium-doped BaZrO3 or
yttrium-doped Na2ZrO3 is first synthesized from BaCO3,
ZrO2, and Y2O3, and from Na2CO3, ZrO2, and Y2O3 by
a conventional solid-state reaction method. The synthesized
yttrium-doped BaZrO3 or yttrium-doped Na2ZrO3 is then
boiled to leach away the unwanted species, BaO or Na2O,
either in a diluted HNO3 solution for BaZrO3 or in water
for Na2ZrO3. The residues of the skeleton form fine, nano-
size yttrium-stabilized zirconia of 3–15 nm.

2.2. By Nature of the Process

Different nanoparticle-making techniques may involve dif-
ferent scientific processes, such as physical, chemical or bio-
logical, or some combination of these processes.

2.2.1. Physical Methods
A physical process involves only changes in physical state,
such as size, shape, and phase of the matter. Mechanical size
reduction is a physical process. Condensing gaseous metal
vapor into nanoparticles is another example. The forma-
tion of nanoparticles in the gas phase is accomplished by a
rapid quenching of supersaturated metal vapors with room-
temperature or cold inert gas [20].

2.2.2. Chemical Methods
Most nanoparticle syntheses involve chemical changes. For
instance, a sol–gel process converts metal alkoxides into
oxide particles [21]. A hydrothermal process converts tita-
nium isopropoxide and barium hydroxide into BaTiO3 [22].
Other chemical methods will be described in more detail in
following discussions.

2.2.3. Biological Methods
Nanostructured materials are synthesized in nature by a pro-
cess known as biomineralization (the in vivo formation of
inorganic crystals and/or amorphous particles in biological
systems [23, 24]). In nearly all cases, the growth of the inor-
ganic phases is controlled by biologically produced mem-
branes or templates, which are usually composed of proteins
and/or polysaccharides [25]. In some cases, the phase of the
inorganic element is dictated by the organic template, by
molecular complementarities, or by epitaxial matching of the
organic and inorganic surfaces. In some cases, the biological
membrane may act to limit the size and morphology of the
resulting crystal by providing a defined space and chemical
environment within which precipitation can occur. Fendler
[26, 27] has shown that a mimetic approach in nanoparticle
synthesis addresses the essential requirement of biominer-
alization. It is to have compartments capable of providing
structural, spatial, and chemical controls for nanoparticle
generation and stabilization. The mimetic approach using
aqueous micelles, reverse micelles, microemulsions, vesicles,
polymerized vesicles, monolayers, self-organized multilay-
ers, and bilayer lipid membranes has successfully generated
nanocrystalline Ag2O [28], and less than 10 nm monodis-
persed Pt, Pd, Rh, and Ir particles [29, 30]. Pierre et al. have
also demonstrated the synthesis of nanoscale (<10 nm) iron
oxide using protein cages and polysaccharide networks [31].

2.2.4. Combination Methods
Most of the synthetic methods for nanoparticles are a combi-
nation of both physical and chemical processes. The biolog-
ical method discussed above is more often a combination of
chemical and physical (structural and spatial) control. Many
of the synthetic methods to be discussed in detail below are
combinations of chemical and physical processes.
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2.3. By Energy Sources

Energy is always involved in the synthesis of nanoparticles.
Nanoparticle synthesis methods can then be classified based
on the types of energy input used in the synthetic processes.
Laser synthesis, for example, refers to lasers being used as
the energy source in the production of nanoparticles. Lasers
could be used for evaporating materials into gas phases,
promoting chemical reactions among gas molecules, and
decomposing molecules. The following are examples of syn-
thetic methods that are named after energy sources:

• laser
• plasma
• joule heating
• sputtering
• electron beam
• microwave
• hydrothermal
• freeze drying
• high-energy ball milling
• combustion
• flame
• supercritical

2.4. By Media in which Nanoparticles
are Formed

Nanoparticles are always formed in a medium of either gas
phase, liquid phase, or solid phase. The classifications based
on the media where nanoparticles are formed are perhaps
the most important and most widely used classification [32,
33]. By focusing on the media in which nanoparticles are
formed, many issues common to all of the techniques within
each specific medium arise. By summarizing the very differ-
ent techniques used for synthesis in any one medium, one
may perhaps learn and incorporate the best attributes of
the different techniques to develop a nanoparticle synthesis
method most suitable for one’s own applications. The media
for nanoparticle syntheses are usually classified as

• gas phases
• liquid phases
• solid phases

The detailed discussion in this chapter is arranged according
to this medium classification.

3. DESCRIPTIONS OF MAJOR
SYNTHESIS METHODS BY MEDIA

3.1. Gas-Phase Synthesis

Gas-phase syntheses described here are those methods
where particles are formed as a result of reactions among
gaseous molecules, gas molecule condensation and/or
decomposition, nucleation, growth, and possibly agglomer-
ation. In general, gas-phase syntheses using gases as reac-
tants involve low concentration because of the low density
of gases. This has an advantage for producing nanoparticles
because nucleating particles in such low concentrations tend
to be less agglomerated [34]. It is also generally true that

gas-phase methods are not as convenient for multiple com-
ponents as are solution methods. This is because of the dif-
ference in saturated gas vapor pressures and the difficulty of
controlling the reaction rates among different gases.

Gas-phase syntheses can be further divided into two broad
types: vapor condensation and vapor reaction (the latter
includes vapor decomposition).

3.1.1. Vapor Condensation Synthesis
This technique involves the physical conversion of gaseous
vapor into solid clusters and particles. Research on the vapor
condensation method for nanoparticles started in the 1960s
[35–37]. Siegel [38] has summarized the early development
of this type of synthesis, and Kimura has provided a review
of its more recent development [20]. Two growth mecha-
nisms have been proposed: the absorption growth process,
where particle nuclei grow with the absorption of metal
atoms; and the coalescence growth process, where particles
grow by collision of particle nuclei and clusters. The advan-
tages of these methods have been noted as having

1. ultrafine sizes
2. particle surface cleanness
3. applicability to metals, alloys, intermetallic compounds,

ceramics, and semiconductors
4. flexibility in controlling crystallinity.

Inert-gas condensation has been suggested as the best
method for making ultrafine metal particles [36]. Fuchs
and Sutugin [39] have pointed out the difficulties of such
methods, which arise from the presence of the more highly
volatile impurity oxides that become the first particles
formed, and also from impurities from the evaporation of
the chamber materials. Brock [40] has raised further con-
cern that the condensation method has not been shown to
preserve stoichiometry. It is reasonable to suppose that the
more volatile species will evaporate first, but condense last.

Vapor condensation synthesis includes many different
methodologies:

1. inert gas evaporation technique [35], in which the tar-
get material is heated in a vacuum chamber with an
atmosphere of several torr inert gas

2. matrix isolation method, where a cold substance
instead of a room-temperature wall is used to control
particle agglomeration [38, 41, 42]

3. gas flow/cold trap method, where a vapor of organic
liquid is introduced into a particle carrier gas, and then
trapped on a liquid-nitrogen-cooled wall [20]

4. gas flow/solution trap method, where nanoparticles in a
carrying gas are bubbled through a precooled solvent,
such as ethanol, at −30 to 140 �C, depending on the
organic solvent(s) [43].

Much of the vapor condensation work has used resistance
heating [38]. More and more work has been done with laser
[44, 45], plasma discharging [46, 47], sputtering [48, 49], and
electron beam [50].

3.1.2. Vapor Reaction Synthesis
This is perhaps the most important technology in gas-phase
synthesis. It usually involves the reaction of two or more
gaseous molecules to generate ceramic nanoparticles. Even
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the simple decomposition of gaseous molecules, such as the
chlorides and nitrates, usually involves the reaction of the
salt with oxygen molecules, as in the following example:

SiCl4 +O2 → SiO2 + 2Cl2�

This technique can be further divided into flame synthesis
and chemical vapor reaction.

Flame Synthesis Flame synthesis refers to a synthesis
in which gaseous reactants react in a flame to produce
particles. The flame contains fuel molecules and oxidizing
molecules. Flames are exothermal systems, which provide
the energy for particle formation. Flame technology is an
established industrial process for the manufacture of car-
bon blacks and ceramic commodities, such as fumed silica,
pigment titania, zinc oxides, and alumina powders. The cur-
rent production volume using this technology is on the order
of several million metric tons per year [51]. Pratsinis [52]
provided a detailed review of this technology. Fumed sil-
ica is synthesized by feeding gaseous SiCl4 together with
air and hydrogen into the burner to form a silica aerosol
[53]. The silica is separated from the HCl-containing gases
by cyclone separators or filters. The specific surface area
of fumed silica is 50–380 m2/g. The particles consist of
aggregates of amorphous spherical primary particles up to
a few nanometers [54]. Amorphous and �–Al2O3 powders
of size 10–200 nm were obtained by reacting AlCl3 vapor
in an oxygen–hydrogen diffusion flame [55]. Pratsinis [52]
has pointed out that: (1) the role of gas or surface reaction
on particle formation and growth in flame synthesis is very
important since surface growth favors a much narrower size
distribution compared to pure coagulation; (2) the compe-
tition between collision and coalescence is responsible for
aggregation, and aggregates collide much faster than equiv-
alent spheres; (3) reactant mixing is a critical variable in
controlling flame temperature and, subsequently, the chem-
istry, size, and composition of aggregate and primary parti-
cles over a wide spectrum in diffusion flame reactors, which
are widely used in industry; and (4) it appears that electric
fields across the flame provide one of the best means for
precise control of primary particle size and crystallinity—and
even aggregate size [56].

Janzen and Roth [57] prepared 4–20 nm single-crystal �–
Fe2O3 nanoparticles via a gas-phase route using an H2/O2/Ar
low-pressure flame. The burner-stabilized flame was doped
with different amounts of Fe–pentacarbonyl (Fe (CO)5�,
with concentrations in the range of 262–2096 ppm. The
particles were analyzed in-situ according to their mass and
charge by a particle mass spectrometer.

The advantages of flame synthesis include: simple oxides
easily produced in short residence time; scale up demon-
strated for SiO2, TiO2, Al2O3, and other oxides; and high
purity. The disadvantages may include: formation of hard
agglomerates under most of the conditions; broad parti-
cle size distribution; nonuniform temperature and residence
time profiles; and difficulties in producing other particles
such as nitrides, borides, and so on.

Kleinwechter et al. [58] have synthesized 4–8 nm ZnO
in a low-pressure flame reactor and a microwave reactor
in Zn(CH3�2-doped H2/O2/Ar flames and Zn(CH3�2-doped
Ar/O2 plasmas, respectively.

Chemical Vapor Reactions Chemical vapor reactions for
gas-phase nanoparticle syntheses usually involve a mixture of
gas reactants in a reaction chamber, and the chemical reac-
tions among the gas molecules are induced by an input of
energy such as resistant heating, laser, and plasma. Chlorides
are popular reactants for the formation of both nonoxides
and oxides because of their generally low vaporization tem-
perature and low cost. Some of the typical reactions include

6 TiCl4 (gas) +8 NH3 (gas)→6 TiN (solid)+24 HCl (gas)

+N2 (gas) [59, 60]

SnCl4 (gas)+ 2 H2O (gas) → SnO2 (solid)

+ 4 HCl (gas) �61�

M	
–diketonate�2 (gas)+H2 (gas)→M (solid metal)

+2H		
–diketonate) (gas) �62�

SiH4 (gas) → Si (solid)+ 2H2 (gas) �63��

Di Lello et al. [64] synthesized 30 nm AlN nanoscale par-
ticles from the vapor phase using ammonia and aluminum
chloride vapor as reactants. van der Waals forces and the
tendency for surface energy minimization cause the particles
to hold together, and what the SEM, in fact, revealed are
small particle aggregates. TEM observations, however, con-
firm the nanoscale nature of such particles, with an average
particle size of 30 nm of single crystals.

Jiang et al. [65] prepared Si-based nanopowders from
((CH3�3Si)2NH by chemical vapor decomposition (CVD).
The powders synthesized at 1000–1500 �C were all amor-
phous. The particles synthesized were near spherical, with
sizes of 8–10 nm. After annealing at high temperatures, the
powders synthesized at low temperatures formed whiskers of
mainly SiC with a small amount of Si3N4, while the powders
synthesized at high temperatures formed 20–40 nm particles
of mainly 
–SiC, with a small amount of �–SiC.

The energy input can be thermal plasma [66, 67], laser
[63, 68], or furnace heating [69]. Furnace-heated tubular
flow reactors have the advantages of simplicity, easy scale
up, and the ability to produce oxides, nonoxides, semi-
conductors, and metals. The disadvantages include hard
agglomeration at high aerosol loading. The primary advan-
tage of a laser-driven process is the production of high-purity
products, and its disadvantage is the requirement for com-
plex and expensive systems. The plasma process is unique
in its use of high melting point materials and rapid cooling,
with the disadvantages of broad particle size distribution and
high-energy input.

3.1.3. Aerosol Synthesis
In general, gas-phase synthesis refers to those methods where
gaseous molecules and atoms are directly converted into
nanoparticles through gas-phase reaction [14, 52], condensa-
tion, and/or decomposition, nucleation, growth, and possibly
agglomeration. However, in an aerosol process, a homoge-
neous liquid starting material is converted into an aerosol
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(i.e., small liquid droplets suspended in gas phase) [70–72].
This aerosol is then converted into solid particles suspended
in a gas stream by heating. The aerosol syntheses discussed
here are only pseudogas-phase syntheses. These pseudogas-
phase syntheses can be further classified into the follow-
ing two broad types: aerosol pyrolysis and flame–aerosol
pyrolysis.

Aerosol Pyrolysis An aerosol pyrolysis process is also
called spray pyrolysis [73] or vapor pyrolysis. It consists of
three parts: aerosol generation, particle formation inside
a furnace, and particle collection, as shown in Figure 1.
A homogeneous liquid solution (organic, aqueous, or a mix-
ture) containing the reactants is converted into an aerosol
using air, nitrogen gas, or a mixture of gases. The sizes of
the droplets formed in the aerosol depend on the types of
aerosol generators used, the carrying gas volume, and the
nature of the liquid [20, 74]. An ultrasonic generator usu-
ally gives very fine droplets that may be suitable for making
nanoparticles [73]. The aerosol is then carried by the gas into
a preheated furnace, where the liquid droplets go through
solvent evaporation, solute precipitation, solute decompo-
sition, and oxide sintering to final particles, as shown in
Figure 1. Eventually, the particles are carried out by the
gases into a particle collection section, where the particles
may be quenched with cold gases and collected by filters or
bags (Fig.1).

In order to generate uniform and small droplets of
aerosol, the first step of the process is to prepare a uniform
solution. In the case of making nano-BaTiO3, the solution
contains barium and titanium. This solution can be made
from simple inorganic salts such as TiCl4 and BaCl2 [75], or
TiCl4 and Ba(NO3�2 [76], in a mixture of water and ethanol.
The starting materials can also be a mixture of Ti alkoxides
and barium salts such as Ba(NO3�2 in a mixture of water and
alcohols [77, 78]. The sources of titanium and barium have
also been tried with both organometallic compounds such
as titanium alkoxides with barium acetate [78] and titanium
lactate and barium acetate [79].

The different starting materials affect the BaTiO3 for-
mation mechanism and the characteristics of the BaTiO3
formed. TiCl4 has a strong tendency to dissociate and
hydrolyze according to the following solution reaction, in a
bulky solution or in aerosol droplets [75]:

TiCl4 +H2O → TiO2+ + 2H+ + 4Cl− → TiOCl2 + 2HCl.

Solvent  
Evaporation Precipitation SinteringDecomposition 

Furnace 

Aerosol
 

Generator
 Particle

Collector

 

Figure 1. Schematic representation of an aerosol pyrolysis process.

When the droplets are carried into the furnace, the solvent
begins to evaporate, and further hydrolysis occurs according
to

TiO2+ + 	x + 1� H2O → 2H+ + TiO2 · xH2O

or

TiOCl2 + 	x + 1� H2O → TiO2 · xH2O+ 2HCl.

Upon further heating [77],

TiO2 · xH2O
∼380 �C−−−−→ TiO2 (anatase)+ x ·H2O�

If BaCl2 is involved,

BaCl2	s�+ TiO2 (anatase)+H2O	g� → BaTiO3	s�

+ 2HCl.

If Ba(NO3�2 is used, the above reaction may also be involved
due to the formation of BaCl2:

Ba(NO3)2 + 2HCl → BaCl2 + 2HNO3�

The following reaction has also been reported:

Ba(NO3)2 + TiO2 (anatase)
540–650 �C−−−−−−→ BaTiO3	s�

+ 2NO2 +
1
2
O2�

On the other hand, BaO is formed if organic barium sources
are used [78]:

Ba	CH3COO�2 + 4O2
600 �C−−−→ BaO+ 4CO2 + 3H2O

BaO+ TiO2 = BaTiO3�

Ogihara et al. [78] obtained dense spherical BaTiO3 of
930 nm using Ti(iso-OC3H7�4 and Ba(CH3COO)2, while hol-
low spherical BaTiO3 was produced using Ti(iso-OC3H7�4
and Ba(NO3�2 using aerosol pyrolysis at 900 �C. They con-
tributed such a difference in the BaTiO3 due to the fact
that reaction (9) occurs much more easily than reactions (5)
and (7) at temperatures below 700 �C.

Milosevic and co-workers [75] produced 530 nm BaTiO3
by aerosol pyrolysis of an ethanol/water solution of BaCl2
and TiCl4 using an ultrasonic atomizer. Cho et al. [76] pre-
pared BaTiO3 of size 300–900 nm by ultrasonic aerosol
pyrolysis of solutions containing Ba(NO3�2 and TiCl4.

BaTiO3 particles were prepared in our laboratory using
Ti isopropoxide and barium acetate in an aerosol pyroly-
sis process, as shown in Figure 2 [80], where particles of
50–600 nm were obtained. These particles are tetragonal in
crystal structure, with a Ba/Ti ratio of 0�9999.

At issue in aerosol processes is the extent of agglomera-
tion (particle adhesion) and aggregation (particle sintering),
the latter referring to clusters of primary particles being
cemented together by interparticle necks. While it is virtu-
ally impossible to eliminate the agglomeration of pristine
nanopowders due to the strong van der Waals forces of
attraction that keep the particles together, aggregation can
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Figure 2. BaTiO3 made from an aerosol pyrolysis process [80].

be restricted by controlled powder synthesis. Singhal et al.
[81] developed a vapor-phase synthesis method, called com-
bustion flame/chemical vapor condensation. It involves the
pyrolysis of chemical precursors in a low-pressure flat flame,
and is used to produce nanoparticles of TiO2 and Al2O3.
Nanoparticles of oxides that have an average secondary par-
ticle size of approximately 100 nm, and an average primary
particle size less than 25 nm, were produced by controlling
the time–temperature history of the particles in the hot zone
of the flame.

In aerosol processes, it is important to analyze how the
gas-phase molecules react, nucleate, agglomerate and sin-
ter, and how these steps control the size distribution and
morphology of particles. Nakaso et al. [82] studied the ther-
mal decomposition of titanium tetraisopropoxide and oxida-
tion of TiCl4 by using a laminar-flow aerosol reactor. The
effect of reaction temperature on the size and morphol-
ogy of the generated particles was investigated under vari-
ous conditions. The size distributions of agglomerates were
measured using a differential mobility analyzer/condensation
nuclear counter system. The growths of both agglomerates
and primary particles were modeled simultaneously, using a
two-dimensional discrete-sectional representation of the size
distribution.

The advantages of aerosol pyrolysis for nanoparticle
making include: (1) high purity, (2) spherical particles,
(3) an easy and quick one-step process, and (4) minimal
agglomeration. The disadvantages are: (1) a large size dis-
tribution, as shown in Figure 2, (2) the necessity of a large
amount of carrying gas dilution in order to reduce agglomer-
ation and aggregation, (3) low production rates, and (4) dif-
ficult scale up.

Flame–Aerosol Pyrolysis Flame–aerosol synthesis is a
process in which an aerosol of starting materials is burned
in a flame [73]. A flowchart of a flame–aerosol pyrolysis is
shown in Figure 3 [83]. The chemistry in a flame–aerosol
system is similar to that described for an aerosol pyroly-
sis process. The differences include the source of heating:
flame–aerosol is heated by the burning of the fuel gases and
organic solvents which are in direct contact with the precur-
sor materials. The heating in an aerosol process is usually
external and indirect by resistance heating or gas heating
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Figure 3. Flowchart of a flame–aerosol pyrolysis process [83].

through a heat-conducting wall. The burning of the fuels
in a flame process directly affects the product’s oxidation
states and purity, while the heating source in an aerosol
process does not introduce impurity into the final prod-
ucts, except that contamination may come from the heat-
conducting walls.

Brewster and Kodas [84] have demonstrated the for-
mation of chemically pure, crystalline (primarily tetragonal
with hexagonal and cubic polymorphs), and unagglomerated
dense BaTiO3 particles of about 1400 nm by flame–aerosol
of a 0�5 M solution of barium acetate titanium lactate and
water at a flame temperature of >1500 �C (adiabatic).

These aerosol synthesis methods, aerosol pyrolysis and
flame–aerosol pyrolysis, have produced BaTiO3 particles less
than 100 nm. The BaTiO3 particles in Figure 2 also show
broad particle size distributions. In general, these aerosol
syntheses can produce spherical particles with clean sur-
faces, desired Ba/Ti ratio control, and good crystallinity
via a continuous process. There are many reported studies
in which nanoparticles of a few nanometers are produced
[52, 74, 85–87]. In many cases, these are academic studies
involving the collection of a few particles on a TEM grid.
These nanoparticles are extremely reactive, and agglomerate
quickly into large particles in an industrial collection system.
The industrial process for producing large quantities of par-
ticles of nanosizes may require such a large dilution of the
particle stream with the carrying gas as to make this pro-
cess inefficient. The scale up to the production of tonnage
quantity for the flame–aerosol process is much easier than
for that of aerosol pyrolysis. In general, it is extremely chal-
lenging to make unagglomerated particles with a narrow size
distribution.

3.2. Liquid-Phase Synthesis

Liquid-phase syntheses are the most common and diverse
methods for nanoparticle synthesis. The critical particle for-
mation step occurs in the liquid phase; however, under
supercritical conditions, the particle formation phase is at
both the liquid and gas phase since there is no distinction
between gas and liquid under those conditions. The most
common solvent is water, but more and more organic sol-
vents are also used in an effort to reduce the agglomeration
of nanoparticles. Common to all of the liquid-phase synthe-
ses is that they begin with solution preparation. A true solu-
tion means homogeneity at the atomic or molecular scale.
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The central goal for the diverse solution synthetic methods
is to preserve as much of this homogeneity as possible in the
particle formation process.

Liquid-phase syntheses are generally wet-chemical solu-
tion syntheses, sometimes called soft solution-processing
routes. There is an increasing role that solution synthesis
plays in the preparation of ceramic powders, particularly
nanometer-sized particles with controlled size and morphol-
ogy [88]. Wet-chemical processes have been widely recog-
nized as an efficient approach to prepare nanocrystalline
fine particles at low temperatures. In relation to other
methods such as vapor-phase synthesis and physical meth-
ods (such as laser ablation and electron beam evapo-
ration), major advantages of the liquid-phase synthesis
include: (1) the process can be scaled up easily due to
its bulk-processing nature; (2) the process is more con-
trollable because chemical reactor technologies developed
for chemical synthesis may be adapted and applied to the
production of nanoparticles; (3) some processes require
only mild conditions such as low temperature and atmo-
spheric pressure; (4) the chemical composition of nano-
particles can be tailored in a liquid phase; (5) in the liquid
phase, surface-controlling agents can be applied during and
after nanoparticle formation to control the size and prevent
unnecessary agglomeration; and (6) monodispersed nano-
particles can be made in the liquid phase via a homogeneous
nucleation, growth, and aggregation mechanism. Uniform
particle size is extremely important to nanoparticle self-
assembly-based systems.

Wet-chemical syntheses are particularly suited to the syn-
thesis of nanoparticles (solid, core–shell, or hollow) with
tightly controlled parameters, such as: (1) the size and shape,
(2) the monodispersity, (3) the chemical composition and
purity, (4) the bulk substructure, (5) the crystallinity (poly-
crystalline, single crystalline, or amorphous), (6) the sur-
face functional group (thus, the interfacial free energy and
surface-charge density), (7) the shell-layer thickness in a
core–shell nanoparticle, or even (8) the size and shell thick-
ness of a hollow sphere particle. For ceramic processing, the
above characteristics of nanoparticles will affect the process-
ing behavior, as well as the properties of the final, casted,
sintered ceramic materials.

The use of “nanoparticle(s)” as a popular technical term
in the literature of wet-chemical synthesis of truly nanosized
(i.e., <100 nm in particle size or crystallite size) ceramic par-
ticles did not appear until less than a decade ago. However,
research on ultrafine, monodispersed colloid particles has
been conducted as a major goal of colloidal science since the
beginning of the 20th century. Some excellent review arti-
cles on monodispersed particles can be found [89, 90–94].
Colloids are typically defined as particles with a particle size
ranging from 1 nm to 1 �m, which is more or less defined
by the importance of Brownian motion. Colloidal particles,
(hydrous) oxides in particular, have long been utilized as
models or tools in scientific research; applied in fields such
as drug delivery, biodiagnostics, and combinatorial synthe-
sis; and used as the major components of industrial prod-
ucts such as paints, ink, foods, cosmetics, coatings, catalysts,
pigments, papers, photographic films, recording materials,
films, and rheological fluids. Some of these monodispersed

colloid studies have indeed produced nanosized monodis-
persed particles.

Major synthesis methods for ideal ceramic nanoparticle
formation in the liquid phase depend on “controlled precip-
itation” or “homogeneous precipitation” reactions involving
sequential nucleation and growth processes. As a general
rule, a homogeneous solution system (consisting of ideally
one phase where the monomer reservoir is normally built in
the form of a solute) is necessary for generating uniform-size
nanoparticles. Reactions belonging to this category include
[94]: (1) the redox reaction, (2) precipitation by poor sol-
vents, (3) direct reaction of ions, (4) reaction of chelates,
(5) decomposition of compounds, (6) hydrolysis in organic
media, and (7) hydrolysis in aqueous media. The particle
growth process can be either by molecular diffusion/addition
to the nuclei surface or by a particle aggregation mecha-
nism, both of which have been demonstrated to generate
monodispersed particles [95–99]. To obtain uniform parti-
cle size in a diffusional growth process, the nucleation stage
must be separated from the particle growth stage. Seeding is
one approach to achieve the separation of nucleation from
growth.

In addition to the desirable goal of monodispersed par-
ticles, anisotropic particles are also strongly needed for
important applications, such as the fabrication of composite
materials and flat panel optical displays. Control of the size
distribution, shape, and aspect ratio is a complex process
requiring a fundamental understanding of the interactions
among solid-state chemistry, interfacial reactions and kinet-
ics, and solution chemistry [100].

Regardless of the methods used, achieving homogeneous
reaction or precipitation in homogeneous solutions is the
key to producing uniform colloids or nanoparticles (either
isotropic or anisotropic). Precipitation of alkoxide solutions
and forced hydrolysis of some metal salt solutions surely sat-
isfy the “homogeneous” criteria. Enough attention has been
paid to the preparation of “ideal” sinterable ceramic nano-
powders with improved densification properties compared
with conventionally derived ceramic powders. In most lit-
erature studies of nanoparticle synthesis, particle size may
not be monodispersed (due to the broad range of par-
ticle size distribution). The wet-chemical synthesis meth-
ods that have been reported so far in the recent litera-
ture to produce ceramic (oxide or hydrous oxide) nano-
particles or nanocrystalline powders can be mainly classified
as chemical precipitation and coprecipitation, hydrother-
mal synthesis, forced hydrolysis, sol–gel synthesis, synthe-
sis in microemulsion or reverse micelles, solvothermal syn-
thesis and nonhydrolytic routes, microwave heating-assisted
synthesis, sonochemical synthesis, electrochemical synthesis,
and synthesis in supercritical fluids. Historically, the above-
mentioned methods have been developed or studied for
ultrafine ceramic particle synthesis. However, the majority of
studies on these methods for the synthesis of truly nanosized
particles appeared well within the last decade. In the fol-
lowing sections, each synthesis method will be reviewed and
discussed, with a focus on its application in ceramic (oxide
and hydrous oxide) nanoparticle or nanopowder production.
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3.2.1. Chemical Precipitation and
Coprecipitation

Chemical, or reactive, precipitation can be generally
described by the solid phase formation from reactions of
soluble reactive species (M1, M2, A) in a solution (aqueous
or nonaqueous)

M1	aq�+A	aq� → M1A	s�

where M1 is a metal cation species and A (aq) represents
an anion species from a precipitating agent such as NH4OH,
NaOH, carbamate (NH2CO2NH4�, H3PO4, etc. When more
than one metal cation species is involved, for example, a
second metal species, M2(aq), could be coprecipitated

M1	aq�+M2	aq�+A	aq� → M1M2A	s�

If A(aq) happens to be oxygen or a hydroxyl group,
M1A (s) will be a single metal oxide or hydrous oxide, while
M1M2A (s) represents a mixed metal oxide.

A chemical precipitation process consists of three main
steps: chemical reaction, nucleation, and crystal growth.
Chemical precipitation is generally not a controlled process
in terms of reaction kinetics and the solid phase nucleation
and growth processes. Therefore, solids obtained by chem-
ical precipitation have a wide particle size distribution plus
uncontrolled particle morphology, along with agglomeration.
In the preparation process of particles via reactive precipita-
tion (A+B → P ), the chemical reaction is so fast that a high
degree of supersaturation of the product solute P will be
achieved in local sites in the reactor. This causes the nucle-
ation to be dominated by homogeneous nucleation mecha-
nisms, where the value of the power order in the nucleation
rate expression equation can be in the range of 5–18 or so.
Any tiny variation of the supersaturation of product P will
lead to a significant change in the nucleation rate because
of this high value of powder order. However, because of its
simplicity, rapid solid formation kinetics, and bulk process-
ing capability, chemical reaction is still a viable option for
nanoparticle production as long as strategies are considered
for controlling the kinetics (reactions between ions), reac-
tion uniformity, and agglomeration. To obtain nanoparticles
with a narrow size distribution, one should do as much as
possible to meet the requirements of: (1) a high degree of
supersaturation, (2) a uniform spatial concentration distri-
bution inside a reactor, and (3) a uniform growth time for
all particles or crystals [101].

Recently, chemical precipitation and coprecipitation have
been reported in the active literature for nanoparticle syn-
thesis. Table 1 summarizes some of the major research work
on chemical precipitation of (hydrous) oxides, and Table 2
for chemical coprecipitation of mixed oxides. Most of the
chemical precipitation processes are conducted in aqueous
solutions, but a few are in nonaqueous solutions.

Zhou et al. [102] used NH4OH to precipitate cerium
nitrate at room temperature. They tried to obtain a high
value for the supersaturation ratio (S), in order to estab-
lish an environmental condition that favors homogeneous
nucleation, which typically results in the “burst” formation

of uniform nuclei with a critical size which can be calculated
from

r∗ = 2��/�kBT ln	S��

where � = molecular volume of the precipitated embryo
(m3�, � = surface energy (J/m2�, kB = Boltzmann’s constant
(J/K), T = temperature (K), and S = supersaturation value.

A three-stage process was developed to produce
ZnO nanoparticles [103], involving: (1) the formation of
metastable zinc complexes through a slow addition of
ammonia; (2) the partial phase transformation of metastable
zinc precursors to zinc oxide after washing the initial col-
loidal suspension with ethanol, Zn–OH (s)+C2H5OH(l)→
Zn–O–C2H5(s)+H2O(l); and (3) the complete transforma-
tion to ZnO by thermal treatment. The main strategy used
is the controlled release of cations from a homogeneous sus-
pension.

Water-soluble polymeric dispersants, such as poly (N–
vinylpyrrolidone) (PVP), polyvinyl alcohol (PVA), and
polyacrylic acid (PAA), have been utilized as stabiliz-
ers in chemical precipitation to prevent particle coagula-
tion/agglomeration and to control size. Zhang and Guo
[104] prepared antimony oxide nanoparticles by a reflux-
ing reaction between SbCl3 and NaOH in the presence of
PVA: Sb3 + OH− → Sb2O3 + H2O. Rasmussen et al. [105]
precipitated nanoscale aluminum hydroxide particles from
sodium aluminate solutions by dilution and neutralization
with water and oxalic acid in the presence of the surface-
active polymers PVP and PVA. In the wet-chemical precipi-
tation of needle-shaped hydroxyapatite nanocrystals, Bouyer
et al. [106] used the following reaction

10Ca	OH�2 + 6H3PO4 → Ca10	PO4�6	OH�2 + 18H2O

In precipitating europium oxide nanoparticles with NaOH,
trioctyl phosphine oxide (TOPO) was used for the following
three possible reasons [107]: (1) it prevents particle agglom-
eration (via steric passivation), (2) it achieves electrical pas-
sivation of surface dangling bonds (trap states); and (3) it
controls particle size at the nanometer level. Chen and Chen
[108] used PAA in the coprecipitation of strontium ferrite
nanoparticles (34–41 nm for calcined powders). Pardoe et al.
[109] used dextran and PVA in the coprecipitation of nano-
scale iron oxide particles by ammonia.

Some chemical precipitation of nanoparticles was con-
ducted in nonaqueous background solutions. Carnes et al.
[110] attempted an “alkoxide-based” synthesis involving the
NaOH precipitation of metal chloride in ethanol back-
ground solutions. Chemical precipitation produces metal
hydroxide solids which are converted to oxides by heating.
Wakefield et al. [107] precipitated europium oxide by NaOH
in a methanol background solution. Meulenkamp [111] pre-
pared ZnO nanoparticles by the dropwise addition of LiOH
(dissolved in ethanol) into an ethanolic zinc acetate solu-
tion under vigorous stirring at 0 �C. The presence of a
small, but strictly limited, quantity of water (from the acetate
salt) appeared necessary to warrant good particle growth.
Manorama et al. [112] coprecipitated SnCl4 and copper
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Table 1. Nanoparticle synthesis by chemical precipitation.

Nanoparticle Characteristics of
materials nanoparticle Brief process description Applications Ref.

CeO2 4–5 nm, round-shaped,
single crystals

Room-temperature
homogeneous
nucleation; cerium
nitrate solution was
added into aqueous
NH4OH precipitant

Raman-allowed
modes shifting and
broadening; pressure-
induced phase
transformation

[102]

CuO, NiO 7–9 nm CuO and 3–5
nm NiO crystallites,
aggregate to form larger
spherical particles

Precipitated by NaOH
in ethanol background;
“alkoxide-based”
synthesis involving
metal chlorides,
ethanol, and water

CuO: in cataly-
sis, metallurgy,
high-temperature
superconductors;

NiO: electronic/magnetic
properties, catalysis,
p-type semiconductor

[155]

ZnO ∼1 �m particle self-
assembled with nano-
crystals

Microspheres consisting of
aggregates of nanoscale
(10–15 nm) rod-shaped
primary particles

2–7 nm clean sol

Acidified zinc acetate
aqueous solution
titrated with NH4OH
solution to pH 9

Ammonium carbamate as
a precipitating agent;
flow injection synthesis

Addition of LiOH (in
ethanol) to an ethanolic
zinc acetate solution

Pigments, rubber
additives, gas sensors,
varistors, transducers;
used in photocells, as
UV-absorbing material,
in sunscreen lotions, as
insulator, light-emitting
diodes, ceramics, ion-
insertion batteries,
electrochromic devices

[103, 117, 111]

Sb2O3 10–80 to 200 nm sizes,
polyhedral-shaped,
polycrystalline cubic
phase

Reaction between SbCl3
and NaOH in the
presence of polyvinyl
alcohol in water
solution

Flame retardants; optic
materials; high proton
conductivity; humidity-
sensing materials

[104]

Fe2O3 Spherical-shaped
nanoparticles

Ammonium acetate as
precipitating agent

Magnetic materials [95]

Al(OH)3 80–300 nm in PVP; 200
nm–1.2 �m in PVA

Nanofibrils (1–10 nm in
diameter and 50–300 nm
in length)

Oxalic acid as
precipitating agent

High-gravity reactive
precipitation

Bayer process
Nanocomposites,
pharmaceutics

[105, 101]

Hydoxyapatite Needle-shaped, aspect
ratio (= length/width) =
2–10

Ca(OH)2 precipitated by
H3PO4, 25–85 �C

Bioceramic for
biomedical applications
such as bone substitute

[106]

Eu2O3 2–40 nm, passivated with
trioctyl phosphine oxide
(TOPO)

At room temperature;
precipitation of
EuCl3 by NaOH in a
methanol background
solution in the presence
of TOPO

Luminescent phosphors
for flat-panel displays
based on field-emitting
arrays

[107]

In(OH)3 Multiple morphology
precipitates which were
peptized into 80–8000 nm
powders (round-shaped)

Uniform colloidal rod-like
particles (aggregates of
nanosize subunits)

Hydrolysis of indium
chloride in EG/aqueous
NaOH solutions, plus
peptization

Controlled double-jet
precipitation

Semiconductor and
optical properties

[114, 118]

CaCO3 or SrCO3 CaCO3 (17–36 nm particle
size) SrCO3 (∼40 nm
particle size)

High-gravity reactive
precipitation

In many industries
such as electronics,
opticals, pulp and
paper, pharmaceutics,
etc.

[101]
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acetate to obtain CuO-doped SnO2 via “alkoxide-forming”
reactions in the presence of ethanol:

SnCl4 + 4C2H5OH → Sn	−OC2H5�4 + 4HCl

Sn	−OC2H5�4 + 4H2O → Sn	OH�4 + 4C2H5OH

Sn	OH�4 → SnO2 + 2H2O�

Sen et al. [113] prepared ferrite nanoparticles by a nonaque-
ous precipitation route: a homogeneous solution of stearic
acid and iron (III) nitrate was treated with tetrahydrofuran
to obtain precipitates.

In some cases, chemical precipitation will generate large
micrometer-size precipitates. Upon peptization, however,
precipitates will be converted into nanosize particles. For
example, Perez-Maqueda et al. [114] have prepared nano-
size (as small as 80 nm) indium hydroxide by the peptization
of colloidal precipitates. Precipitation was accomplished by
the dropwise addition of an aqueous NaOH solution into
indium chloride dissolved in ethylene glycol (EG) at 175 �C.
For the peptization, the colloidal precipitate was washed to
eliminate the EG, and then dispersed in distilled water (or
isopropanol) in an ultrasonic bath. Organic solvents such as
ethanol or EG have a significant effect on the shape and
other properties of particles obtained by precipitation. Thus,
mixed solutions of ethanol and water or EG and water have
been utilized as a strategy to produce colloidal oxides of
different morphologies. EG offers two useful advantages:
(1) a high dielectric constant, which enhances the solubility
of inorganic salts; and (2) a high boiling point (195 �C at
atmospheric pressure), which makes it possible to carry out
the preparation of inorganic compounds at relatively high
temperatures using an open vessel.

For coprecipitation of multiple cations, the use of com-
plexing or chelating agents seems important for controlling
the chemical stoichiometry of the precipitated solid. Hwang
et al. [115] used citric acid in the coprecipitation of Mn and
Li by NH4OH. Xiong and Mai [116] used stearic acid to
dissolve mixed Ba, Co, and Fe salts at high temperature to
prepare a sol, which precipitated to form a gel upon cooling.

In addition to chemical strategies, such as using disper-
sants and the controlled release of reactants, engineering
approaches have been integrated into the chemical precipi-
tation process to achieve bulk processing and homogeneous
precipitation. Wang and Muhammed [117] used a flow injec-
tion synthesis (FIS) technique to prepare ZnO nanoparticles
with rod-shaped morphology via precipitation by carbamate

5ZnCl2+5NH2CO2NH4+8H2O→Zn5	OH�6	CO3�2	s�

+3CO2	g�+10NH4Cl

The solid precipitate decomposes upon calcination to ZnO:

Zn5	OH�6	CO3�2	s� → 5ZnO+ 2CO2 + 3H2O�

FIS borrowed the concept from the flow injection analy-
sis (FIA) method in analytical chemistry. In an FIS pro-
cess, a precise volume of reactant-containing solution is
swept along by the carrier stream into the system. The main
advantage of the FIS technique is that the precipitation
process is only allowed to continue for a limited period of

1–2 min. The chemical reaction commences at the moment
the solutions are mixed, and precipitation takes place and
is complete in a confined zone. In this way, agglomera-
tion is greatly limited since the short residence time allows
only primary nucleation. The mixing of solutions A and B
can be performed under reproducible conditions, and thus,
powders with identical properties can be obtained. Chen
et al. [101] have demonstrated a high-gravity reactive pre-
cipitation (HGRP) technology to produce nanoparticles of
CaCO3, Al(OH)3, and SrCO3 with a very narrow size distri-
bution and a controlled morphology. Per chemical engineer-
ing analysis, micromixing (mixing on the molecular scale)
and macromixing (mixing on the macro scale) have a signif-
icant effect on particle size distribution (PSD) in a reactive
precipitation process. Micromixing is a key factor determin-
ing the degree of the supersaturation concentration of the
solute and its local spatial distribution. The reaction rate and
subsequent nucleation in precipitation will be controlled by
the intrinsic kinetics without the influence of micromixing in
the region of tm < � , where tm is the micromixing time and �
is the induction time, defined as the time from the first cre-
ation of the conditions for homogeneous nucleation to that
of the establishment of a steady-state nucleation rate. The
region tm < � should be chosen such that the rates of nucle-
ation at different locations in a precipitator will be nearly
the same, and so the PSD can be controlled at a uniform
level. On the other hand, micromixing has little effect on
crystal growth. Therefore, a rule for selecting a precipita-
tion reactor is: a combination of a well-micromixed plug flow
reactor (to separate the reaction and nucleation zones from
the crystal growth zone) and a well-macromixed reactor (to
locate crystal growth in a well-macromixed region). High-
gravity technology in the form of a rotating packed bed of
the earth is ideal to satisfy the above rule because it is effec-
tive in intensifying mass transfer, and is helpful in the gener-
ation of higher supersaturated concentrations of the product
in the gas–liquid-phase reaction and precipitation process.
Another engineering process, controlled double-jet precipi-
tation (CDJP), has also been successfully utilized to produce
uniform colloidal rod-like In(OH)3 particles (aggregates of
nanosize subunits) from relatively concentrated solutions
[118]. Her and co-workers [119–123] have used CDJP to
prepare colloidal spherical particles of SiO2, Al(OH)3, CuO,
and BaTiO3 of narrow size distributions. They [123]mixed
TiCl4 directly with 6 M NaOH/KOH to form BaTiO3 at
85 �C within 3 min with the ability to control particle size
between 70 and 400 nm. The optimum condition identi-
fied was pH 14, 85 �C, and with 0.1% cyclodextrin. The
BaTiO3 had a cubic structure with dielectric constants up to
18,000. They also established a growth mechanism for the
uniform colloid formation under the CDJP condition [121]:
nanosized primary particles formed immediately after mix-
ing the reactants, followed by aggregation into larger uni-
form particles.

3.2.2. Hydrothermal Synthesis
“Hydrothermal process” (also called thermal hydrolysis or
hydrothermal hydrolysis process) generally refers to process-
ing aqueous solutions of metal salt(s) (metal and/or metal-
lorganic) or autoclaving of precursor materials such as gels
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at elevated temperatures (typically 100–300 �C) and pres-
sures above 1 atm. In this method, ceramic sols are produced
by chemical reactions in an aqueous or organoaqueous solu-
tion under the simultaneous application of heat and pressure
in the presence of an alkali or acid that has a pseudocatalytic
effect upon the reaction [124]. The reaction equilibrium of a
metal salt aqueous solution changes with temperature, which
results in the formation of metal hydroxide or metal oxides.
Mineralization in nature, which has resulted in deposits and
rocks, could have occurred by a hydrothermal process. In the
laboratory, hydrothermal synthesis is typically used with a
batch-type autoclave, in which an aqueous solution is heated
up slowly to the target temperature, and then aged for sev-
eral hours or days.

Hydrothermal synthesis has been considered a cost-
effective and less complicated synthesis technique, suit-
able for large-scale production. There has been a trend
to develop “mild hydrothermal processes” (100 �C ≤ T ≤
200 �C, under autogenous pressure) for the synthesis of
advanced ceramic powders, extending from zeolites and
metal phosphates to binary and ternary transition metal
oxides [125]. The low-temperature technique is critical to the
formation of metastable phases not obtainable using tradi-
tional high-temperature methods. Process parameters, such
as the pH of the reaction medium, temperature, and the
cations in solution, determine what solid phases are formed.
Cations such as medium-size spherical organic cations (e.g.,
tetramethyl ammonium) and large surfactants may act as the
structure-directing species or template for the synthesis of
nanoporous or mesoporous (2–50 nm) materials.

By changing the conditions of the solutions (pH, ionic
strength, surfactant concentrations, cation concentrations,
anion concentrations, and solvents) and processing condi-
tions (temperature, duration, and stirring), one can effec-
tively control the nanoparticle size and shape, and the extent
of agglomeration. Nanoparticle CeO2 can be made in differ-
ent sizes and shapes by changing these reaction conditions
[126], as shown in Figure 4.

Synthesis under hydrothermal conditions offers some sig-
nificant advantages over other chemical synthesis techniques
[124]: (1) it is easy to control particle size and morphology by
varying synthesis conditions; (2) many materials can be syn-
thesized directly in the desired crystalline phase at low tem-
perature (hydrothermal synthesis offers a low-temperature,
direct route to ultrafine oxide powders with a narrow size
distribution, avoiding the calcination step required in sol–gel
processing); and (3) the resulting sols can be used directly
in the production of green bodies via pressure filtration or
extrusion.

There is an enormous amount of literature on the
hydrothermal processing of inorganic materials such as
ceramic powders. Zeolite nanoparticles are a classic exam-
ple of hydrothermal synthesis [127]. Here, we only focus on
a review of the most recent work on the synthesis of true
nanosize oxide particles (see Table 3).

Hydrothermal synthesis can also be conducted in the pres-
ence of other nonaqueous additives or solvents. Dong and
Zhu [128] prepared �–Fe2O3 nanoparticles by dropping a
mixture of ethylene oxide (EO) and ethanol into an aqueous

Figure 4. CeO2 nanoparticles made from hydrothermal process [126].

solution of FeCl3, followed by aging and heating at 200 �C
and the completion of phase transformation at 300 �C

FeCl3 + 3H2O → Fe	OH�3	s�+ 3HCl	hydrolysis�

Fe	OH�3 → 
–FeOOH → �–Fe2O3(phase transformation)

In this process, ring-opening polymerization of EO may take
place with FeCl3 as a catalyst or with iron alkoxide as an
intermediate, which can be formed by the reaction of ethy-
lene glycol with FeCl3 or of EO with FeCl3. Also, the pos-
sible byproduct of ethylene glycol may effect the prevention
of Fe(OH)3 nanoparticle agglomeration.

In contrast to “mild hydrothermal synthesis,” synthesis
under high temperature and pressure, as found in supercrit-
ical water conditions, also shows promise for the continuous
and rapid production of nanocrystals [129].

3.2.3. Forced Hydrolysis
This method can be essentially considered a subcategory
of the hydrothermal synthesis process at a relatively low-
temperature range and using inorganic salt solutions, which
are usually diluted (10−4–10−2 M). In this method, aqueous
metal salt solutions are aged (hydrolyzed) at elevated tem-
peratures (usually over the range 80–100 �C per Matijevic
[92] and 50–150 �C per Sugimoto [94]) for different periods
of time, depending on the hydrolysability of the cation in
question. Forced hydrolysis takes advantage of the ability of
many metals ions (especially of polyvalent cations) to read-
ily hydrolyze in aqueous solutions at elevated temperatures.



Ceramic Nanoparticle Synthesis 699

Ta
bl
e
3.

N
an

op
ar
tic
le

sy
nt
he

si
s
by

hy
dr
ot
he

rm
al

sy
nt
he

si
s.

N
an

op
ar
tic
le

C
ha

ra
ct
er
is
tic
s
of

m
at
er
ia
ls

na
no

pa
rt
ic
le

B
ri
ef

pr
oc
es
s
de

sc
ri
pt
io
n

A
pp

lic
at
io
ns

R
ef
.

M
ul
lit
e
(3
A
l 2
O

3
·2
Si
O

2
�

55
nm

–7
.1

�
m

pa
rt
ic
le

si
ze
,i
rr
eg
ul
ar

sh
ap
ed

M
ix
tu
re

of
T
E
O
S
an

d
A
lt
ri
-s
ec
-

bu
to
xi
de

,1
70

� C
2
h

M
on

ol
ith

ic
or

fib
er
-r
ei
nf
or
ce
d
m
ul
lit
e

co
m
po

ne
nt
s
fo
r
hi
gh
-t
em

pe
ra
tu
re

ap
pl
ic
at
io
ns

[1
24
]

B
oe
hm

ite
(�
–A

lO
O
H
)

N
ee
dl
e-
lik

e
pa
rt
ic
le
s
fr
om

lo
w
-p
H

ac
id

so
lu
tio

n;
pl
at
el
et
-s
ha

pe
d
pa
rt
ic
le
s

(4
0
nm

di
am

et
er

an
d
5
nm

th
ic
kn

es
s)

fr
om

hi
gh
-p
H

al
ka
lin

e
co
nd

iti
on

s

So
ls
pr
ep

ar
ed

fr
om

di
sp
er
si
on

A
l

ac
et
at
e,

th
en

au
to
cl
av
ed

at
20
0–

30
0

� C

Pr
ec
ur
so
r
fo
r
pr
ep

ar
in
g
hi
gh
-p
ur
ity

an
d
hi
gh
-s
tr
en

gt
h
m
on

ol
ith

ic
�
–a
lu
m
in
a
ce
ra
m
ic
s
by

so
l–
ge
l

te
ch
no

lo
gy
,a

pp
lic
at
io
ns

as
su
bs
tr
at
e

fo
r
el
ec
tr
on

ic
ci
rc
ui
ts
,a

br
as
iv
e

gr
ai
ns
,h

ig
h-
te
m
pe

ra
tu
re

re
fr
ac
to
ry

m
at
er
ia
ls
,fi

be
rs

an
d
th
in

fil
m
s;
fil
le
rs

in
pl
as
tic
s
an

d
po

ly
m
er
s,
ad
so
rb
en

ts
an

d
ca
ta
ly
st
s

[1
24
]

≤1
00

nm
ne

ar
ly

m
on

od
is
pe

rs
ed

m
ic
ro
cr
ys
ta
ls
of

bo
eh

m
ite

w
ith

a
pa
ra
lle
lo
gr
am

sh
ap
e

Pr
ep

ar
ed

fr
om

am
or
ph

ou
s
hy
dr
at
ed

al
um

in
a
ge
ls
at

25
5

� C
fo
r
24

h
[2
91
]

Z
rO

2
20
–6
0
nm

pa
rt
ic
le

si
ze
s,
ne

ar
sp
he

ri
ca
l

sh
ap
e

Z
r
ac
et
at
e
so
lu
tio

n
he

at
ed

to
22
0

� C
to

pr
od

uc
e
a
so
l

St
ru
ct
ur
al

an
d
fu
nc
tio

na
lc

er
am

ic
s;

ap
pl
ic
at
io
n
as

pu
m
p
pa
rt
s,
en

gi
ne

pa
rt
s,
pr
es
si
ng

di
es
,r
ef
ra
ct
or
ie
s,

ox
yg
en

se
ns
or

in
m
ol
te
n
st
ee
l,

fo
r
ce
ra
m
ic

fib
er

co
at
in
g,

so
lid

el
ec
tr
ol
yt
e

[1
24
]

Y
tt
ri
a-
do

pe
d
zi
rc
on

ia
∼4

5
nm

te
tr
ag
on

al
3m

ol
%

Y
2
O

3-
do

pe
d

Z
rO

2
po

w
de

r
(u
ni
fo
rm

ag
gr
eg
at
es
)

∼9
5
nm

gr
ai
n
af
te
r
si
nt
er
in
g

So
lf
ro
m

am
m
on

ia
-p
re
ci
pi
ta
te
d
ge
l

(c
on

ta
in
in
g
bo

th
Z
r
an

d
Y
)

+
ur
ea
,

he
at
ed

at
15
0

� C
,f
ol
lo
w
ed

by
a

w
as
hi
ng
–d

ry
in
g
an

d
ca
lc
in
at
io
n

[2
92
]

T
iO

2
do

pe
d
w
ith

Z
rO

2
9–
13

nm
cr
ys
ta
lli
te

si
ze

D
ir
ec
t
pr
ec
ip
ita

tio
n
by

co
hy
dr
ol
ys
is
of

ac
id
ic

pr
ec
ur
so
r
so
lu
tio

ns
of

T
iO

SO
4

an
d
Z
r(
SO

4�
2
at

20
0–
24
0

� C

C
at
al
ys
t
fo
r
ph

ot
od

ec
om

po
si
tio

n
an

d
so
la
r
en

er
gy

co
nv
er
si
on

,w
hi
te

pi
gm

en
t
m
at
er
ia
ls
,U

V
pr
ot
ec
tio

n

[2
93
]

T
iO

2
<
20

nm
an

at
as
e
pa
rt
ic
le

si
ze

(r
ou

nd
sh
ap
ed

);
ro
d-
lik

e
ru
til
e

na
no

cr
ys
ta
lli
te
s
(9
–3
2
nm

di
am

et
er
,

26
–7
3
nm

le
ng
th
)

U
si
ng

am
or
ph

ou
s
tit
an

ia
as

st
ar
tin

g
m
at
er
ia
la

nd
va
ri
ou

s
ac
id
s
(H

F,
H
C
l,

H
N
O

3,
ci
tr
ic

ac
id
s)

as
ca
ta
ly
st
s

Ph
ot
oc
at
al
ys
is
,s
en

so
rs

[2
94
]

<
50

nm
ro
un

d
sh
ap
ed

H
yd
ro
th
er
m
al
ly

tr
ea
tin

g
th
e
tit
an

ia
so
ls
af
te
r
pe

pt
iz
at
io
n
w
ith

te
tr
aa
lk
yl
am

m
on

iu
m

hy
dr
ox
id
e
at

24
0

� C

[2
95
]

co
nt
in
ue

d



700 Ceramic Nanoparticle Synthesis

Ta
bl
e
3.

C
on

tin
ue

d

N
an

op
ar
tic
le

C
ha

ra
ct
er
is
tic
s
of

m
at
er
ia
ls

na
no

pa
rt
ic
le

B
ri
ef

pr
oc
es
s
de

sc
ri
pt
io
n

A
pp

lic
at
io
ns

R
ef
.

C
er
iu
m

ox
id
e
(C

eO
2
�

<
5
nm

pa
rt
ic
le

si
ze
,w

el
ld

is
pe

rs
ed

C
itr
ic

ac
id

as
pr
ot
ec
tiv

e
ag
en

t
ag
ai
ns
t

pa
rt
ic
le

gr
ow

th
Po

lis
hi
ng

ag
en

ts
,s
un

sc
re
en

s,
so
lid

el
ec
tr
ol
yt
es

in
so
lid

ox
id
e
fu
el

ce
lls
,a

ut
om

ot
iv
e
ex
ha

us
t
ca
ta
ly
st
s

(s
up

po
rt
s)
,a

dd
iti
ve
s
fo
r
gl
as
s,

st
ab
ili
ze
rs

fo
r
Z
rO

2

[2
96
]

∼6
nm

cu
bi
c
pr
im

ar
y
pa
rt
ic
le
,<

10
nm

un
ifo

rm
si
ze

ag
gl
om

er
at
e
of

in
de

fin
ite

sh
ap
e
or

la
rg
e
sp
he

ri
ca
l

ag
gl
om

er
at
e
pa
rt
ic
le

(∼
15
0–
18
0
nm

)

T
he

rm
al

hy
dr
ol
ys
is
of

ce
ri
um

am
m
on

iu
m

ni
tr
at
e
so
lu
tio

ns
at

15
0–
24
0

� C
[2
97
]

Su
lfa

te
io
ns

ca
us
e
sp
he

ri
ca
l

ag
gl
om

er
at
io
n
of

na
no

pa
rt
ic
le
s

[2
98
]

10
–2
5
nm

,c
ub

ic
or

oc
ta
he

dr
al

H
ea
tin

g
so
lu
tio

ns
of

ce
ri
um

sa
lts

+
ur
ea

(1
20
–1
80

� C
)

M
g(
O
H
) 2

an
d
M
gO

N
an

oc
ry
st
al
lin

es
w
ith

ro
d-
,t
ub

e-
,

ne
ed

le
-,
or

la
m
el
la
-li
ke

m
or
ph

ol
og
ie
s,

m
ai
nt
ai
ne

d
du

ri
ng

de
co
m
po

si
tio

n

U
si
ng

di
ff
er
en

t
m
ag
ne

si
um

pr
ec
ur
so
rs

an
d
so
lv
en

ts
as

th
e
re
ac
ta
nt
s

D
ec
om

po
si
tio

n:
M
g(
O
H
) 2

→
M
gO

U
se

in
ca
ta
ly
si
s,
to
xi
c
w
as
te

re
m
ed

ia
tio

n,
or

as
ad
di
tiv

es
in

re
fr
ac
to
ry
,p

ai
nt
,

an
d
su
pe

rc
on

du
ct
or

pr
od

uc
ts

[2
99
]

M
ag
he

m
ite

(�
–F

e 2
O

3�
H
ig
hl
y
cr
ys
ta
lli
ne

,m
on

od
is
pe

rs
ed

na
no

pa
rt
ic
le
s
(4
–1
6
nm

)
H
ig
h-
te
m
pe

ra
tu
re

(3
00

� C
)
ag
in
g
of

ir
on

–o
le
ic

ac
id

m
et
al

co
m
pl
ex

th
at

w
as

pr
ep

ar
ed

by
th
e
th
er
m
al

de
co
m
po

si
tio

n
of

ir
on

pe
nt
ac
ar
bo

ny
l

in
th
e
pr
es
en

ce
of

ol
ei
c
ac
id

at
10
0

� C
,o

r
di
re
ct

ox
id
at
io
n
of

ir
on

pe
nt
ac
ar
bo

ny
li
n
th
e
pr
es
en

ce
of

ol
ei
c
ac
id

w
ith

tr
im

et
hy
la
m
in
e
ox
id
e

as
an

ox
id
an

t

M
ag
ne

tic
m
em

or
y
de

vi
ce
s,
fe
rr
ofl

ui
ds
,

re
fr
ig
er
at
io
n
sy
st
em

s,
m
ed

ic
al

im
ag
in
g,

dr
ug

ta
rg
et
in
g,

ca
ta
ly
si
s

[3
00
]

H
em

at
ite

(�
–F

e 2
O

3�
20
–5
0
nm

pa
rt
ic
le

si
ze

M
ix
tu
re

(F
eC

l 3
+

E
O

+
et
ha

no
l)
he

at
ed

at
20
0
an

d
30
0

� C
[1
28
]

Z
nG

a 2
O

4
N
ee
dl
e
or

ro
d-
lik

e
pa
rt
ic
le
s
pl
us

10
–

20
nm

na
no

pa
rt
ic
le
s

>
18
0

� C
tr
ea
tm

en
t
of

m
ix
ed

m
et
al

su
lfa

te
sa
lt
so
lu
tio

ns
+N

H
3

Tr
an

sp
ar
en

t
an

d
co
nd

uc
tiv

e
m
at
er
ia
ls
,

ph
os
ph

or
s

[2
97
]

B
aT

iO
3

N
an

oc
ry
st
al
lin

e
po

w
de

rs
A
m
or
ph

ou
s
T
ig

el
or

an
at
as
e
pr
ec
ur
so
r

in
B
a(
O
H
) 2

so
lu
tio

n
D
ie
le
ct
ri
c
or

fe
rr
oe
le
ct
ri
c
m
at
er
ia
ls

[3
01
]



Ceramic Nanoparticle Synthesis 701

A commonly written equation for the hydroxylation of metal
ions (Mz+) is

Mz+	aq�+ zOH+	aq� → M	OH�z�

It only represents the mass balance of a precipitation
process. In fact, metal complexes (also called solutes)
{[Mn(H2O)np−m(OH)m]	nz−m�+} act as precursors to nucle-
ation and affect particle growth. In other words, the
hydrolyzed species are intermediates to the precipitation of
the corresponding hydroxides [130, 131]

n�M	H2O�p�
z+ +mOH− → �Mn	H2O�np−m	OH�m�

	nz−m�+

+mH2O

or

n�M	H2O�p�
z+ OH−

−−→ �Mn	H2O�np−m	OH�m�
	nz−m�+

OH−
−−→ nM	OH�z

During forced hydrolysis, the hydroxide ions are formed in-
situ by the deprotonation of water molecules coordinated by
the metal ions [131–133] according to

n�M	H2O�p�
z+ → �Mn	H2O�np−m	OH�m�

	nz−m�+ +mH+

At elevated temperatures, the above forced hydrolysis can
occur in the absence of base. Raising the temperature and
adjusting the initial pH of the solution affects the hydroxyla-
tion of metal ions and the generation of complexes responsi-
ble for particle nucleation and diffusional growth. Typically,
the pH decreases in the course of the reaction due to depro-
tonation of the hydrated cations, eventually leading to the
formation of solid hydrous oxides. The low pH used in these
systems is particularly important in order to keep a relatively
low supersaturation with hydroxide ions that are constantly
furnished by dissociation of water as their reservoir. Coagu-
lation is prevented mainly by the repulsive force of the elec-
tric double layer exerted from the positively charged surfaces
of each particle in the low pH range, which is effective at
low ionic strength [94]. To consistently obtain particles with
controlled characteristics, it is necessary to control the pH,
the concentration of reactants, the temperature, the anions
or counterions of a given metal salt solution, the method
of mixing, etc. Anions could be highly responsible for the
particle morphology. Forced hydrolysis can yield particles of
different shapes (spherical, cubic, ellipsoidal, etc.), either of
the same or different chemical composition.

In summary, the forced hydrolysis method requires an
acidic solution containing a metal salt at a given concen-
tration to be heated in order to produce hydroxide ligands
in-situ by the deprotonation of bound water.

With less strongly hydrolysable cations, it is necessary to
raise the pH somewhat by the addition of a weak base in
order to promote or accelerate hydroxylation, and thus pre-
cipitation. For example, the hydrolysis of cations can be
achieved by the controlled release of anions (hydroxide ions)
into a metal salt solution [92] by gradual decomposition
of certain organic compounds such as urea, formamide, or
hexamethylenetetramine (HMTA). When urea is heated in

a solution, carbonate ions are produced, accompanied by
a simultaneous increase in the pH homogenously through-
out the whole solution, leading to the precipitation of metal
basic carbonates.

	NH2�2CO+ 3H2O → CO2 + 2NH+
4 + 2OH−

The gradual and uniform rise in pH can result in the nucle-
ation and growth of uniformly nanosized particles. Calcina-
tion is usually required to transform the carbonates to metal
oxides. Rojas and Ocana [134] used HMTA to enhance the
forced hydrolysis of ceria (Pr doped). Song and Kang [135]
have taken advantage of the gradual urea decomposition in
aqueous solutions of SnCl4 to prepare nanosized tin oxide
particles. Similarly, uniform colloids can be obtained by the
controlled release of cations approach—the slow release of
cations from organometallic complexes, which then react
with hydroxide ions in solution [133].

Another entirely different approach is the thermal decom-
position of complex solutes in solution. Metal chelates or
similar organometallic compounds can be decomposed in
strongly alkaline solutions to yield uniform metal (hydrous)
oxides. Complexing agents, such as triethanolamine (TEA),
nitrilotriacedic acid (NTA), and (ethylenedinitrilo) tetra-
acetic acid (EDTA), appear to prevent both nucleation and
coagulation during particle growth by shielding the metal
ions. Meanwhile, complexes may liberate metal ions by
degrees with the progress of precipitation. The decomposi-
tion of metal chelates typically requires much higher tem-
peratures (i.e., similar to hydrothermal conditions) due to
the stability of metal complexes. Particles obtained by this
method show a relatively large size and a different crystal
shape, other than spheres.

Some examples of using forced hydrolysis in (hydrous)
oxide nanoparticle synthesis are shown in Table 4.

Most of the forced hydrolysis processes use aqueous solu-
tions of inorganic salts. However, hydrolysis and inorganic
polymerization can be carried out on salts dissolved in a
nonaqueous medium such as a polyol medium. For exam-
ple, Ammar et al. [136] have used this polyol approach to
prepare monodispersed cobalt ferrite nanoparticles.

Instead of using a pure aqueous solution, the addition of
alcohol to the solution could significantly affect the solid
nucleation and growth kinetics, as well as the particle mor-
phology. Hu et al. [137] have demonstrated that the addition
of alcohol to an aqueous solution of metal salts can dramat-
ically enhance the solid phase nucleation and growth rate,
although the solid phase and morphology of the particles
may be different from those obtained from forced hydroly-
sis of alcohol-free aqueous solutions. Li and Gao [138] pre-
pared nanocrystalline zirconia in a water–ethanol mixture
solution.

A forced hydrolysis process has been coupled with
microwave heating (using a particularly fast heating rate) to
enhance the process kinetics and uniformity of the nano-
particles. For example, Bellon et al. [139] prepared zirco-
nia sols (i.e., colloidally stable suspensions) and powders by
the microwave heating of ZrCl4 solutions at 180 �C. Zhu
et al. [140] prepared tin oxide nanoparticles, and Liao et al.
[141] prepared amorphous hematite nanoparticles via this
method.
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3.2.4. Sol–Gel Synthesis
Metal alkoxides dissolved in homogeneous alcohol–water
solutions are typically used in a sol–gel process, which is so
named because it usually involves a stage of sol (solids sus-
pended in a continuous liquid phase) formation, and then
a stage of gellation (liquid particles/pockets suspended in a
continuous solid phase) process. Sol–gel also refers to pro-
cessing in a liquid medium to obtain solid matter (such as
particles) which does not settle under the effects of gravity
[142]. Water and alkoxides are immiscible, and thus a mutual
solvent such as alcohol is utilized. Catalysts such as mineral
acids (such as HCl) or bases (such as ammonia) are mostly
used, as well as many others (acetic acid, KOH, amines, KF,
and HF). Acid-catalyzed processes tend to yield primarily
linear or randomly branched polymers for use as coatings,
while base-catalyzed processes yield highly branched clusters
for making particles.

The sol–gel process typically involves alkoxide hydrolysis
and a condensation reaction [143]

M	OR�x + yH–OH → M	OR�x−y	OH�y + yROH

where R represents an alkyl group. The partially hydrolyzed
species are then linked to form M–O–M bonds by conden-
sation via dehydration or dealcoholation

–M–OH+HO–M– → –M–O–M–+H2O (dehydration)

–M–OH+RO–M– → –M–O–M–+ROH (dealcoholation)

True metal alkoxides are highly sensitive to hydrolysis.
Condensation reactions can be controlled via the chemical
modification of metal alkoxides with complexing/chelating
ligands such as acetyl acetone (acacH) [144, 145] and
others (polyols, organic acids, 
–diketones, and allied
derivatives). The M–acac bond, stabilized by chelation,
and 
–diketonates, is much more difficult to hydrolyze
than alkoxy groups. This process, involving hydrolysis →
polymerization → nucleation → growth, condenses the
molecular units together into small clusters (the “sol”),
eventually leading to the formation of an insoluble three-
dimensional network (the “gel”), which can be further con-
densed into a solid.

Sol–gel processes, based on the hydrolysis and conden-
sation of molecular precursors, have historically played a
significant role in glass and ceramic coating applications.
Through these processes, homogeneous oxide materials
with desirable properties like hardness, optical transparency,
chemical durability, tailored porosity and thermal resistance
can be produced at room (or low) temperatures. This pro-
cess contrasts to the much higher melting temperatures
required in the production of conventional inorganic glasses.
Factors that affect the rate of hydrolysis and condensation
reactions (and thus the microstructure of the solid sol–gel-
derived materials) include the pH, temperature, and time
of reaction, reagent concentrations, catalyst nature and con-
centration, water/metal molar ratio, aging temperature and
time, and drying. In addition, the chemical design of the
molecular precursors provides an interesting tool to control
condensation reactions and tailor the nanostructure of the
oxide materials [145].

Sol–gel chemistry presents many advantages for the pow-
derless processing of ceramics, the molecular design of
advanced materials, or the synthesis of hybrid organic–
inorganic compounds. The sol–gel process has also been
reported for making nanophase ceramics (ceramic lay-
ers containing individual <10 nm nanoparticles) by using
inverse micelle reaction media or acacH-modified alkoxides
[144]. Pierre [142] has specifically discussed the principles
for achieving monodispersity during the sol–gel processing
of ceramic powders.

Some recent efforts in the sol–gel synthesis of nanosized
oxide particles or nanocrystalline powders are summarized
in Tables 5 and 6. A classic example of sol–gel processes for
making ultrafine particles is the one developed by Stöber
and Fink [146] for the production of monodispersed silica
using an alkoxide (tetraethoxy silane, TEOS) and ammo-
nia catalysis. The sizes of these so-called “Stöber spheres”
range from a few nanometers to a few micrometers, depend-
ing on the conditions (concentrations of reactants such as
TEOS, ammonia, and water; reaction temperature and time;
method of mixing, etc.). Livage et al. [145] used acacH to
tailor the alkoxide condensation reaction kinetics, and thus
the zirconia nanoparticle size. The mean diameter increases
when the ratio of [H2O]/[Zr] increases and the ratio of
[acac]/[Zr] decreases.

Some sol–gel processes do not have to use alkoxides
as starting precursors. Chen and He [147] used all inor-
ganic metal salts (with PAA as a complexing agent to cou-
ple the two metal species together) to achieve sol and gel
formation, and thus produced nickel ferrite nanoparticles.
In some other cases, transient alkoxide-like species were
formed from reactions of inorganic metal salts and alcohol.
Dong and Zhu [128] and Manorama et al. [112] prepared
nanoparticles with transient alkoxide formation processes.
Metallorganic compounds such as metal formates have also
been used as precursors in the sol–gel synthesis of multi-
component nanosize ceramic powders [148–151].

For mixed metal oxide powder synthesis, the use of sin-
gle molecular multimetallic alkoxide precursors has certain
advantages, such as precise control of chemical stoichiom-
etry and composition homogeneity. Narayanan and Laine
[152] developed the use of a trimetallic double alkoxide
precursor to prepare phase-pure potassium aluminosilicate.
O’Brien et al. [153] used a bimetallic alkoxide to synthesize
monodispersed barium titanate nanoparticles in the 4–12 nm
particle size range.

In addition to chemistry, other process strategies were
taken into account to tailor the sol–gel synthesis of nano-
particles. Kim and Kim [154] developed a “semibatch-batch
two-stage reaction” to decrease the size of titania nano-
particles. The particle size was reduced to 132 nm in the first
stage, and decreased to 42 nm in the second stage. Better
uniformity was another benefit.

Sol–gel processes at low temperatures generate mostly
amorphous nanoparticles or gels, which require further high-
temperature treatment such as calcination to obtain nano-
crystalline powders. Some sol–gel processes are coupled with
hydrothermal processing (in an autoclave reactor) to pro-
duce some as-prepared particles with the desired crystalline
phases [155–157].
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Table 5. Synthesis of single metal–oxide nanoparticles by sol–gel processes.

Nanoparticle Characteristics of
materials nanoparticle Brief process description Ref.

SiO2 Amorphous monodispersed nanoapheres Ammonia-catalyzed hydrolysis and
condensation of TEOS–ethanol–
water homogeneous solutions

[146]

13.7 nm monodispersed nanoparticles Semibatch method using TEOS,
ammonia, ethanol, HPC, and water

[309]

ZrO2 Sol of amorphous, monodispersed
nanoparticles (∼3 nm hydrodynamic
dia.) <10 nm

Acetylacetone (CH3–CO–CH2–CO–CH3�
added to the Zr(OPri�4 solution prior
to hydrolysis to decrease reactivity:

[145]

Zr(OPri�4 + x acacH → Zr(OPri�3−x

(acac)x + x PriOH
[144]

Gel calcined into nanocrystalline phase
(10–32 nm crystallite size)

Zr n–butoxide in terbutilic alcohol, with
hydrolysis catalyst HCl, C2H4O2, or
NH4OH, dried and annealed, then
sulfated with H2SO4

[310]

SnO2 2–12 nm particle sizes, 2.4–5.5 nm
crystallite sizes

Hydrolysis of Sn (IV)–isopropoxide
dissolved in ethanol

[302]

TiO2 Porous anatase nanoparticles, 9–15 nm
particle size · crystallite size

Heating (348 K) of ethanol solution of
Ti tetra isopropoxide and H2O2 →
Ti–peroxy compounds → Ti–peroxy
gel, which was treated at 348 K for
6–48 h

[311]

42 nm particle size Semibatch reaction (Ti(OC2H5�4/HPC/
ethanol feed into H2O/ethanol,
stir for 60 min), followed by
batch reaction (add additional
Ti(OC2H5�4/HPC/ethanol and
H2O/ethanol, stir 60 min), then
drying at 70 �C for 12 h

[154]

10.7 nm particle size Semibatch method
1–5 nm core sizes (anatase), particle

surface coated
Hydrolysis at 60 �C of Ti butoxide in the

presence of acetylacetone and para-
toluenesulfonic acid; particle surface
protection through: (1) complexation
by acetylacetonato ligands, and (2)
adsorbed organic–inorganic layer
made with acetylacetone, para-
toluenesulfonic acid, and water.

[309]

5–12 nm crystallite sizes Hydrolysis of Ti(IV) isopropoxide;
stabilized by hydroxylpropyl cellulose
(HPC)

[312]

[313]

ZnO 3–5 nm zincite crystallites, which
aggregate into larger spherical
particles

Alkoxide-based synthesis involving
diethylzinc, tert-butyl alcohol,
ethanol, and water:

[314]

Zn	CH2CH3�2 + 2	CH3�3COH →
Zn�OC	CH3�3�2 + 2CH3–CH3

Zn�OC	CH3�3�2 + 2H2O (in ethanol) →
Zn	OH�2 + 2	CH3�3COH

Zn	OH�2 → ZnO+H2O (heating: RT→
90 �C 15 min → 250 �C 15 min)

∀–Fe2O3 Nanosized Sol–gel process using ethylene oxide and
FeCl3 as starting materials in ethanol

[315]

Sc2O3, ScOOH <80 nm, lozenge-shaped platelets (66 ×
37× 4�5 nm)

Sc(acac)3 dissolved in 2–methoxyethanol,
in which water/methoxyethanol was
added, refluxed until yellow color
vanished, and a light bluish aspect
appeared.

[316]
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Table 6. Synthesis of mixed metal-oxide nanoparticles by sol-gel processes.

Nanoparticle Characteristics
materials of nanoparticle Brief process description Ref.

NiFe2O4 5–30 nm crystallite sizes Aqueous solution of Ni nitrate and Fe (III) nitrate, mixed with
aqueous solution of PAA (as a chelating agent), then add nitric
acid → transparent green solution, evaporation at 50 �C →
transparent sol, 50 �C 10 h → viscous brown gel, calcined →
spinel nickel ferrite nanopowders

[147]

BaTiO3 Monodispersed nanoparticles
(4–12 nm particle sizes)

Single bimetallic alkoxide molecular precursor method: barium
titanium ethyl hexano–isopropoxide is injected into a mixture of
diphenyl ether at 140 �C under argon or nitrogen. The mixture is
cooled to 100 �C and 30% H2O2 is injected, stirred over 48 h to
promote further hydrolysis and crystallization of the product in an
inverse micelle condition.

[153]

Crystalline fine powders Dissolve Ba metal in 2–methoxyethanol → add Ti isopropoxide
→ reflux under nitrogen at 135 �C → hydrolyze with water
(water/alkoxide = 3/1) → amorphous gel powder → dry → calcine
→ powder

[317]

PbZrxTi1−xO3

(PZT)
∼17 nm nanocrystal size, free
standing

Sol–gel synthesis using lead acetate, Ti(IV) ethoxide and Zr(IV)
butoxide

[318]

Al2O3–TiO2 Nanocrystalline powder (1–150
nm grain sizes), spherical or
cubic shaped

Poly(ethylene glycol) (PEG) sol–gel method [319]

Binary and
ternary oxide
nanopowders

Calcined nanocrystalline powders
of BaO–SiO2 (60–150 nm),
mullite (85–15 nm), eucryptitite
(140–205 nm), spodumene (150–
200 nm)

Aqueous sol–gel method with formates and TEOS as precursors [148, 150, 151]

IrO2–Ta2O5 Ultrafine, irregular shaped IrCl3 dissolved in ethanol under nitrogen → Ir ethoxide → mixed
with Ta(OC2H5�5 → add ammonia → slow addition of H2O2 (to
oxidize Ir precipitates) → dried, calcined

[320]

RuO2–SnO2 Ultrafine, irregular shaped Hydrolysis and condensation of metal alkoxides in ethanol [321]

Al2O3 and
Al2O3/MgO

<2 nm crystallites in powders Sol–gel + autoclaving thermal conversion: modified aerogel
synthesis involving Al and Mg alkoxides, toluene, methanol,
ethanol, and water → gel → autoclave at 265 �C

[155]

TiO2 Dispersed colloids of tightly
aggregated secondary particles
(10 nm primary particle size,
100 nm secondary particle size)

Hydrothermal sol-gel [157]

<10 nm particle size Sol–gel synthesis → peptization → growth under hydrothermal
treatment in a basic environment at 190–270 �C

[156]

3.2.5. Solvothermal Synthesis and
Nonhydrolytic Route

While water is used for the hydrothermal synthesis of
hydrated oxides, other nonaqueous solvents have also been
utilized for liquid-phase thermal processing. Nonaqueous
solvothermal processes and some nonhydrolytic approaches
have been proven to play a significant role in the synthesis
of advanced nonoxide ceramic materials by using reactions
in nonaqueous solutions [158–160].

Parala et al. [161] have described a nonhydrolytic sol–
gel approach to the preparation of uniform, quantum-
confined titania nanocrystals using an intramolecular
adduct-stabilized alkoxide precursor. The organic passivat-
ing ligand TOPO was used as the reaction medium for the

nucleation and growth of nanocrystals, and as a capping
agent. Titanium alkoxide was modified by replacing one or
more isopropoxide groups with donor functionalized alkox-
ide ligands such as dimethylaminoethoxide (dmae) or diethyl
aminoethoxide (deae), leading to the formation of more
fully saturated compounds that have reduced air/moisture
sensitivity compared to the parent alkoxides. In a typical syn-
thesis, TOPO was heated to 200 �C, degassed (flushed with
argon), and heated to 325 �C. Then the modified alkoxide
precursor was injected rapidly into the reaction flask under
an argon atmosphere, and the reaction was maintained at
300 �C for 15 min. The resulting nanocrystals (3–5 nm,
spherical shape) can be readily dispersed in polar solvents
like toluene or hexane. In contrast to aqueous sol–gel
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processes, the nonhydrolytic sol–gel technique in hydrocar-
bon solvents at high temperatures allows access to very small
free-standing crystallites, and opens up new possibilities for
control over size distribution, surface chemistry, and particle
agglomeration.

Nonaqueous solvothermal processes can be defined as
chemical reactions or transformations in an organic solvent
under elevated temperature and pressure conditions, such as
supercritical conditions or near such a pressure–temperature
domain. The specific physicochemical properties of sol-
vents in supercritical conditions in particular can markedly
improve the diffusion of chemical species [160]. The
chemical composition of the solvent must be adapted to
the material to be prepared. Solvothermal processes have
been developed for: (1) the shaping of materials (crys-
tal growth or the preparation of fine microcrystallites),
(2) the synthesis of new materials with interesting prop-
erties, and (3) the development of new processes for
preparing functional materials. In particular, the solvother-
mal technique provides an alternative approach that allows
the economical synthesis of fundamentally important well-
defined nanometer-sized materials under mild conditions
[162]. On the other hand, the direct precipitation of
metal oxides from high-boiling-point organic solvents, as in
“glycothermal synthesis,” presents an alternative to wholly
aqueous hydrothermal material synthesis routes [160, 163,
164]. These processes have used nonaqueous solvothermal
processes to synthesize phyllosilicate-like oxides without the
OH groups and stabilized nitrides (such as Mo2N and/or
MoN fine particles and C3N4� in nitriding solvents (NH3 or
NH2NH2�. Yin and Wang [165] prepared cobalt and cobalt
oxide (CoO) nanocrystals by the chemical decomposition of
Co2(CO)8 in toluene (at 130 �C), in the presence of sodium
bis(2–ethylhexyl) sulfosuccinate as a surface active agent.
Adair et al. [163] synthesized alpha-alumina of controlled
particle size and shape in 1,4–butanediol solutions (with a
high boiling point). The glycothermal synthesis technique
allows for the production of anisometrically shaped particles
with controlled morphology and size distribution [164].

Hong et al. [162] developed a so-called “alcohol-thermal”
route under mild conditions (110 �C) to prepare CuO nano-
particles (∼3–9 nm, depending on reaction temperature)
using copper acetate as the starting material. Hai et al. [166]
prepared SnS2 nanoparticles (∼150 nm average particle size,
laminar shape) by a solvent–thermal synthesis method using
the precursor salts SnCl2 and CS2 dissolved in absolute alco-
hol autoclaved at 200 �C for 16 h. Qiu et al. [167] synthe-
sized nanosized Y–TZP powders (∼15 nm crystallite size) by
a coprecipitation, followed by the distillation of the result-
ing gel in n–butanol. In some cases, a small quantity of
water may be involved. For example, Kominami et al. [168]
synthesized nanocrystalline tantalum (V) oxide powders by
a solvothermal reaction of Ta pentabutoxide in toluene at
473–573 K in the presence of water.

Organic solution-phase decomposition of iron precur-
sors at high temperatures has been widely used in iron
oxide nanoparticle synthesis. Recent advances have demon-
strated the synthesis of high-quality, monodispersed �–
Fe2O3 and Fe3O4 nanoparticles (<20 nm in diameter); one
such method uses the high-temperature (265 �C) reaction
of Fe(III) acetylacetonate in phenyl ether in the presence

of alcohol, oleic acid, and oleylamine [169]. By perform-
ing the reaction in propylene glycol under reflux, Rajamathi
et al. [170] were able to hydrolyze FeCl3 in the presence
of n–octylamine to obtain soluble, monodispersed �–Fe2O3
(∼5 nm).

3.2.6. Microwave Heating Synthesis
Microwave-assisted synthesis for the production of inorganic
compounds has been studied since 1986. As compared to
conventional oven heating (with a slow heating rate and
heat transfer), microwave “volumetric” heating of liquids
is an alternative heating approach with specific advantages.
Microwave heating of the hydrothermal reactor was found
in some cases to cut the reaction time significantly, to gen-
erate remarkable size uniformity, and to produce some new
phases as well as known ones [171].

Recently, there have been some reports on microwave
dielectric heating for the liquid-phase synthesis of nano-
particles [172]. This literature is summarized in Table 7.

3.2.7. Synthesis in Microemulsions or
Reverse Micelles

Microemulsions are thermodynamically stable, fluid, and
optically clear dispersions (10–100 nm subphases) of two
immiscible liquids such as water and oil. Microemulsions
form when a surfactant, or more commonly a mixture of
surfactants and cosurfactants, lowers the oil/water interfa-
cial tension to ultralow values, allowing thermal motions to
spontaneously disperse the two immiscible phases. Unlike
conventional emulsions, however, microemulsion domains
fluctuate in size and shape, and undergo spontaneous coales-
cence and break up [173]. Miniemulsions are systems where
small droplets with high stability are created in a continuous
phase by using high shear [174]. Reverse micelles are molec-
ular self-assemblies from surfactants or block copolymers,
which have a spherical shape with a hydrophilic (water-
loving) core and a hydrophobic tail on the sphere surface.

Microemulsion synthesis is probably the most popularly
reported method, in recent literature, for the synthesis of
nanosized inorganic particles (oxides, mixed oxides, semi-
conductor nanocrystals, metal nanocrystals or nanoclusters,
coated nanoparticles, etc.). It is still an active research topic.
We, however, will mainly focus on the review of work on
ceramic (oxide) nanoparticles. Self-assembly systems such
as water-in-oil microemulsions (or reverse micelles), or
other self-assembled structures of surfactants and block
copolymers, have been utilized as “nanoreactors” that con-
fine a solid phase formation [175–177]. The application of
a microemulsion as a precipitation medium yields much
smaller particles (with narrower size distribution) than can
be obtained from homogeneous solutions [178, 179]. In addi-
tion, reverse micelles or water-in-oil (W/O) microemulsion
methods have been utilized for the growth of anisotropic
nanoparticles (such as plate-like oxides) and core–shell
nanoparticles (via arrested precipitation) [180].

In a typical process for nanoparticle synthesis by a
microemulsion technique, the organometallic and/or metal
salt precursors are dissolved inside the water pools of the
reverse spherical micelles, and are allowed to react via
droplet collision and rapid intermicellar exchange of their
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Table 7. Microwave heating liquid-phase synthesis of nanoparticles and nanocrystalline powders.

Nanoparticle Characteristics of
materials nanoparticle Brief process description Ref.

ZrO2 Polymer stabilized ZrO2 nanopowders with
average crystallite size of 2.0 nm

Microwave heating in an aqueous solution
containing Zr(NO3�4, PVA, and NaOH

[322]

Randomly shaped particles of roughly 30
nm, which are aggregates of 3–4 nm
crystallites of tetragonal and monoclinic
phases

Flash synthesis by microwave-forced hydrolysis [139]

SnO2 ∼3 nm particle (or crystallite) size in as-
prepared powders; 4, 12, 18, and 60 nm
avg. particle sizes for powders annealed at
200, 400, 600, and 800 �C

Microwave irradiation heating-forced hydrolysis
of an aqueous solution in the presence of
SnCl4 and urea

[140]

CeO2 Nanocrystalline powder (2.6 nm crystallite) Microwave-assisted heating routes
from aqueous solutions containing
(NH4�2Ce(NO3�6, hexamethylenetetramine,
and poly(ethylene glycol)-19000 (PEG)

[323]

Monodispersed nanocrystalline powders
(2.0 nm crystallite size)

Microwave irradiation of aqueous solution
containing (NH4�2Ce(NO3�6, PEG, and NaAc

[308]

∀–Fe2O3 Monodispersed red hematite spherical
particles (30–66 nm in diameters)

Microwave hydrothermal treatment of solution
containing FeCl3 and HCl at 100–160 �C
2–8 h

[324]

Monodispersed hematite nanoparticles Microwave thermohydrolysis of nitrate iron
(III) solutions

[325]

Uniform nanoparticles (coarse ∼70 nm
particle size, tetragonal shape 80 nm
diagonal length, or ellipsoidal 50–100 nm
particle sizes)

Microwave refluxing of mixed solutions of
Fe(NO3�3 and HNO3, Fe(NO3�3 and NaOH,
or Fe(NO3�3 and NaH2PO4

[326]

Amorphous Fe2O3 ∼3–5 nm particle sizes in amorphous
powder (agglomerate); sintered ∀–Fe2O3

riziform particles (10 nm diameter × 30
nm length)

Microwave irradiation heating of an aqueous
solution containing ferric chloride,
polyethylele glycol-2000 and urea

[308]

Binary oxides BaTiO3, Particle sizes for as-prepared (heated)
powders (nm): 10 (20–30), 15 (40–50),
∼200 × 600 (same), and 5–7 (20–30),
respectively. Crystallite sizes in as-
prepared (heated) powders (nm): 9 (19),
11 (26), 1.8 (24), and 1.2 (17), respectively

Microwave-assisted soft-chemical route: using
precursor salts BaCl2 hydrate, Pb(Ac)2,
Ti(Opri�4, and ZrOCl2

[327]
Ba6Ti17O40, BaZrO3,
PbTiO3

∀–Al2O3 Crystalline powders (60–990 nm particle
sizes)

Microwave-assisted “combustion” of redox
solution mixtures containing the desired
metal ions (from Al nitrate), urea as oxidizing
reactant and fuel

[328]

BaTiO3 Ultrafine tetragonal-phase powders Microwave heating of solutions containing
BaCl2, TiO2, NaOH, and deionized water

[329]

water content [181]. The nanoparticle formation in the
microemulsion process is controlled mainly by diffusion, and
is also dependent on the nature of the surfactant. Two major
procedures have been reported: (1) the catalyst is already
contained in the water phase, and the precursor (such as
an alkoxide), dissolved in the continuous medium, progres-
sively enters the water pools of the reverse microemul-
sion; and (2) the precursor and the catalyst are prepared
as two separate microemulsions, and are mixed together to
allow the reaction to proceed via micellar exchange of two
microemulsions.

Instead of water, an ethanol-in-oil microemulsion has
been prepared for the synthesis of zinc oxide nanoparticles
[182]. Some nanoparticle synthesis work has also been
done with oil-in-water microemulsions (or normal micelles)
involving ionic surfactants, in which counter ions are
replaced by ions participating in the chemical reactions
[175, 181]. This technique demonstrated the use of triblock

copolymer spherical micelles in tetrahydrofuran/hexanes as
templates for the preparation of inorganic nanoparticles
(iron oxide, ∼4–16 nm particle sizes).

Tables 8 and 9 summarize some major microemulsion syn-
thesis work from recent years, with a focus on the nano-
particles of oxides and mixed oxides.

3.2.8. Sonochemical Synthesis
Ultrasound has been applied to enhance chemical reactiv-
ity, particularly in synthetic materials chemistry. The chemi-
cal effects of ultrasound are derived primarily from acoustic
cavitation. Bubble collapse in liquids results in an enormous
concentration of energy from the conversion of the kinetic
energy of the liquid motion into heating of the contents of
the bubble. The high local temperatures and pressures, com-
bined with extraordinarily rapid cooling, provide a unique
means for driving chemical reactions under extreme condi-
tions [183].
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Table 8. Single-(hydrous)oxide nanoparticle synthesis in microemulsions (or reversed micelles).

Nanoparticle Characteristics of nanoparticle Brief process description Ref.

SiO2 30–70 nm diameters,
monodispersed spheres

Hydrolysis of TEOS in water-in-oil microemulsion
consisting of polyoxyethylene (5) monylphenyl ether
(NP5)/cyclohexane/ammonium hydroxide

[330]

Monodispersed, 0.1–1.5 m avg.
sizes

Mix W/O catalyst(NH3)-containing microemulsion with
TEOS containing microemulsion

[331]

Particle sizes: 70–640 nm Microemulsion using block copolymers and nonionic
surfactant

[332]

ZrO2 Amorphous as-prepared
particles

Reverse microemulsion: water–cyclohexane–hexanol–
Triton X-100

[333]

Crystallized (tetragonal) at
450 �C∼4 nm 5–50 nm
particle size (by TEM)

Two-emulsion precipitation technique: two solutions
of reverse emulsion, one containing Zr4+ aqueous
droplets, and the other aqueous ammonia (or
HMTA) droplets, with the same water/oil ratio are
prepared separately and mixed together to form a
slurry of ZrO2 precursors

[334]

5–8 nm spherical
nonaggglomerated particles
Zn oxalate precursor
nanoparticles (5–13 nm)

Ethanol-in-oil microemulsion: Zn-AOT/ethanol/isooct-
ane, Na–DEHSS (diethylhexyl) sulfosuccinate as
surfactant, Zn nitrate as salt precursor dissolved in
ethanol

[335, 182]

Al oxide–hydroxide Amorphous, mean particle
sizes of 1.0–2.4 nm

Hydrolysis of Al isopropoxide in the L-
2 phase of amphiphilic (PDMS–POE)
polydimethylsiloxanepolyoxyethylene Silwet L-7607–
octanol/acetylacetone–water mixtures

[336]

TiO2 Nanoparticles (both anatase
and rutile phase)

Hydrolysis of tetrabutyl titanate in water core
of a water-in-oil microemulsion, provided by a
functionalized surfactant Span-Tween 80 (mixture of
sorbitol monooleate and polysorbate 80)

[337]

20–50 nm particle sizes in
agglomerated powders

Mix of microemulsions. Precipitation of Ti hydroxide
by NH4OH in microemulsion (water/Triton
X-100/hexanol/cyclohexane).

[338]

Sb2O4 Nanorods (50–175 nm
diameter and several
micrometer length)

Aqueous solution of SbCl3 and HCl → mixed with
toluene containing AOT → ultrasonication → add
NaOH slowly → take upper layer transparent
yellow-colored solution and reflux → organosol →
evaporation to get zerogel→ drying to get powder

[339]

Fe3O4 <10 nm particle size, equiaxial
morphology

O/w microemulsion using cyclohexane as the oil
phase, NP5 + NP9 as the surfactant phase, and a
Fe(II)/Fe(III) salt solution as the aqueous phase

[340]

∼4 to ∼16 nm sphere Use of triblock copolymer micelles with hydrophilic
cores as templates

[175]

2–8 nm particle size range Use cyclohexylamine to precipitate Fe(II) and Fe(III)
by mixing two microemulsions (inverse micelles), a
ternary system cyclohexane/Brij-97/water

[341]

–Fe2O3 ∼10 nm spherical particle,
coated with DBS and CTAB
(cetyltrimethyl ammonium
bromide)

Precipitation of FeCl3 by NaOH in microemulsion
water sodium dodecyle benzene sulphonate (DBS)/
toluene: Fe3+ + OH− → ∃–FeOOH → –FeOOH
→ –Fe2O3

[342]

TiO2 As small as 2 nm, amorphous
powder

Sol–gel reaction with Ti tetraisopropoxide in miw/o
microemulsion containing water, cyclohexane, or
octane, and surfactant such as polyoxyethylene (10)
octylphenyl ether (TX-100), polyoxyethylene lauryl
ether, or bis (2-ethylhexyl) sodium sulfosuccinate

[343]

Er2O3 5–30 nm in diameters Inverse microemulsion technique: cyclohexane as the
oil phase, NP5 + NP9 as the surfactant phase, and a
Er(III) nitrate salt solution as the aqueous phase

[344]

continued
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Table 8. Continued

Nanoparticle Characteristics of nanoparticle Brief process description Ref.

BiOCl Monodispersed 250 nm long
arrowhead-shaped particles
(from hexagonal phase)
or roughly spherical 5 nm
particles (from lamellar
phase)

Lyotropic liquid crystal nanoreactors: 3-D percolated
hexagonal liquid crystal and 2-D percolated lamellar
liquid crystal

[345]

SnO2 30–70 nm particle sizes
for precursor hydroxide
particles, dried powder is
agglomerated

Water-in-oil microemulsion: water, AOT (surfactant),
and n–heptane (oil) SnCl4 containing microemulsion
was mixed with ammonia-containing microemulsion

[346, 347]

GeO2 Polyhedron (43–342 nm
particle sizes), Spindle (445–
838 nm), Cube (612–947 nm)

Hydrolyzing Ge tetraethoxide in a 2,2,4–
trimethylpentane solution of sodium bis(2–
ethylhexyl) sulfosuccinate (AOT) as a function of
water content

[348]

CeO2 8–48 nm mean particle sizes Precipitation of Ce(NO3)3 by ammonia in Titron N-
101/ n–pentanol/n–octane/water microemulsion

[349]

The sonochemical decomposition of volatile organometal-
lic precursors in low-volatility solvents has been a major
technique in producing various nanostructured materials
(such as metals/alloys, oxides, carbides, sulfides, nanosize
colloids, etc.). Examples of decomposition include: (1) the
decomposition of W(CO)6 and Fe(CO)5, and (2) the decom-
position of urea to precipitate metal ions in solution.

Table 10 summarizes some of the most recent efforts
in the sonochemical synthesis of inorganic nanoparticles
(mainly oxides) from liquid-phase reactions.

3.2.9. Electrochemical Synthesis
Electrochemical processes take advantage of not only solu-
tion chemistry, but also of electrical current-enhanced phe-
nomena through electrode(s) and electrochemical reactions
at the electrode–solution interface.

There are some recent reports on the synthesis of oxide
ceramic nanoparticles using electrochemical routes. Borgo-
hain et al. [184] prepared cuprous oxide (Cu2O) quantum
particles as small as 2 nm by a novel electrochemical route.
A Cu anode and a Pt cathode were used in an electrolytic
bath consisting of a mixture of acetonitrile (CH3CN) and
tetrahydrofuran (TMF) bubbled with nitrogen. The support-
ing electrolyte, tetra–n–octyl ammonium bromide (TOAB),
also served as a stabilizer. On application of an electric cur-
rent, the anode slowly dissolves, leading to the formation of
Cu ions, which get oxidized immediately after formation by
the residual oxygen in the bath, and subsequently get passi-
vated by the active TOAB species. The cluster size of Cu2O
was found to decrease with an increase in current density.
Pascal et al. [185] performed electrochemical synthesis in an
organic medium for nanoparticles of maghemite �–Fe2O3
(with narrow size distribution, average sizes varying from 3
to 8 nm).

Electrochemical routes were also reported for the syn-
thesis of nanostructured mixed oxides. Amigo et al. [186]
synthesized magnetic nanoparticles of Sr–Fe oxides (aver-
age sizes from 2 to ∼50 nm) in the shape of inverse cubic
spinels. The nanoparticles were precipitated from nitrate
media in the pH range of 1–3, and from chloride media
within the pH range of 1–12, by electrolysis of nitrate and

chloride solutions with Sr2+ and Fe3+ salts, using commer-
cial Fe electrodes. This electrochemical procedure is based
on the coprecipitation of oxides of Sr2+, Fe3+, and Fe2+

(supplied from the Fe anode) in the solution and electrodes
under the action of the applied electrical field

Fe → Fe2+ + 2e− (anode reaction)

2H2O+ 2e− → H2 + 2OH− (cathode reaction)

Maghenite and magnetite are assumed to be produced in
the alkaline region near the cathode

2Fe3+ + 6OH− → �–Fe2O3 + 3H2O

Fe2+ + 2Fe3+ + 8OH− → Fe3O4 + 4H2O

The resulting mixture of these oxides is further doped by
Sr2+, which partially substitutes the Fe2+ in the magnetite to
yield the final insoluble Sr–Fe oxide

Sr2+ + �	�–Fe2O3�a	Fe3O4�b� → �	�–Fe2O3�a	Fe3O4�b−1

× 	SrFe2O4��+ Fe2+

Similarly, Torres et al. [187] prepared Mn–Zn–Fe mixed
oxides (<50 nm nanoparticle size) as precipitates from chlo-
ride and nitrate solutions of pH 1.5 with Mn2+, Zn2+, and
Fe2+ or Fe3+ at temperatures between 40 and 80 �C using
electrodes of commercial iron.

In addition to oxides, the electrochemical route also has
been utilized for the synthesis of nonoxides. Griffiths et al.
[188] recently reported that the electrochemical oxidation
of a titanium electrode in a solution of potassium amide in
liquid ammonia resulted in the deposition of titanium nitride
as nanoparticles or as a thin film.

Nyffenegger et al. [189] reported a hybrid “electrochem-
ical/chemical (or E/C) method,” which is a relatively new
wet-chemical method, for the synthesis of zinc oxide (ZnO)
nanoparticles (with mean diameters of nanocrystallites in
the range of 1.5–10 nm) and films (10–40 nm thickness,
polycrystalline). The E/C procedure involves two steps: (1)
zinc metal is first electrochemically deposited at basal-plane-
oriented graphite electrode surfaces from dilute aqueous
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Table 9. Mixed-oxide nanoparticle synthesis in microemulsions (or reversed micelles).

Nanoparticle materials Characteristics of nanoparticle Brief process description Ref.

CoFe2O4 Oval-shaped, avg. radius of 4.8 nm Templating synthesis: self-assembly of
mixed-metal oxides in block copolymers

[350]

1–15 nm particle sizes AOT reverse micelles: adding aqueous
solutions of Fe(II) and Co(II) salts to
AOT dissolved in isooctane

[351]

MFe2O4 (M = Mn,
Fe, Co)

5.5 nm uniform size particle Two potions of solution of AOT in
isooctane were mixed with aqueous
solutions of the reactants, one containing
metal salts and another one containing
the precipitating agent NH4OH

[352]

10–20 nm particle sizes, spherical shape Two potions of solution of AOT in
isooctane were mixed with aqueous
solutions of the reactants, one containing
metal salts and another one containing
the precipitating agent NH4OH

[353]

CoLn0�12Fe1�88O4

(Ln = Ce, Sm,
Eu, Gd, or Er)

∼20 nm particle size O/w micelles using sodium dodecyl sulfate
as the surfactant

[354]

MnFe2O4 uniform ∼10 nm particle size AOT (bis(2–ethylhexyl) sodium
sulfosuccinate) in isooctane reverse
micelle solutions containing the reactants
FeSO4, MnSO4, NH4OH (precipitant),
and H2O2 (oxidant)

[355]

EuxY2O3 10–100 nm particle sizes, red-emitting
nanophosphor

Microemulsion containing petroleum
ether (60–80 �C), nonionic
surfactants NP5/NP9, aqueous yttrium
nitrate/europium nitrate and ammonium
hydroxide solution

[356]

Spherical shape, narrow size
distribution, high crystallinity, strong
photoluminescence

Precipitation of aqueous yttrium nitrate/
europium nitrate solution using
ammonium hydroxide in the reverse
microemulsions based on polyoxyethylene
(5) nonylphenyl ether/polyoxyethylene
(9) nonylphenyl ether, cyclohexane, and
water

[357]

Ba-stabilized
alumina

High thermal stability, high surface area,
uniform, long-shaped particles
(∼20 nm length and ∼8 nm width)

Microemulsion+ hydrothermal techniques [358]

PbBi2Ta2O9 Precursor powders are soft agglomerates
with nanosized primary particles
(near spherical, 40 nm primary
particle size after calcinations)

Colloid emulsion process [359]

Strontium ferrite 3.8 nm precursor parti-
cle sizes and
50–100 nm calcined particle sizes

Coprecipitation of Sr2+ and Fe3+ in a water-
in-oil microemulsion of water/CTAB/n–
butanol/isooctane → mixed hydroxide
precursor→ calcinations at 700 �C 5 h→
pure strontium ferrite

[360]

PbCrO4 3–100 nm uniform particles (spherical)
240× 140 nm (rectangular shaped)

W/o microemulsion: water/sodium bis(2–
ethylhexyl)sulfosuccinate (AOT)/n–
heptane Dropwise addition of Pb(NO3)2
containing microemulsion (colorless)
into orange-colored K2CrO4-containing
microemulsion

[361]

Barium
hexaaluminate

∼10–30 nm (calcined at 500–1300 �C) Sol–gel processing (controlled hydrolysis and
condensation of B and Al alkoxides) in
reverse microemulsion media

[362, 363]

3–10 nm precursor particle sizes [364]

continued
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Table 9. Continued

Nanoparticle materials Characteristics of nanoparticle Brief process description Ref.

Barium ferrite
(BaFe12O19)

Nanosized Mix two microemulsions: coprecipitation
of ferri/barium salts by ammonium
carbonate in microemulsion containing
an aqueous phase, CTAB surfactant,
n–butanol cosurfactant, and octane (oil).

[365]

SiO2-coated iron
oxide

As small as 1–2 nm iron oxide uniform
particle size, coating as thin as 1 nm

W/O microemulsion using nonionic
surfactants (Triton X-100, Igepal CO-
520, and Brij-97), by coprecipitation
of Fe(II)/ Fe(III) salts by NaOH or
ammonia. Coating was with TEOS sol–
gel reaction in microemulsion

[366]

Titania-coated
silica

∼60 nm monodispersed spheres Controlled hydrolysis of TEOS
and Ti n–butoxide in Triton X-
45/cyclohexane/water reverse (w/o)
microemulsions

[367]

Silica–copper oxide
composite

20–50 nm with uniform elemental
distribution, narrow distribution of
mesopores (3–6 nm), 320–379 m2/g

Controlled hydrolysis/polymerization of
Na2SiO3 and Cu(NO3�2 · 3H2O via
partial-microemulsion and double-
microemulsion processes at 28 �C,
consisting of sodium 1,4–bis(2–
ethylhexyl) sulfosuccinate and sodium
dodecyl sulfate, cyclohexane, and water.

[368]

Indium–tin oxide
(ITO)

Monodispersed, 9–12 nm as-prepared
particle size

Two emulsion mixing: ammonium hydroxide
coprecipitation of aqueous solution of
indium nitrate and tin chloride in AOT-
based reverse microemulsions

[369]

25 nm crystalline agglomertates after
calcinations at 700 �C

Cu2L2O5

(L = Ho, Er)
Spherical calcined nanoparticle

(15–25 nm in size)
Mixing (NH4�2CO3-containing

microemulsion with microemulsion
containing both Cu(NO3)2 and L(NO3)3
for coprecipitation. W/O microemulsion:
water/CTAB/n–octane/1–butanol

[370]

Precipitated Cu2Ho2(CO3�4(OH)2
(25–30 nm) and Cu2Er2(CO3�4(OH)2
(10–40 nm)

BaTiO3 Near-monodispersed, 6–17 nm sizes,
nonagglomerated, cube-shaped
crystals

Sol–gel reactions in W/O microemulsion
without any sintering process
(cyclohexane + 1–octanol + Tergitol™ +
water) + (Ti isopropoxide + Ba
isopropoxide)

[371]

Binary and ternary
metal oxides

8–19 nm crystallite sizes in
nanopowders Binary: TiO2, ZrO2

Ternary: BaTiO3, BaZrO3, SrTiO3,
SrZrO3

Sol–gel chemistry plus W/O microemulsion
technique

[372]

Perovskite-type
metal oxides

∼20 nm diameter metal oxalate particles,
calcined into single phase into
LaNiO3, La2CuO4, and BaPbO3

Oxalate precipitation in inverse micro-
emulsion

[373]

solutions; and (2) this deposit is then permitted to spon-
taneously oxidize and dehydrate at an open circuit in the
pH = 1.0 plating solution. Most recently, Penner [190] uti-
lized the hybrid electrochemical/chemical (or E/C) method
for synthesizing oxide and semiconductor nanoparticles or
quantum dots on graphite surfaces. This E/C method for the
synthesis of quantum dots of the generic semiconducting salt
MX typically involves three steps:

1. electrochemical deposition of size-monodispersed
nanoparticles of the metal M0 from a solution of metal
ions Mn+

2. electrochemical oxidation of these metal particles to
MOn/2

3. displacement of the oxygen from MOn/2 using HX (for
example) to yield nanoparticles of semiconductor MX.

The conversion from metal to metal oxide to metal salt
occurs on a particle-by-particle basis. The quantum dots thus
prepared by the E/C method possess many of the attributes
of quantum dots synthesized using molecular beam epi-
taxy, including epitaxial orientation on a substrate surface,
a narrow size distribution, and strong, particle size-tunable
photoluminescence.
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Table 10. Liquid-phase sonochemical synthesis of metal–oxide nanoparticles.

Nanoparticle Characteristics of
materials nanoparticle Brief process description Ref.

Tungsten oxide Amorphous as-prepared particles
(100–200 nm sizes), globular
agglomerates composed of
<5 nm dense primary particles)

Sonochemical decomposition: ultrasound
irradiation of a solution of tungsten
hexacarbonyl W(CO)6 in diphenylmethane
in the presence of an Ar(80%)–O2(20%)
gaseous mixture at 90 �C

[374]

Ceria Nanocrystalline powder (2.6 nm
crystallite)

Sonochemical-assisted heating routes
from aqueous solutions containing
(NH4�2Ce(NO3�6, hexamethylenetetramine,
and poly(ethylene glycol)-19000 (PEG)

[323]

Monodispersed, mean particle
size of ca. 3.3 nm

Sonochemical synthesis using cerium nitrate
and azodicarbonamide as starting materials,
and ethylenediamine or tetraalkylammonium
hydroxide as additives

[375]

Nickel aluminate
spinel

Nanosized NiAl2O4 particles with
a size of ∼13 nm (crystallite
size)

Sonicating an aqueous solution of nickel
nitrate, aluminum nitrate, and urea yields and
precursor, which on heating at 950 �C for 14
h yields nanosized particles

[376]

Yttria-stabilized
zirconia (YSZ)

Monodispersed, 4.7 nm
nanocrystal size, on the surface
of SrCO3 nanoparticles

Sonochemical treatment to induce
crystallization of self-assembled hydrous YSZ
on the surface of SrCO3 nanoparticles

[377]

∀–nickel hydroxide Scaly particles with a length of ca.
120–200 nm and a width of ca.
10–15 nm

Ultrasound radiation of an aqueous solution of
Ni nitrate and urea (purged with Ar, 80 �C)

[378]

CuO in PVA ∼5–10 nm particle sizes Ultrasonication of poly(vinyl alcohol) (PVA)
and copper(II) acetate dissolved in water–
dimethylformamide (DMF) under Ar at room
temperature for 3 h

[379]

Amorphous iron
oxide Fe2O3

Stable colloids of undecenoate,
dodecyl sulfonate, and octyl
phosphonate coated Fe2O3

nanoparticles of 5–16 nm in
diameters

Sonochemical decomposition of volatile
precursor Fe(CO)5 solution in decane, in the
presence of different surfactants, under air
atmosphere at 273 K for 3 h

[380]

Particle size of ∼25 nm Neat Fe(CO)5 or a solution in decalin was
irradiated ultrasonically under air atmosphere
at 0 �C for 3 h

[381]

Co3O4, ZnO 20–30 nm cobalt oxide particle
sizes, 250–340 nm zinc oxide
particle sizes

Sonochemical irradiation of metal acetate
solutions in doubly distilled deoxygenated
water or 10% water–DMF, under 1.5 atm of
argon at room temperature for 3 h

[382]

Fe3O4 Pure nanocrystalline phase,
particle size of ca. 10 nm,
minimal agglomeration

Sonication of iron (II) acetate in water under
an argon atmosphere at 25 �C for 3 h

[383]

RuS1�7 Particle sizes of ca. 25 nm,
nanocrystalline powders with
certain aggregation

Sonication of an aqueous solution of
ruthenium chloride and thiourea → X-ray
amorphous product → heating at 650 �C →
nanocrystalline ruthenium sulfide

[384]

3.2.10. Synthesis in Supercritical Fluids
Supercritical fluid (SCF) processing has been considered for
particle design [191] and as a new route for materials syn-
thesis, such as for the formation of novel inorganic nano-
particles, and for the preparation of different open-structure
oxy(hydroxy)fluorides [192]. There are certain advantageous
features of using SCF processes for materials processing
[129]: (1) the ability to form nanoparticles, (2) the ability
to control particle morphology to some extent with pressure

and temperature, and (3) the ability to provide homoge-
neous reducing or oxidizing atmospheres by introducing
gases or additional components (O2, H2, H2O2�.

When the fluid is water, the technique is called super-
critical hydrothermal processing. The fluid could also be
another solvent, such as CO2. Some solvothermal process-
ing is, in fact, a subcategory of supercrical or subcritical
fluid (solvent) processing. In particular, supercritical CO2

and supercritical water (SCW) are chemically stable and
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environmentally benign. SCF exhibits the combined charac-
teristics of both gas and liquid solvents to provide a medium
with densities characteristic of liquids, and with gas-like vis-
cosities and diffusivities. Thus, mass-transfer rates approach
those of gases, while solvation properties resemble those of
conventional liquid solvents. Furthermore, supercritical flu-
ids exhibit unique tunable solvation characteristics, as sub-
tle changes in pressure and temperature in SCFs alter the
solvent density. This property might be utilized to improve
many aspects of nanocrystal processing, such as size-selective
separations, synthesis, and self-assembly [193].

Hydrothermal synthesis under supercritical conditions has
been studied for the synthesis of nanosize crystals of metal
oxides such as CeO2 and AlO(OH) [129]. In water, the
dielectric constant dramatically decreases when heated and
pressurized above the critical point (Tc = 374 �C, Pc = 221
bar). The solubility of salts decreases, and the solubility of
organics increases [193]. The lower dielectric constant at
supercritical conditions possibly results in enhancement of
the hydrothermal reaction. There are two reasons why nano-
particles are formed at supercritical conditions: (1) larger
particles are produced at subcritical conditions due to Ost-
wald ripening, that could not be observed in supercritical
water because of the extremely low solubility; and (2) the
nucleation rate is faster in supercritical water because of
the lower solubility and the extremely fast reaction rate
[129]. The use of stabilizing ligands to bind nanocrystal
surfaces, or using compartmentalized heterogeneous media
(such as micellar solutions) to control growth have recently
been extended to SCFs with general success. When water is
heated and pressurized above the critical point, it becomes
a suitable solvent to employ organic capping ligands (such
as alkanediols) to control and stabilize the synthesis of
nanocrystals. Ziegler et al. [193] have prepared monolayer-
stabilized copper nanocrystals (∼7 nm in diameter) in the
presence of 1–hexanediol and Cu(NO3�2. It is also reported
that metal oxides can be prepared in SCW using metal
nitrate salts, which decompose via a two-step mechanism of
hydrolysis and dehydration [194]. The high temperature of
SCW promotes crystallization, which eliminates the need for
postprocess annealing. Oxidizers/reducers can be added to
the reaction mixture to influence the product chemistry.

Water-in-sc–CO2 microemulsions have been used as
“microreactors” to produce nanocrystals of cadmium sulfide
and silver [195, 196], while water-in-sc–ethane and water-in-
sc–propane microemulsions have been similarly used to pro-
duce copper nanocrystals [197, 198]. Arrested precipitation
methods have also recently been utilized in SCFs to produce
sterically stabilized silicon nanocrystals (in sc–octanol and
sc–hexane) [199] and silver, copper, palladium, platinum,
and iridium nanocrystals (in sc–CO2� [200].

Supercritical antisolvent precipitation (SAS), based on the
fast dissolution of a liquid solution in a supercritical fluid,
has been tested to produce nanoparticles of yttrium, samar-
ium, europium, gadolinium, and neodymium acetates to be
used as precursors for high-temperature superconductors
[201, 202] and as a zinc oxide precursor (zinc acetate) [203].
Rapid expansion of supercritical solution (RESS) is another
technique that has been tested for the preparation of nano-
scale PbS particles. In this technique, one: (1) expands the
supercritical solution into a liquid solution instead of a gas,

and (2) uses a reacting system in which one reactant is dis-
solved in the supercritical solution and one in the liquid
receiving solution [204]. Supercritical ammonia, methanol,
and acetone solutions have also been used for RESS. Most
recently, a supercritical-assisted atomization (SAA) tech-
nique was also proposed and demonstrated for producing
nanoparticles of different kinds of compounds (supercon-
ductor and catalyst precursors, ceramics, and pharmaceuti-
cal compounds) using different liquid solvents such as water,
methanol, and acetone [205]. The chemical transformation
of metallic precursors in a supercritical fluid (a mixture
of CO2/C2H5OH or NH3� has been developed as a new
route for obtaining ultrafine homogeneous ceramic powders
(oxides [Cu2O, Fe3O4, Ga2O3] and nitrides [Cu3N, Fe4N]
[206]). This process consists of the solubilization and subse-
quent thermal decomposition of acetylacetonates of metals
in SCF.

3.3. Solid-Phase Synthesis

Solid-phase syntheses are those methods in which nano-
particles are formed directly from solids or semisolids
(such as viscous liquids). Most of these types of synthe-
ses belong to the top-down approach, which includes tradi-
tional mechanical grinding and solid-state reactions. In the
effort to produce nanoparticles, some new innovations have
been added to these traditional methods, such as introduc-
ing reactive materials into the milling process, as shown
in Figure 5, and combining milling with solid-state synthe-
sis. Some new approaches include the extraction of solu-
ble molecules from a uniform molecular solid mixture by
acid/base leaching or evaporation to leave molecular skele-
ton residues that become nanoparticles.

3.3.1. Mechanical Milling
Mechanical forces, such as those involved in high-energy
ball milling, are used to break bulk materials down. Plastic
deformation and dislocation of cell structures are respon-
sible for producing highly strained amorphous particulate
materials. Crystalline nanoparticles can be produced when
the dislocation of cells disappears. High-energy ball milling
is already commercialized for generating magnetic [207], cat-
alytic [208], and structural [209] nanoparticles.

Ball milled in NaCl to form BaTiO3 

Solid BaCO3 Solid TiO2 

Heat the mixture to completion 

Wash with H2O to remove NaCl  

BaTiO3  

Figure 5. Flowchart for a mechanochemical synthesis.
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Bohwmik et al. [210] have obtained 16 nm nanoparticles
of antiferromagnetic spinel CoRh2O4 by the mechanical
milling of bulk materials for up to 60 h. Magnetic measure-
ments suggest that the antiferromagnetic ordering at TN at
27 K exists in bulk as well as in nanoparticle samples. Nano-
particle Co0�2Zn0�8Fe2O4 spinel oxide was also synthesized
by room-temperature mechanical milling [211]. The system
is stabilized mainly in the spinel oxide phase after 78 h of
milling time, and no other phases have been observed.

The simplicity of mechanical milling has shown its poten-
tial in nanoparticle synthesis without complex capital equip-
ment. The development of new technologies such as bead
mills with very small beads, and their use in combination
with classification/filtration, make this technology applicable
to nanoparticle synthesis. A drawback in this technology is
contamination from media.

3.3.2. Mechanochemical Processing
Mechanochemical processing is considered the natural
extension of mechanical processing. Here, the process not
only involves physical reduction in a material’s size, but
it also uses the milling energy to initiate chemical reac-
tions between the materials that are being milled. It usually
involves two or more solid reactants. Sometimes, the start-
ing materials are milled together in the presence of a large
amount of sacrificial salt, such as NaCl, which prevents the
agglomeration of the resulting nanoparticles, as shown in
Figure 5 [212]. More and more mechanical milling processes
are incorporating chemical reactions to make the process
more amenable to nanoparticle syntheses [213]. Table 11
shows examples of nanoparticles of ferrites, CaTiO3, SnO2,
Ag, Fe2O3, CaCO3, Cu, Al2O3, PbTiO3, ZnO, CeO2, Cr2O3,
Gd2O3, ZrO2, and Group II–VI semiconductors that were
made using mechanochemical methods.

Mechanochemical synthesis uses mechanical energy to
activate chemical reactions, and to cause surface and struc-
tural change of the materials [214]. As a consequence, chem-
ical reactions which otherwise require high temperatures can
occur at low temperatures in a ball mill without external
heating or with low external annealing.

Abe and co-workers [215, 216] made submicron BaTiO3
by ball milling TiO2 with Ba(OH)2·8H2O in acetone for 6 h
without external heating. A boundary–reaction-controlled
interface contracting kinetics, and contraction kinetics with
a crystallinity gradient inside the TiO2 particles, have been
proposed for the formation of BaTiO3.

van Hal et al. [217] showed the feasibility of making sub-
micron BaTiO3 by ball milling BaO2 with TiO2 for 256 h.
The products are BaTiO3 agglomerates consisting of 50%
particles with a crystallite size of 12 nm, 30% particles with
a crystallite size of 2 nm, and 20% amorphous particles.
Heating of these agglomerates at 800 �C did not significantly
improve the crystallinity.

McCormick and Tzuzuki [218] made truly nanosized
BaTiO3 by milling BaCO3 and solid TiO2 with a large
amount (three times the mass of BaCO3 plus TiO2� of sac-
rificial salts, such as NaCl, for a few hours. Such milling
induces reactions between BaCO3 and TiO2, as well as mix-
ing of BaCO3 and TiO2. The diluent phase NaCl may have

two roles. The major role is to dilute or coat the BaTiO3 par-
ticles formed so that the nanosized BaTiO3 will not agglom-
erate together. The second role may be to promote the
chemical reaction between BaCO3 and TiO2. To complete
the reaction, the milled products were subjected to external
heating for 30 min at 700 �C. A final washing to remove
NaCl with large amounts of water is needed to recover
BaTiO3. BaTiO3 of 50–100 nm was produced. However,
there are still issues regarding the ability to achieve phase-
pure materials with the proper Ba/Ti ratio, the need to pre-
vent contamination from milling media and NaCl, and the
desire to reduce the amount of waste water from extensive
water washing. Furthermore, it is difficult to keep the nano-
sized BaTiO3 from agglomerating again during washing, fil-
tering, and drying after the BaCl2 is dissolved away.

Mechanochemical processing has been demonstrated to
be very versatile in making a broad range of nanoparticles
(as shown in Table 11), including metals, oxides, carbonates,
and sulfides. The chemical reactions for particle synthesis
could happen during milling, but it is not necessary that they
happen during this phase of the process. It is only neces-
sary for the crystal size to be refined to the nanometer level
during milling, after which the chemical reactions can be
induced with a low-temperature heat treatment. Particle size
control in this process is achieved via the milling conditions,
and also by the addition of diluents, and this process has
been shown to produce a range of sizes from 4 to 500 nm. It
is cost effective in that it uses simple starting materials and
simple milling equipment. The disadvantages of this process
include contamination from milling vessels and media. The
washing of the byproducts after heat treatment also presents
challenges because a large volume of water is consumed,
and because agglomeration of the particles may occur dur-
ing washing and drying.

3.3.3. Cryochemical Processing
Cryochemical processing is a low-temperature process in
which rapid cooling is applied to preserve the homogene-
ity of atomic-level mixtures. The cooling is usually very fast
in order to prevent separate crystallization of solutions such
as soluble nitrates. This is usually achieved by spraying the
solution into liquid nitrogen. Removal of frozen water is
usually accomplished by physical (freeze drying) or chemi-
cal means. Many cryochemical techniques have been devel-
oped for powder processing [219–222]. The process can be
described by the following diagram:

Preparation of a clear solution

Rapid freezing of the solution

Freeze drying to remove water

Thermal decomposition

Heat treatment
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Table 11. Nanoparticle synthesis by mechanochemical process.

Nanoparticle Characteristics of
materials nanoparticle Brief process description Applications Ref.

Ferrites (Fe3O4/Fe2O3,
CoFe2O4,
Ni0�5Zn0�5Fe2O4�

20–30 nm, spinel
structure

Mechanochemical reaction in
aqueous solution of various
corresponding chlorites and
NaOH in a horizontal mill

Wide field of
technological
applications

[385]

CaTiO3 20–30 nm crystallite Mixture of CaO and TiO2 was
milled in a planetary mill at
200–300 rotations/min for
2–10 h

Dielectric
materials
and other
applications

[386]

SnO2 5–30 nm, tetragonal and
orthorhombic SnO2

formed after heat
treatment

Mechanochemical milling of
SnCl2 and Na2CO3 followed
by heat treatment in air

Various
applications

[387]

Ag 50–1000 nm metallic
silver with minor
quantity of Ag2Na

A solid-state displacement
reaction between AgCl
and Na by ball milling in a
planetary-type ball mill. The
byproduct NaCl was washed
out

Electrode
material,
pigment, etc.

[388]

Fe2O3 Ammonium acetate as
precipitating agent

Magnetic
materials

[95]

CaCO3 80–140 nm, crystalline Milling of a CaCl2–Na2CO3

powder mixture, followed
by heat treatment of the
as-milled powder at 350 �C.
NaCl was washed away

Various
applications

[389]

Cu Cu crystallite size of
28 nm with 3vol%
CuO Al2O3

Milling CuO–CuO ·Al2O3 mix-
ture for 8 h

Electronic
materials,
pigments, etc.

[390]

Al2O3 10–50 nm amorphous
alumina

Milling ZnO and Al powder Coating, paints,
and various
applications

[391]

PbTiO3 10 nm grain size High-energy ball mill of
lead oxide and titanium
oxide for 20 h without any
posttreatment

Electric
applications

[392]

ZnO, CeO2, SnO2 28, 10, 40 nm crystalline
nanoparticles,
respectively

Milling of chlorides and
carbonates, followed by
water washing

In many industries [393]

Cr2O3 10–80 nm crystalline Milling of NaCr2O7

with S powder to form
amorphous Cr2O3; crystalline
Cr2O3 was formed after
annealing under vacuum at
520 �C. Water washing to
remove Na2SO4 formed

Various
applications

[394]

II–VI semiconductor <10 nm Milling of chloride salts and
alkali or alkaline earth
chalcogenides, postheat
treatment, and washing

Various
applications

[395]

Gd2O3 20 nm cubic structure Milling GsCl3 with NaOH
in the presence of NaCl,
followed by calcinations at
500 �C

Various
applications

[396]

ZrO2 15–18 nm crystallite size
stabilized zirconium in
c–ZrO2 polymorph with
5 mol% Cr3+ and Cr4+

Milling (NH4)2Cr2O7 with
amorphous precipitation
of Zr(=4) oxyhydroxide,
followed by heating at
500 �C

Coatings
and other
applications

[397, 398]
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Tretyakov and Shlyakhtin [222] have provided an excel-
lent review of recent progress in the cryochemical syn-
thesis of oxide materials. A broad range of materials has
been synthesized using cryochemical methods. These mate-
rials include ferrites, catalysts, resistive materials, high-
temperature superconductors, magnetic semiconductors,
superionics, and phosphors. One unique feature of this syn-
thesis is that there is a large difference between the specific
molar volumes of the frozen precursor salt and the oxide
product formed after thermal decomposition of the precur-
sor salt. Thermal decomposition transforms the salt crys-
tallites into a porous oxide framework of almost the same
size and shape as the initial salt crystallites. Subsequent heat
treatment causes the rearrangement and sintering of frame-
work elements of 10–40 nm in size into larger aggregated
particles of 50–300 nm.

McHale et al. [223] recently demonstrated the synthesis of
nanocrystalline BaTiO3 using cryochemical methods. They
first prepared a titanyl nitrate solution of pH 1.2 by dissolv-
ing hydrolyzed titanium isopropoxide with a diluted nitric
acid. BaCO3 was added to this acidic solution to achieve
a molecular mixture solution of Ba:Ti = 1:1. This nitrate
solution was then atomized using an ultrasonic spray nozzle,
and was rapidly frozen by allowing the aerosol to fall into
stirred liquid nitrogen. The fine white-to-pale-yellow parti-
cles (“snow”) were then dried in a freeze dryer at about
−30 �C. The highly reactive precursor powder obtained from
this freeze drying could be completely converted into 10–
15 nm nanocrystalline BaTiO3 of cubic structure by heating
at 600 �C for 10 min. Prolonged heat treatment at 600 �C for
up to 24 h resulted in little grain size growth. Higher temper-
ature calcination and annealing, however, significantly grew
the grain size (500 nm at 1000 �C), and resulted in the
appearance of the tetragonal form of BaTiO3.

Kirchnerova and Klvana [224] synthesized submicron
lanthanum–strontium transition metal-based perovskites
based on cryochemical methods. They used a reactive aque-
ous slurry of lanthanum (or another rare earth metal)
hydroxides and of metal nitrate solution as a starting
material. This well-homogenized suspension was then spray
frozen, freeze dried, and calcined at as low as 627 �C to
form the perovskite phase.

Thierauf et al. [225] produced superconducting YBCO
powders of less than 300 nm via a freeze-drying process
using the dissolved acetates as precursors. A crystalliza-
tion temperature as low as 720 �C in air was realized due
to the short diffusion lengths in the freeze-dried precursor
materials.

The cryochemical method has broad applications; how-
ever, freeze drying itself cannot form the final prod-
ucts directly. A final calcination and annealing are always
needed. This thermal treatment always aggregates, agglom-
erates the particles, and grows large crystals, which makes it
difficult to synthesize monodispersed nanoparticles.

3.3.4. Self-Combustion Method
The self-combustion method has been widely used in
the synthesis of oxides/ceramic particles. It is known by
different names, such as self-sustaining/propagating high-
temperature synthesis (SHS) [226], the combustion method

[227] and autoignition process [228], or is sometimes more
specifically called glycine–nitrate synthesis [229, 230], and
the organometallic polymer precursor method [231]. This
method utilizes rapid exothermic reactions to form solid fine
particles directly. It involves a molecular mixture of oxidiz-
ers (e.g., metal nitrates, ammonia nitrates, or ammonia per-
chlorate) and reducers (e.g., carbonaceous materials such
as urea, carbohydrazide, glycine, PVA, sucrose, and EDTA),
which can be ignited at relatively low temperatures. The
ratio of oxidizer to reducer is usually calculated according
to Jain and Adiga’s methods [232]. The combustion reaction
can be initiated in a lab muffle furnace or even on a hot
plate at temperatures of lower than 500 �C. The process can
be illustrated by the following diagram:

In the above diagram, the route ending on the right side
usually involves polymers such as polyvinyl alcohol (PVA),
carboxylated starch (PAA) or sucrose, or complexing agents
such as organic acids or organic amines and metal nitrates
[227, 233, 234]. The route ending on the left side usu-
ally involves an unstable system such as metal nitrates and
glycine, which could initiate self-combustion at temperatures
as low as 200 �C [235–237].

Pathak and Pramanik [227, 238] have synthesized over 50
different ceramic oxides using combustion methods. These
oxide systems include

• metal oxides: Fe2O3· NiO, Fe2O3·CuO, Fe2O3·TiO2
• metal phosphates: Co3(PO4�2, Ni3(PO4�2, Cu3(PO4�2,

Ba3(PO4�2, AlPO3, CrPO4, FePO4
• metal vanadates: Ca3(VO4�2, Co3(VO4�2, Ni3(VO4�2,

Cu3(VO4�2, CrVO4, FeVO4, MnVO4
• metal molybdates: CaMoO4, NiMoO4, CoMoO4,

MgMoO4, Sm3(MoO4�3, Gd3(MoO4�3
• metal tungstates: CaWO4, MgWO4, NiWO4, CoWO4
• rare-earth aluminates: LaAlO3, SmAlO3, NdAlO3
• PZT and PLZT.

Their methods involve the combustion of a polymer (PVA or
sucrose) and/or complex-based (EDTA/TEA/DEA) nitrate
solution(s). The polymer plays a dual role in the process:
it acts as a dispersing agent for the cations in the solution,
and it also serves as a fuel that provides heat through com-
bustion during calcination of the precursor powders. The
principle of their methods is to atomistically disperse the
metal ions in a matrix provided by a polymeric reagent
or through complexation with various chelating agents that
possess good coordination properties with metal ions. Evap-
oration of the precursor solutions results in a fluffy, volu-
minous carbonaceous mass that constitutes the precursor
materials. The resulting particles from combustion of the
precursor powders are 10–90 nm in diameter, have a narrow
size distribution of high purity, and are obtained at rela-
tively lower pyrolysis temperatures than those obtained from
direct calcinations.

Chick and co-workers [229, 230, 235, 236, 239–242] have
prepared nanosized metal powders such as Ni, Cu, and
Fe, or the two-metal system containing Ni and Cu, using
a glycine–nitrate combustion method. Their method con-
sists of two steps. First, metal nitrates and a low molecular
weight amino acid are dissolved in water. Second, the solu-
tion is boiled until it thickens and autoignites, undergoing
self-sustaining combustion. The ash from the combustion is
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composed of the oxide products. The glycine molecule has
a carboxylic acid group at one end, with an amine group
at the other, and serves two purposes: it prevents selective
precipitation as water is evaporated, and it serves as fuel
for the combustion, being oxidized by nitrate ions. The fuel-
rich mixtures produce 10 nm spherical Ni (with 15% NiO),
30–40 nm Cu. The disadvantage of this method is that, in
general, the glycine–nitrate combustion tends to produce
agglomerated particles.

McKittrick et al. [243] prepared yttrium aluminum gar-
net (Y3Al5O12, YAG) using a combustion process. They
dissolved the metal nitrates with carbohydrazide in water,
and placed the container in a muffle furnace preheated to
560 �C. The reaction proceeds as the precursor solution first
boils, dehydrates, decomposes, and ruptures into a flame
after 5–10 min, with the flame being sustained for about
15 s. The gaseous products that exist in greatest abundance
are N2, CO2, and H2O if the ratio of fuel to oxidizer is stoi-
chiometric. The powders produced are single phase and well
crystallized. The combustion-synthesized powders have an
unusual morphology, forming a porous, foamy network in
the as-synthesized state, due to the rapid release of gaseous
products. The porous powders were easily reduced to a small
particle size with light mixing. Combustion synthesis pro-
duces powders that are luminescent in the as-synthesized
state, an attribute unattainable by conventional methods.

Another modification of combustion synthesis has been
explored by Salze et al. [231] for synthesizing ZrO2,
La2NiO4, and BaTiO3. The initial organometallic solution
is obtained by first making an organic solvent solution (dis-
solution of 400 g citric acid in 500 mL of ethylene glycol).
The solution is mechanically stirred until it becomes clear.
To prepare tetragonal zirconia, zirconium n–propoxide and
yttrium carbonate are dissolved in this organic solvent solu-
tion. To prepare pure SrTiO3 or BaTiO3, the corresponding
titanium isopropoxide and SrCO3 or BaCO3 (dissolved in
formic acid) are dissolved in the above-mentioned organic
solvent solution. To prepare doped SrTiO3 or BaTiO3, nio-
bium ethoide is also added to the solutions cited for prepa-
ration of pure SrTiO3 or BaTiO3. To prepare lanthanum
nickelate, lanthanum and nickel hydroxides freshly precip-
itated from nitrate solutions are dissolved. After polymer-
ization at 110 �C in an Al2O3 crucible, a translucent resin
having a homogenous chemical composition is obtained.
This resin is then combusted in air or pure oxygen to obtain
the desired powders. The mean diameters of individual par-
ticles observed by TEM are 10–60 nm for ZrO2 combusted
in oxygen at 400–950 �C, 10 nm for SrTiO3 in air at 600 �C,
10 nm for BaTiO3 in air at 800 �C, and 35 nm for La2NiO4
in air at 600 �C.

Zhou et al. [228] have synthesized 10 nm ZrO2 containing
up to 20mol% CeO2 using the autoignition method. Zirconyl
nitrate, cerous nitrate, and urea powders with stoichiomet-
ric composition are dissolved in water, and are then con-
verted to tetragonal ZrO2 by evaporation and combustion in
a 600 �C furnace. The result is a foamy yellow powder with
the characteristic color of ZrO2 (CeO2� powders.

Rajan et al. [244] recently synthesized 4–16 nm barium
holmium zirconate, a new complex perovskite ceramic oxide,
using a modified self-propagating combustion process. XRD

Figure 6. CeO2 nanoparticles prepared from a combustion method
[246].

and electron diffraction studies have shown that the as-
prepared powder is phase-pure Ba2HoZrO5�5, and has a
complex cubic perovskite (A2BB′ O6� structure with a lattice
constant a = 8�428 Å. The nanoparticles of Ba2HoZrO5�5
could be sintered to 98% theoretical density at 1500 �C.

Yu et al. [245] prepared nanosized PbTiO3 powders using
the self-combustion technique. Pb(CH3CHOHCOO)2 was
used as the Pb precursor, and was formed from the reaction
between PbO and CH3CHOHCOOH, with viscous lactic
acid as the solvent. The system lead lactate–lactic acid–
ethanol–titanium butoxide was selected as the precursor for
processing of PbTiO3.

Feng [246] synthesized spherical CeO2 using a com-
bustion method, as shown in Figure 6. He prepare an
(NH4�2Ce(NO3�4 aqueous solution, and added acetyl ace-
tone and isopropanol as fuel and as complexing agents. This
clear solution was turned into a viscous liquid by evapora-
tion, and further heating on a hot plate induced vigorous
self-combustion to form 15–80 nm crystalline CeO2 particles
directly.

Self-combustion synthesis has been widely demonstrated
as effective for synthesizing ceramic powders [228, 237,
240, 247–256]. The technique may need more development
to prevent agglomeration and aggregation of the powders
during synthesis. Safe scale up to a commercial process
demands further optimization studies.

3.3.5. Solid-State Synthesis
This is the most traditional approach for making many
ceramic powders such as BaTiO3. It involves milling BaCO3
with TiO2 to achieve comminution and mixing. This mixture
is then calcined at 900–1200 �C to generate BaTiO3. The
reaction mechanism has been described in the literature to
have the following steps [257–259]:

1. interface reaction by diffusion of Ba into TiO2 to form
a BaTiO3 shell (layer) around TiO2; the shell also lim-
its Ba diffusion into TiO2:

BaCO3 + TiO2 → BaTiO3 + CO2
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BaCO3 TiO2
BaTiO3

Calcination 

Figure 7. Solid-state reaction through interdiffusion to form BaTiO3

during calcination.

2. formation of the orthotitanate phase:

BaCO3 + BaTiO3 → Ba2TiO4 + CO2

BaCO3 + TiO2 → Ba2TiO4 + 2CO2(less likely)

3. final formation of BaTiO3:

Ba2TiO4+TiO2 → 2BaTiO3�

The high calcination temperature is needed to promote the
interdiffusion of barium and titanium, which results in the
solid-state reaction to form barium titanate, as shown in
Figure 7. The distance of the interdiffusion depends on the
sizes of the raw materials BaCO3 and TiO2 used for syn-
thesis. After milling, these particles are usually in the range
of 0.5 �m, and the interdiffusion distance is usually larger
than 1 �m in the traditional solid-state synthesis. The reac-
tion rate is controlled by this diffusion [260]. The interdif-
fusion is usually incomplete during calcination due to the
large diffusion length, and therefore the final products usu-
ally contain titanium-rich and barium-rich intermediate par-
ticles [257, 261].

It has also been well known that BaTiO3 is formed
through a sequence of reactions and intermediate phases
[258], and that prolonged calcinations at high temperature
are usually needed to reduce the heterogeneities in the final
products. This usually results in large and agglomerated par-
ticles which need extensive milling before BaTiO3 can be
used in the various forming processes. Milling introduces
high levels of impurities from the milling equipment and
media, such as alumina, silica, zirconia, and phosphorus.
These impurities are known to have a deleterious effect on
the electrical and mechanical properties of barium titanate-
based products [262].

Current efforts in solid-state methods for synthesizing
ultrafine particles of BaTiO3 have been aimed at reducing
the interdiffusion distance by utilizing finer starting materi-
als or through intensive milling or utilization of precipitation
to produce the solid starting materials in-situ.

High-energy ball milling of BaCO3 and TiO2 (rutile) has
reduced BaTiO3 formation temperatures down to 730 �C,
and the resulting BaTiO3 has a crystallite size of 40 nm [263].
The detrimental phases, like Ba2TiO4 (orthotitanate), have
only been revealed as an intermediate minor phase that dis-
appears by annealing at temperatures as low as 750 �C.

It has also been shown that milling does change the reac-
tion sequence between BaCO3 and TiO2 [264]. However,
milling reduces the formation temperature and accelerates
the formation rate of BaTiO3.

Instead of using solid TiO2 particles, Han and Koo [265]
precipitated titanium hydroxide/oxide particles directly onto
the surface of BaCO3. TiCl4 or Ti alkoxide solutions were
added directly to an aqueous slurry containing fine particles
of BaCO3 and ammonia at pH 9.5–10.3. The nanoparticles
of titanium hydroxides/oxides were deposited or coated on
the surface of BaTiO3, which effectively reduced the inter-
diffusion distance. The filtered slurry was then calcined at
950 �C for 2 h to produce 180 nm BaTiO3.

In a similar study, coprecipitation of a mixture of BaCl2
and TiCl4 with a solution of ammonium carbonate has
also been studied [266]. It was found that crystallization
of amorphous barium tetratitanate was observed when the
precipitates were heated above 600 �C. At the same time,
the following reaction is also suggested:

BaTi4O9 + BaCO3 = 2BaTiO3 + 2TiO2 + CO2�

The newly formed TiO2 begins to react with BaCO3 directly
at 800 �C:

BaCO3 + TiO2 → BaTiO3 + CO2�

The above reactions approached completion at 1100 �C.
Li et al. [267] used a solid-state reaction process to prepare

perovskite-type LaCoO3nanocrystals with grain diameters of
15–40 nm. In the first step of the process, 5 nm composite
hydroxide nanoparticles were prepared by the solid-state
reaction of La(NO3�3·nH2O and Co(NO3�26·H2O with
KOH at ambient temperature. A perovskite-type rhombohe-
dral LaCoO3 phase appeared at 550 �C after the hydroxide
was calcined at various temperatures. The phase transfor-
mation process was complete at about 800 �C, yielding a
single-phase binary oxide.

Wang et al. [268] developed a one-step solid-state reaction
in the presence of a nonionic surfactant, PEG 400, to syn-
thesize CuO nanowhiskers with diameters of approximately
2–10 nm and lengths of more than 100 nm.

Zhuang et al. [269] prepared a precursor Co2(OH)2CO2
by the solid-state reaction of Co(NO3�26·H2O with
NH4HCO3 at ambient temperature. Nanophase Co3O4 with
an average particle size of 13 nm was obtained by decom-
position of the precursor at 250 �C for 3 h.

Yu et al. [270] prepared CeO2 ultrafine particles by solid-
state reactions at room temperature. These particles were
found to have very fine particle sizes (∼3 nm) with a fluorite
structure (a = 5�42 Å). BET measurements showed that the
surface area of the particles was 96.2 m2/g.

All of these current efforts in solid-state synthesis focus
on minimizing the interdiffusion distances of solid-state
reactions through intensive milling, coating particles with
nanoparticles, and coprecipitations. The reduced interdif-
fusion effectively lowered the BaTiO3 formation temper-
ature, but the completion of the formation reaction still
requires calcination temperatures from 750 to 1100 �C. This
high-temperature calcination will inevitably promote particle
agglomeration and particle size growth. The improvement
in the solid-state reaction technique may be able to produce
solid-state BaTiO3 down to 300 nm at industrial quantity,
but it is extremely difficult, if not impossible, to produce
BaTiO3 at about a 100 nm range via this method.
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3.3.6. Colloidal Assembly Method
Colloidal assembly is a process by which nanometer-sized
colloids (nanoparticles) are organized into structures by mix-
ing two or more particle types (differences in sizes and/or
chemical nature [271]). Assembly is controlled by either
specific or nonspecific interactions between particles. The
assembly process is usually performed such that smaller
particles assemble around larger ones. Examples include
chemical bonding, biological interactions, electrostatic inter-
actions, capillary action, and physical adsorption.

Pileni [272] has reviewed syntheses of nanosized parti-
cles that used colloidal assemblies as templates. The chem-
ical mechanisms in nanoparticle production using colloidal
assemblies can differ from those usually observed in homo-
geneous solutions. The colloidal systems mimic nature to
control the size and shape of nanomaterials. It is possible
to select the size and markedly reduce the particle size dis-
tribution by using a surface treatment of the nanoparticles.
This favors the formation of mono- and multilayers made of
nanoparticles. These particles form crystals organized in a
3-D face-centered cubic superlattice.

An unusual phase diagram is presented by Pileni et al.
[273]. It is composed of copper(II) bis(2–ethylhexyl) sulfos-
uccinate Cu(AOT)2–isooctane–water. Syntheses performed
in the various parts of the phase diagram show that the use
of colloidal assemblies as templates favors control of the
shape of nanoparticles. Cylindrical metallic copper particles
having the same size can be obtained in various parts of the
phase diagram when the template is made of interconnected
cylinders. A small number of cylinders (13% of the amount
that could be formed) are formed when the synthesis is per-
formed in cylindrical reverse micelles. When the colloidal
self-assembly is a mixture of several phases, various types of
shapes can be obtained. In some cases, the polydispersity in
size is so low that metallic particles are able to self-assemble
in a hexagonal network. Multilayers can be observed, and
are arranged in an FCC structure.

Monolayers of nanoparticles have been physically
adsorbed onto highly oriented pyrolytic graphite, first by
self-assembly, and second by assembly as Langmuir films
and subsequent deposition. Nanoparticles have been self-
assembled on gold, and immobilized by chemical absorption,
using decanedithiol during assembly as a linking molecule.
Rolandi et al. [274] have obtained scanning tunneling micro-
scope images of the monolayers of gold nanocrystals, with
mean diameter 2.8 nm, coated with an insulating chemically
stable self-assembled monolayer of dodecanethiol.

Kurth et al. [275] have demonstrated that self-assembly
of CdTe nanoparticles and alkylammonium surfactants gives
stable, hydrophobic surfactant-encapsulated CdTe clusters
that can be isolated as solid materials which dissolve in com-
mon organic solvents, spread at the air–water interface, and
show enhanced photochemical stability.

Christophe and Pileni [276] have used colloidal assemblies
to synthesize FCC cobalt nanoparticles. The nanocrystals
are coated and extracted from micelles. These cobalt metal
particles are stable in air, and have a narrow size distribu-
tion. After deposition on a graphite support, these nano-
crystals form a 2-D hexagonal network. The magnetic prop-
erties are compared when they are dispersed in a solvent

and organized in 2-D superlattices. Changes in the hystere-
sis loop and in the blocking temperature are observed, and
are attributed to a collective flip of the magnetization of
adjacent particles.

Self-assembly of solid colloids into nanoparticles with the
assistance of organic molecules, surfactants, and polymer-
ized vesicles has also been inspired by Mother Nature’s orga-
nizational ability [26, 27, 234, 271, 277–279]. This method
could provide a unique way to synthesize stable and unag-
glomerated nanoparticles at low temperature and in an envi-
ronmentally friendly way [280, 281].

3.3.7. Selective Leaching of a Single-Phase
Solid-Solution Method

This is a top-down approach, but at a molecular scale. In
this approach, a precursor powder of normal size (micro
or macro) containing the desired elements is synthesized by
any conventional method, such as a solid-state method. The
unwanted species are then chemically leached away in a suit-
able liquid, which could be either water or an acid solution.
The concomitant change in volume and crystal evolution
during leaching leads to the formation of molecular-level
fragments, resulting in nanoparticles. Jiang et al. [19] have
demonstrated the synthesis of nanosized yttrium-stabilized
zirconium by using this method. They have demonstrated
this approach using two different precursors, Na2ZrO3 and
BaZrO3.

For the preparation of yttrium-stabilized BaZrO3, the
starting materials BaCO3, ZrO2, and Y2O3 were mixed in
the requisite proportion, wet ball milled in alcohol for 24 h,
and then dried. For the preparation of Y–Na2ZrO3, Na2CO3
and commercial yttrium-stabilized zirconium (YSZ) pow-
ders were mixed, wet milled, and then dried. The ball-milled
and dried powders were calcined at various temperatures,
and the resulting powders were examined to ensure that
completely converted single-phase precursor powders (i.e.,
Y–BaZrO3 or Y–Na2ZrO3� had been formed.

Chemical leaching of BaO from Y–BaZrO3 was achieved
in dilute aqueous HNO3 solution. The Y–BaZrO3 was boiled
in a dilute HNO3 solution, filtered, and washed repeatedly
until the solution pH no longer changed. The washing pro-
cess leached Ba2+ and left Y–ZrO2 behind:

Y–BaZrO3 + 2HNO3 → Ba	NO3�2 +Y–ZrO2 +H2O�

For the Y–Na2ZrO3 precursor, repeated boiling in water is
sufficient to remove sodium according to

Y–Na2ZrO3 + 2H2O → 2NaOH+Y–ZrO2�

Chemical analysis of the boiled and washed powders showed
only ZrO2 and Y2O3.

XRD patterns of leached and washed powders from both
precursors were identical, even though they showed very dif-
ferent XRD patterns before leaching. Both end products
showed an XRD pattern similar to commercial Y–ZrO2.
The particle size was a few nanometers, and increased to
tens of nanometers after thermal treatment at a temperature
of 1000 �C.
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4. SUMMARY
Here brief review of ceramic nanoparticle syntheses is pro-
vided. Nanoparticles can be defined as particles with a size
range from 1 nm to a size whose ratio of the number of
atoms on the surfaces and at the grain boundaries to the
atoms at the center is such that new physical, chemical, and
biological properties occur when compared with their cor-
responding bulk materials. The challenges in manufacturing
nanoparticles are: controlling their size, morphology, crys-
tallinity, shape, and properties, and making them with a vari-
ety of materials at large volumes and at a reasonable cost.
The synthetic methods can be classified by the strategy of
the synthesis (top down or bottom up), by the nature of
the synthetic process (physical, chemical, or biological), by
energy sources (laser, plasma, sputtering, microwave, elec-
tron beam, heating, freeze drying, hydrothermal, mechan-
ical milling, combustion, flame, supercritical, etc.), and by
the media in which nanoparticles are formed (gas, liq-
uid, and solid). Gas-phase syntheses are actively coupled
with liquid dispersion to achieve better deagglomeration.
There is an increasing trend of using nonaqueous solvents
in liquid-phase syntheses for preparing nanoparticles with
less agglomeration. Solid-phase syntheses such as mechan-
ical milling have been increasingly coupled with chemi-
cal reactions to broaden their applications in nanoparticle
synthesis. The most viable methods for the production of
nanoparticles are those that utilize low temperatures since
high-temperature treatment always means aggregation and
agglomeration. Biomineralization could be one of the future
means for synthesizing nanoparticles if the synthesis can be
carried out quickly and on a large scale. Selection of the
most suitable synthetic methods is usually based on

• the desired attributes of the product, such as parti-
cle size and its distribution, crystallinity (amorphous or
crystalline), morphology (single particle or agglomer-
ates), and composition (single component versus mul-
tiple components)

• media for delivery (in solvents, dry powders, or other
deposited forms)

• quantity and cost tolerance (how much is to be pro-
duced, and what kind of cost the product can bear)

• production facility considerations (cost, complexity, and
operating parameters such as temperature, pressure,
and toxicity).

GLOSSARY
Gel Liquid particles/pockets suspended in a continuous
solid phase.
Nanoparticles Particles with a size range from 1 nm to the
largest nanometer dimension, where the ratio of the num-
ber of atoms on surfaces and at grain boundaries to those at
the center is such that new physical, chemical, and biologi-
cal properties occur, compared to bulk materials. A typical
nanoparticle most often consists of several small “primary
particles.” The size of nanoparticles usually refers to the
“secondary” particle size. Primary particles agglomerate into
these “secondary” particles.
Sol Solid particles suspended in a continuous liquid phase.

Sol–gel process Refers to processing in a liquid medium to
obtain solid matter at low temperature, and involves, first,
the formation of sol, and then gel.
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1. INTRODUCTION
Ceramic nanopowders have received considerable attention
during the last two decades, since they are expected to
demonstrate improved or unique characteristics as com-
pared to conventional ceramic materials [1–20]. Ceramic
nanopowders can be utilized for various applications con-
cerning mechanical, electronic, ionic, thermal, optical, and
catalytic properties. In particular, the combination of a rel-
atively large portion of interfacial or grain boundary atoms
along with the interactions of photons, electrons, or disloca-
tions can lead to unusual mechanical and electrical behavior.

The terminology of nanopowders is generally defined as
powders having an average particle size of less than 100 nm.
The specific advantages of the nanopowders include superior
phase homogeneity and lower densification temperature.
Beyond achieving nanoscaled particles, the control of other
powder characteristics such as particle distribution, phase
purity, and morphology are equally important in obtaining
promising performance. For example, narrow size distribu-
tion and less agglomeration result in reduced microstruc-
tural defects in the sintered body by improving powder flow
and packing efficiency during pressing. Figure 1 shows a
typical example of ceramic nanopowers. The microstructure
corresponds to the nanocrystalline powder (∼20 nm of aver-
age particle size) of a LiZn ferrite composition, which was
prepared by a combustion synthesis method.

The value of achieving nanosized particles is believed to
be strongly associated with crystal structure of the given
ceramic material, its formation energy, and chemical reac-
tion route if multiple phases are involved. Simple oxide
systems that can be synthesized at relatively low tempera-
tures by solid-state reactions have a great potential of pro-
ducing nanocrystalline powders by chemical processing. The
formation of nanocrystalline powder is often difficult when
intermediate phases are involved or structural ordering is
required prior to the formation of phase-pure ceramics.
Intensive energy sources generated by nonconventional tech-
niques such as plasma, laser, and microwave processing have
been successfully utilized to suppress unnecessary particle
growth but provide sufficient activation energies for nucle-
ation within a relatively short period.

Nanoscaled particles agglomerate easily due to the very
strong van der Waals attraction force between small parti-
cles. Particle agglomeration leads to in nonuniform packing
density and inhomogeneous densification over the sample
during firing. It can be minimized by additional processing
treatments including chemical modification of particle sur-
face, redispersion in a liquid medium, ultrasonication, or
breaking-up in the dry state. Particle aggregation can also
be a problem and often occurs after synthesis or subsequent
calcination. Particle aggregation refers to a strong agglomer-
ation state where particles form a neck between them by the
recrystallization process during powder processing or ther-
mal treatment. The aggregate acts as a single particle and is
difficult to be broken up due to its strong bonding force.

There are several potential issues concerning the com-
mercial production of ceramic nanopowders. They include
cost efficiency, powder handling and related safety con-
cerns, productivity, and difficulty in control of powder qual-
ity. High-reliability methods for the inexpensive production
of large quantities of high-quality, multicomponent-capable
nanopowders must be preferred for commercial applications
to be realized.

This chapter concerning ceramic nanopowders consists of
three major sections. The first section deals with chemical
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20 nm

Figure 1. Typical nanocrystalline ceramic powder.

processing methods that have been successful in preparing
ceramic nanopowders. The brief introduction and principle
of each chemical method will be described based on the clas-
sification of two major categories: liquid phase precipitation
and gas phase condensation. The second section covers the
sintering behavior of ceramic nanopowders and additional
processing techniques to improve packing density and homo-
geneous densification. Finally, various examples of ceramic
materials including zirconia, alumina, silicon carbide, silicon
nitride, titania, titanates, and ferrites will be described with
obtainable powder characteristics and property benefits.

2. CHEMICAL PROCESSING
FOR NANOPOWDERS

Production methods of ceramic nanopowders can be clas-
sified into two broad categories: liquid phase precipitation
and gas phase condensation. Specific methods have evolved
that differ only in the means by which thermal or mechan-
ical energy is supplied to the precursor species. While it is
virtually impossible to avoid agglomeration in pristine nano-
powders, the extent of agglomeration depends on the syn-
thesis technique [16].

In liquid phase synthesis, such as sol–gel or hydrother-
mal processes, nanopowders can be produced with relatively
narrow size distributions. However, such processes often
produce nanopowders that contain chemical residues. Gas
phase condensation processes can avoid some of the con-
tamination problems but have problems with agglomera-
tion and coalescence associated with the high temperatures
involved.

2.1. Liquid Phase Precipitation

The most common and widely used liquid phase chemistry
process is sol–gel. Other wet chemistry methods include
precipitation from solutions, hydrothermal processing, and
microemulsion techniques.

2.1.1. Sol–Gel Processing
The sol–gel process is when chemical methods are used to
turn solutions of metal compounds such as organometallics,
into gels [42]. It is a low-temperature synthesis technique
whereby ceramic particles are produced from a liquid solu-
tion or a colloidal suspension of metallic acids, metallic chlo-
rides, colloidal metal oxides, and/or metal alkoxides (general
formula of M(OR)n where R is an alkyl and M is a metal
with a valence n).

The sol–gel process can be used to prepare metal oxides
via the hydrolysis of reactive metal precursors, usually alkox-
ides in an alcoholic solution, resulting in the correspond-
ing hydroxide. Usually a catalyst is necessary to make these
reactions rapid. Condensation of the hydroxide molecules
by elimination of water leads to the formation of a net-
work of metal hydroxide. When all hydroxide species are
linked in one network-like structure, gelation is achieved
and a dense porous gel is obtained. Removal of the sol-
vents and appropriate drying of the gel results in an ultrafine
powder of the metal hydroxide. Mixed oxide nanoparticles
are synthesized by combining sols or co-hydrolyzing or co-
polymerizing mixtures of alkoxides. Further heat treatment
of the hydroxide leads to the corresponding ultrafine powder
of the metal oxide. Since the process starts with nanosized
units and undergoes reactions on the nanometer scale, it
results in nanometer-sized materials [62, 66, 70].

Sol–gel processes have several advantages. These include
the production of ultrafine porous powders and the homo-
geneity of the product as a result of the homogeneous mix-
ing of the starting materials on the molecular level [27].

2.1.2. Hydrodynamic Cavitation
In hydrodynamic cavitation, nanoparticles are generated
through creation and release of gas bubbles inside sol–
gel solutions. By rapidly pressurizing in a supercritical dry-
ing chamber and exposing to cavitational disturbance and
high-temperature heating, the sol–gel solution is intimately
mixed. The erupted hydrodynamic bubbles are responsible
for nucleation, growth, and quenching of the nanoparticles.
Particle size can be controlled by adjusting the pressure and
the solution retention time in the cavitation chamber [44].

2.1.3. Chemical Precipitation
Nanoscale particles can be synthesized by conventional
chemical precipitation techniques. Although these systems
can produce large amounts of nanosized powders, the rate
of reaction is fast, difficult to control, and the powders
tend to agglomerate and require post-treatment that will
not produce nanocrystalline grain sizes. The use of homoge-
neous precipitation can help with these problems, producing
<5-nm-size particles [61].

2.1.4. Hydrothermal Processing
Hydrothermal processes can be applied to most oxides. Most
materials can be synthesized at temperatures <300 �C and
at about 1250 psi. A water solution containing water soluble
precursors is heated and pressurized to cause the metal ions
to react with oxygen and hydroxide ions from the water.
After treatment, the solution is brought back to ambient
pressure and the ceramic nanoparticles collected [67].
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2.1.5. Solvothermal Processing
Solvothermal synthesis is a similar process to hydrothermal
except that the reaction is done in a solvent such as alco-
hol. Crystalline BaTiO3 nanopowders were produced using a
solvothermal process. This process had the advantages that
stoichiometric powder can be obtained, the process was run
under milder conditions than in an aqueous hydrothermal
process, and the nanosized particles had a narrower size dis-
tribution and exhibited less agglomeration [35].

2.1.6. Microemulsion Technology
A microemulsion is a thermodynamically stable, optically
isotropic, and transparent solution of two immiscible liq-
uids (generally water and oil) stabilized by an interfacial
film of surfactant. Water in oil microemulsion (or reverse
micelles) can be used as microreactors to synthesize nano-
sized particles with a narrow particle size distribution. In a
water in oil microemulsion, the aqueous phase is dispersed
as microdroplets (typically 1–50 nm in size) surrounded by a
monolayer of surfactant molecules in the continuous hydro-
carbon phase. The key is controlling the growth inside the
individual microdroplets. Since the microreactors are steric
barriers for inhibiting the polymerization of reacting species
among different droplets during the reaction period, the par-
ticles synthesized are smaller than 100 nm. It is possible to
combine the microemulsion process with hydrothermal syn-
thesis to produce nanoparticles of oxides such as titania.
The hydrothermal treatment of the microemulsions enables
crystalline nanoparticles to be formed under milder condi-
tions than traditional post-treatment calcination processes
[32, 33, 46, 68]. For silica particles, the size distribution cor-
relates well with the size, connectivity, and stability of the
microemulsion droplets. The final size distribution is prede-
termined in the particle’s nucleation stage [34, 45].

2.2. Gas Phase Condensation

Gas phase synthesis is one of the best techniques with
respect to size monodispersity. This can be achieved by
using a combination of rigorous control of nucleation and
growth with avoidance of coagulation by diffusion and turbu-
lence. In addition, it is required to have effective collection
of nanoparticles and their handling after the particles are
formed. The stability of the collected nanoparticle powders
against agglomeration, sintering, and composition changes
can be ensured by collecting the nanoparticles in a liquid
[48]. Gas phase synthesis offers easy control of process
parameters including gas composition, pressure, temper-
ature, and gas flows. Reactants can be gaseous, volatile
liquids, or solids. Heating sources vary from conventional
resistance furnaces, to lasers, plasma, and electron beams.

Advantages of gas condensation methods for preparing
nanoparticles directly from supersaturated vapor include
versatility, ease of performance and analysis, and generation
of high-purity products. Disadvantages include high produc-
tion cost because of lower yields, difficulty in scaling up, and
potential reactions with the heating source [17].

Nanosized particles can be produced from the gas phase
either by physical vapor deposition or by chemical vapor
deposition. Physical vapor deposition involves vaporizing a

material and then quenching the vapor. No chemical reac-
tion takes place. This can be used for some oxides and car-
bides, but is not suitable for most ceramics that have lower
vapor pressures [23, 24].

2.2.1. Physical Vapor Deposition
Physical vapor deposition can be done on a ceramic where
it is vaporized, condensed from the vapor, and then solidi-
fied into a new form. The process can start with a ceramic
source material which is then heated to above its melting
point so that a vapor is created. Nanoparticles are formed
when supersaturation is achieved above the vapor source.
Generally, a high pressure of inert gas is usually needed to
achieve supersaturation. When the atoms encounter colder
gas atoms, they cool and condense to form solid nano-
particles. These particles are transported to a cooled surface
by a convection current or by a forced gas flow. By using a
forced gas flow, the particle size can be controlled through
coalescence [17].

In the gas evaporation methodology, individual nanosized
particles can collide with each other while they are being
transported by the flow of the gas. When the collisions occur
at temperatures below the particle coalescence temperature,
the particles form secondary particles in which multiple par-
ticles are sintered together. These particles can aggregate
further during the collection process. To collect the nano-
sized particles, a process is needed that removes the nano-
sized particles from the generation area and dilutes their
concentration such that collisions no longer occur [38].

2.2.2. Chemical Vapor Deposition
Chemical vapor deposition (CVD) is the process where
a chemical reaction in the gas phase occurs to form the
ceramic composition. The chemical vapor deposition pro-
cess has the following advantages: agglomeration of the pow-
ders produced is suppressed, narrow size distributions can
be obtained depending on the reaction conditions, and the
atmosphere can be easily controlled thereby allowing the
production of nitrides, carbides, and borides which are not
easily made by other processes.

Metal chlorides are widely used as starting materials. Par-
ticle size can be controlled by the reaction temperature
and the composition of the reacting gases. The simplest
gas phase reaction process involves passing reactive gases
through an externally heated reactor called a hot-walled
reactor. Variations on this process include chemical flame
processes, plasma processes, and laser processes. The prop-
erties of the particles synthesized are dependent on the
physiochemical characteristics of the reaction system, the
construction of the reactor, the heating method, the tem-
perature gradient, and the method of introducing the gas
reactants into the reactor [40].

Nanosized ceramic oxides can be prepared through the
oxidation of hydrolysis of volatile metal chlorides or direct
oxidation of metal vapor. Hydrolysis of metal chloride
vapors proceeds faster than direct oxidation and therefore
produces smaller sized particles. The reactions of metal
chlorides with ammonia to produce nitrides have large equi-
librium constants and nitride powders can be produced at
relatively low temperatures. In general, high temperatures
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are needed for the formation of carbides because the equi-
librium constants are generally small at low temperatures
where the reaction rates are also slow [40, 64, 71].

Direct oxidation synthesis of nanosized ceramic oxides is
done by heating and evaporating metals and semi-metals in
an oxygen-containing atmosphere. Resistance, induction, or
arc-discharge heating can be used to heat the metal. Resis-
tance heating and induction heating have difficulties due
to potential reactions between the molten metal and the
heating device. In the arc-discharge heating, the electrodes
themselves are evaporated, alleviating the problem associ-
ated with resistance heating.

The arc-discharge process consists of a formation cham-
ber, consumable positive and negative electrodes, DC power
supply, a gas supply, and a vacuum pumping system. Evap-
orated metal atoms from the electrodes are collided with
atmospheric gas and cooled and reacted, condensing into
nanosized particles. The formed particles are deposited on
an inner wall of the formation chamber. Generally the atmo-
spheric gas pressure is controlled between 150 torr and
500 torr and the electric current is controlled between 50 A
and 200 A. The nanoparticle size and properties are depen-
dent on the kind of atmospheric gas, electric currents, and
the pressures [26].

2.2.3. Flame Processes
Additional gas condensation techniques involve using flames
in a combustion type process [19, 49–53, 57, 63]. Chemical
precursors are vaporized and then oxidized in a combustion
process using a flame powered by a fuel-oxidant mixture
such as propane-oxygen or methane-air. The energy from
a flame is used to drive chemical reactions that result in
the formation of species with low vapor pressures, which
then nucleate to form particles. A typical sequence of events
occurs over a short distance as products and then clusters
form. Figure 2 illustrates the formation of nanoparticles by
flame processes. The cluster concentration is very high, lead-
ing to collisions among the clusters to form particles. At
sufficiently high temperatures and sufficiently small particle
sizes, the particles coalesce to form larger units that become
the primary particles. Further collisions among these pri-
mary particles while the gas is cooling leads to the formation
of hard aggregates (collections of primary particles that do
not have sufficient time or energy to fuse together). The
aggregates can range from a few up to many thousands of
primary particles. The size range for primary particles is
from a few nanometers to 500 nm. Maximum flame temper-
atures usually range from 1200 K to 2500 K. The temper-
atures in flame reactors are lower than in plasma reactors,
but usually higher than those found in hot-wall, evaporation-
condensation, or laser reactors.

Advantages of flame reactors include the ability to pro-
duce simple oxides easily using short residence times, simple
and relatively inexpensive systems to build and operate, high
purity, and ability to produce a large range of sizes (gen-
erally in aggregates). Disadvantages include the formation
of hard aggregates under most conditions, broad particle
size distribution, difficulty in maintaining a uniform tem-
perature and velocity profile, difficulty in producing easily
oxidized materials, and the fact that particle properties are

Particle
Growth

Nanoparticle
Formation

Chemical
reaction

Precursors
and Fuel

Flame

Figure 2. Typical sequence for flame processes.

affected by mixing of the precursors used [41]. Flame pro-
cesses are used industrially to produce commercial quan-
tities of ceramic powders because of the lower cost of
production [17].

The controlled thermal decomposition of one or more
precursors in an atmospheric pressure flame spray gave
nanopowders of Al2O3, SiO2, and yttria-stabilized zirconia
with sizes ranging from 2 to 100 nm. These powders were
collected in liquid to form a colloidal dispersion [18, 19].

The combustion flame–chemical vapor condensation pro-
cess (CF-CVC) has been used to produce a variety of oxide
nanopowders which include SiO2, TiO2, Al2O3, SnO2, V2O5,
and ZrO2. This process can produce a high rate of pro-
duction of nanopowders by making use of chemical precur-
sors as the starting material and a low-pressure flat flame
to provide the thermal energy required to pyrolyze the pre-
cursors. These powders have an average primary particle
size in the range 15–25 nm and a secondary particle size of
approximately 100 nm. The use of a low-pressure flat flame
with a uniform temperature distribution has been shown to
reduce the gas phase residence time and alleviate aggrega-
tion [17, 32, 60].

2.2.4. Laser Heating
Laser vaporization is achieved by focusing a high-energy
pulsed laser onto a metal target. The temperature at the
focusing spot is high enough to vaporize the material. The
hot metal atoms are then allowed to react with the reac-
tive gas inside the chamber and the nanosized particles of
oxides, nitrides, or carbides are collected [17, 65].
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Laser light can be used to drive chemical reactions that
result in particle formation. There are two types of laser
reactors. In the photothermal process, the laser light is
absorbed by the reactor or other gaseous species and then
energy is transferred to the carrier gas, resulting in the heat-
ing of the gas. After this, the reactions are thermally driven.
The dynamics are similar to those found in flame reactors
and hot-wall reactors. In the photochemical process, shorter
wavelengths are used and the reactant molecules absorb the
laser light at specific wavelengths, resulting in dissociation
to form the condensable species. Temperatures can be near
ambient in contrast to the photothermal case where tem-
peratures are near 1000 �C or higher [41]. The advantages
of using laser reactors include being able to produce simple
oxides and non-oxide ceramics and high-purity powders, and
the utilization of low gas temperatures (photochemical). The
disadvantages include the need to use expensive reactants,
formation of hard agglomerates under most conditions, the
complexity of the system, and the generally high cost of the
equipment [41].

2.2.5. Laser Ablation
The schematic of the laser ablation process is illustrated in
Figure 3. Pulsed lasers with very high energy are used to
ablate the precursor material and form nanoparticles. The
laser beam is focused on the surface of a target where a
large amount of energy is deposited into a small volume of
material, causing the material to be vaporized and ionized.
As the formed plume expands, it cools, and the species in
the plume interact to generate the vapors that eventually
condense to form particles. The chief advantage is the for-
mation of nanophase materials [11, 41, 55].

2.2.6. Plasma Processes
Thermal plasma reactors use high-temperature plasmas to
provide the energy required to drive the physical and chem-
ical processes that lead to particle formation and growth.

Powder
Collection

Nanoparticles

Laser Source

Window

Carrier
Gas

Carrier
Gas

Substrate
(Target)

Vapor
Window

Beam Stop

Figure 3. Particle formation by laser ablation.

A plasma is a system with a high energy content in which
a significant fraction of the species are ionized and are
conductors of electricity. In thermal plasmas, the temper-
atures of the electrons and ions are equal and the pres-
sures are high. There are many variations dependent on how
the reactants are introduced. The reactants can be intro-
duced as powders, solutions, premixed gases, or gaseous
reactants added downstream of the plasma. Temperatures
are very high and complete vaporization and dissociation
of the reactants into their atomic form is normal [41]. The
advantages of this technology for preparation of various
oxide powders include no hard agglomeration, availability
of a wide range of precursors such as carbonates, alkox-
ides, hydrolytes, etc., ability to make single- or multicompo-
nent powders, convenient and quick collection methods, and
high-purity, uncontaminated powders. Figure 4 represents
an example of nanoparticle formation by a plasma vaporiza-
tion process.

The dissociation temperature of the starting elemental
powder is an important factor in plasma synthesis. Car-
bides are much easier than nitrides and some materials may
require addition of another material to decrease contami-
nation. Carbides such as SiC, WC, and TaC can be formed
with CH4 whereas TiC and B4C may need an addition of
H2 with the CH4. Nitrides such as Si3N4 and AlN can be
formed using NH3 whereas TiN, ZrN, TaN, MgN, NbN, VN,
and BN can be formed with N2 with or without the addition
of H2. Oxides are generally formed in a plasma with the
appropriate starting material and O2.

Plasma pyrolysis technology was used to make nanometer-
sized ZnO. Spherical, agglomerate-free 20-nm ZnO was pro-
duced using a plasma powder of 2500 W, a plasma gas flux
of 10.0 m3/h, and a feed rate of about 7.0 kg/h [36].

In low-temperature plasmas such as glow discharges or
microwave plasmas [12], the temperature of the electrons is
much greater than that of the ions and the pressures are
lower. The plasmas contain un-ionized atoms and molecules,
ionized species, and electrons. The advantages of this pro-
cess include being able to use materials with high melting
points, use of inexpensive powder feeds, rapid cooling rates,
and controlled production of non-oxide ceramics. The dis-
advantages include the difficulty in completely vaporizing
the solid reactants, complicated and less understood mech-
anisms, broad particle size distributions, agglomerated and
aggregated particles, and the requirement for high energy
[41].

Plasma spray synthesis involves production of nano-
material by spray pyrolysis in an open atmospheric plasma
spray jet. Liquid precursors are atomized and injected into
a plasma jet. Nanoparticles are collected as powder in an
electrostatic precipitator or directly onto a substrate. Nano-
particles of zirconia powder with sizes varying between 3 and
80 nm were produced this way [56].

Gaseous or
particle precursors

Plasma
Vaporization Desired

Material

Condensation
to form

nanoparticles Growth

nanoparticles

Figure 4. Nanoparticle formation by plasma vaporization.
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There are a number of plasma torches that can be
used. These include direct-current jet torch, radio frequency
plasma torch, and hybrids of radio frequency–direct-current
coupled plasma torches. Problem areas associated with using
plasma torches include (1) lack of uniformity in the injec-
tion part of the plasma where there is a steep tempera-
ture gradient; (2) control of nucleation and growth processes
associated with the quenching of the flow of material; (3)
recovery of the materials without sintering and aggregation.
Particle size can be controlled by adjusting the amount of
injected reactants and by adjusting the cooling speed after
reaction. Reactive quenching, in which the injected reactants
are reacted and rapidly cooled simultaneously, can be used
to effectively control the composition and particle size of the
nanoparticles [39].

Carbide, nitride, and oxide powders can be formed in a
vapor phase reaction under a high temperature generated
by a plasma. Rapid quenching of these gases produces ultra-
pure nanoparticles requiring no further milling or grind-
ing. This can be achieved by having the plasma undergo a
supersonic expansion into a deposition chamber with a large
pressure drop across the nozzle. The nanoparticles are then
deposited onto a temperature-controlled substrate [54].

2.3. Other Processes

2.3.1. Spray Pyrolysis
Spray pyrolysis describes all synthesis processes in which a
solution is atomized and thermolyzed to attain the requisite
phase. The following are all similar in their basic processing:
solution aerosol thermolysis, evaporative decomposition
of solutions, spray pyrolysis, ultrasonic spray pyrolysis,
mist decomposition, spray roasting, chemical reactions
with aerosols, aerosol decomposition, and high-temperature
aerosol decomposition [14]. Starting materials in the spray
pyrolysis process are chemical precursors dissolved in solu-
tion or as a colloidal suspension. Aqueous solutions are usu-
ally used because of their lower cost, safety, and a wide
range of available precursors. The droplets are generated by
nebulization or atomization of the starting solution or sus-
pension. The droplets generated undergo evaporation with
solute condensation within the droplet, drying, thermolysis
of the precipitated particle at higher temperature to form a
microporous particle, and finally sintering to form a dense
particle. Figure 5 illustrates the process of nanoparticle for-
mation by spray pyrolysis.

Nanoparticles can be directly synthesized from droplets
or by liberating the individual crystallites comprising the
produced particles after the thermolysis stage. To directly
produce powders by spray pyrolysis requires control over
droplet formation, coagulation, and evaporation processes
as well as precipitation and decomposition processes. The
final oxide particle size Dp after sintering can be approxi-
mated (assuming the solute concentration is uniform at Cs�
by

Dp = Do	Co 
precursorW/Cs 
oxide�
1/3

where Do is the initial diameter of the solution droplet, Co

is the initial solution concentration, 
precursor is the precur-
sor theoretical density, 
oxide is the oxide theoretical density,

thermal evaporation and
precipitation

thermal decomposition
within the drop

amorphous particle

thermal densification

nanocrystalline
droplet generation

droplet salt particle

Figure 5. Spray pyrolysis nanoparticle formation stages.

and W is the oxide yield of the precursor. Direct produc-
tion of nanoparticles by spray pyrolysis requires relatively
dilute solutions (low Co/Cs� and small initial droplet size
(Do� [14]. By way of an example, 50-nm ZnO and ZrO2 par-
ticles were produced using a nebulizer and impactor [14].
Individual 14-nm MgO nanoparticles were produced by lib-
erating individual crystallites of Mg(CH3CHOO)2 due to the
oxidative disintegration of the initially formed particles [15].

Particles produced by spray pyrolysis are more uniform
in size and composition than those produced by other tech-
niques because of the microscale reaction within a droplet
and the lack of a need for any type of milling. Each droplet
contains precursors in the same stoichiometry as desired in
the product. This process is very dependent on the aerosol
generator. One variation on this process is the use of a fil-
ter expansion aerosol generator that was shown to produce
ZnO particles less than 20 nm in size [19].

Advantages of spray pyrolysis include lower cost since it is
a one step process, production of high-purity materials, the
homogeneity of the particles as a result of the homogeneity
of the original solution, the fact that each droplet/particle
undergoes the same reaction conditions, and the fact that
no subsequent milling is required [17]. The use of tubular
flow reactors has the advantages of being simple, flexible,
able to produce a wide range of sizes, and that they uti-
lize well-understood mechanisms. The disadvantages include
requiring precursors with significant vapor pressure, sta-
ble precursors below the reaction temperature, potentially
expensive precursors, and aggregation at high loadings [41].

Less than 20-nm crystalline ZnO particles were produced
using a filter expansion aerosol generator. This process
involves spraying liquid through a pneumatic nozzle on to
a glass filter surface using a carrier gas. A thin liquid film
is formed which is pressed through the filter pores by the
carrier gas and expanded into a low-pressure chamber.
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2.3.2. Sonochemical and Sonothermal
Processing

An acoustic cavitation process can generate a transient local-
ized hot zone with extremely high temperature gradient and
pressure. The sudden changes in temperature and pressure
destroy the precursor material which enables the formation
of nanoparticles [18, 43].

2.3.3. Mechanochemical Processing
(High-Energy Ball Milling)

High-energy ball milling is a relatively simple, but normally
acceptable method for making nanoparticles. Grinding par-
ticles for hours to achieve nanoparticles is considered a rela-
tively dirty process where impurities are introduced through
the grinding process, both from the media, from the equip-
ment, and gaseous impurities from the atmosphere. How-
ever, the availability of tungsten carbide components and
the use of inert atmosphere and/or high vacuum processes
can reduce impurities to acceptable levels. Additional disad-
vantages include low surface area, highly polydispersed size
distributions, and the partially amorphous state of the as-
prepared powders thereby requiring post-treatment [48].

The intrinsic advantage of mechanochemical processing is
that solid-state reactions are triggered by mechanical activa-
tion rather than high-temperature calcination. This has spe-
cial advantages for lead-containing materials since the loss
of lead can be avoided by operating at the low temperatures.
Lead magnesium niobate particles of sizes ranging between
20 and 30 nm were produced using this method [60].

Nanosized particles can be prepared by starting with pre-
cursor powders (usually a salt and a metal oxide), milling
the powder to form a nanoscale composite structure that
reacts during the milling, and subsequent heating (if nec-
essary) to form a mixture of dispersed nanocrystals of the
desired oxide within a soluble salt matrix. The matrix can
then be removed by washing or other suitable processes
[17, 69]. For example, nanosized ZrO2 powder was syn-
thesized via the milling and subsequent heat treatment of
a mixture of ZrCL4 and CaO powders. The displacement
reaction was induced in a steady-state manner forming
ZrO2 nanoparticles within a CaCl2 matrix. Removal of the
CaCl2 by washing resulted in nonagglomerated 5-nm ZrO2
particles [37].

2.3.4. Carbothermal Reduction
Carbothermal reduction is a high-temperature reaction with
carbon or boron to produce borides and carbides. Generally,
a colloid is mixed with a carbon or boron precursor which
is then put into a high-temperature furnace. By adjusting
atmosphere, reaction times, and then pressure reduction to
vacuum, nanoparticles with sizes less than 100 nm can be
obtained. Additional milling may be required [59].

3. SINTERING OF NANOPOWDERS
There have been numerous studies on the sintering behavior
of ceramic nanopowders since the performance of ceramic
materials depends strongly on their microstructural char-
acteristics such as grain size, porosity, and grain boundary

nature [72–97]. Fine particles must possess a high driving
force for sintering (or recrystallization) because sintering
rate is inversely proportional to particle size. Usually, sinter-
ing temperature can be reduced by a few hundred degrees
when nanosized particles are used. Figure 6 gives an exam-
ple of the effect of nanopowders on densification in the
case of nanocrystalline LiZn ferrite (∼13 nm). It compares
with powders having an average particle size of ∼0.3 m.
The densification of nanocrystalline ferrites starts at much
lower temperatures of ∼400 �C compared to the sintering
temperature of ∼800 �C for the submicron powder. Gener-
ally, nanopowders exhibit much higher fired shrinkage values
than conventional ceramic powders at saturated sintering
temperatures.

It is very important to have a homogeneous pack-
ing density prior to sintering for uniform densification
over the entire sample. In most cases, additional high-
pressure processes such as hot-pressing, hot-forging, and
very-high-pressure sintering have been used to provide bet-
ter microstructural characteristics. The normal pressing of
nanopowders is very difficult to prevent the occurrence
of heterogeneously packed regions due mainly to the pre-
existence of agglomeration or aggregation. The heteroge-
neously packed regions have wide variations in pore size and
exert different driving forces during densification, leading to
abnormal grain growth. Figure 7 shows a typical example of
abnormal grain growth in the case of nanocrystalline LiZn
ferrite sintered at two different temperatures of 1100 �C and
1200 �C after regular uniaxial pressing at ∼80 MPa. Due
to the nonuniform packing density resulting from the con-
ventional pressing, highly packed regions (or agglomerated
regions) tend to be densified earlier during firing compared
to loosely packed regions. It leads to exaggeratedly grown
grains with trapped large pores as shown in Figure 7. The
grains tend to further grow through the coarsening process
with small grains by increasing firing temperature. It is very
difficult to eliminate the trapped pores even at very high
temperatures.

Table 1 represents several examples of densification stud-
ies on the compacts of ceramic nanopowders. In many
cases, the high-pressure processes during pressing or sin-
tering were used to achieve a uniform packing density
of ceramic nanopowders with a narrow distribution of
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Figure 6. Densification behavior of nanocrystalline MnZn ferrite
powder.
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A

B

10 µm

10 µm

Figure 7. Microstructures of nanocrystalline LiZn ferrites showing
abnormal grain growth. The samples were sintered at (A) 1100 �C for
3 hr and (B) 1200 �C for 3 hr after.

pores. Other sintering techniques such as fast-firing, plasma-
assisted sintering, and microwave sintering, which do not
require a high-pressure process, have been investigated
to obtain nanograined structures. Chemical modification
through proper dopants or surface treatment is also known
to be effective in helping uniform densification without
abnormal grain growth.

Sinter-forging is a processing technique to achieve the
dieless compression of a powder compact at elevated tem-
peratures [72, 94]. The compact undergoes simultaneous
deformation and densification. It has been successfully doc-
umented that high-density materials were obtained without
significant grain growth. Hague and Mayo [72] reported that
plastic strain was largely responsible for the elimination of
small pores in the sinter-forging study of nanocrystalline
yttria-stabilized zirconia. They concluded that grain growth
depended solely on porosity during the intermediate stage
of sintering. Sintering at very high pressures (>1 GPa) can
be another way to achieve dense nanocrystalline materials
as evidenced in the sintering study of nanocrystalline alu-
mina and titania powders [73, 74]. For example, bulk nano-
crystalline titania samples with a grain size of <20 nm were
produced when a high pressure (up to 8 GPa) was applied
during sintering [74].

Plasma-assisted sintering was conducted to achieve the
fast consolidation of nanocrystalline powders. Groza et al.

Table 1. Sintering studies of ceramic nanopowders with the assistance
of non-conventional processing.

Nanocrystalline ceramics Ceramic processing Ref.

Y2O3-ZrO2 (15 nm) Sinter-forging after [72]
cold isostatic pressing

�-Al2O3 High-pressure [73]
sintering at 1 GPa

TiO2 (20 nm) High-pressure and [74]
low-temperature sintering

ZnO Pressureless isothermal [75]
sintering after hot-pressing

TiN (70 nm) Plasma-activated sintering [76]
with a pressure under vacuum

SiC (30 nm) Fast-firing at >100 �C/min [77]
using pulse electric
current sintering

MnZn ferrite (14 nm) Fast firing at >100 �C/min [78]
with chemical dopants
of Si and Ca

Y2O3-ZrO2 (10 nm) Particle coating with [79]
a silicate glass

[76] reported that nanosized TiN powder of 150–200 nm was
obtained at temperatures of 1150–1350 �C and a pressure of
66 MPa as a result of plasma-assisted sintering.

Fast-firing of nanocrystalline compacts can be used to
obtain fine-grained microstructures by suppressing unnec-
essary grain growth [77, 78]. The process is assumed to
skip some nondensifying mechanisms such as surface diffu-
sion during firing, which are dominant at the initial sinter-
ing stage. Several nanocrystalline materials including Al2O3,
SiC, BaTiO3, MnZn ferrite were reported to produce better
microstructures with fine grains when fast-firing was used
with a heating rate of >100 �C/min.

On the other hand, chemical modification of particle sur-
face or through dopants can largely contribute to homoge-
neous grain growth [78–80]. For example, the addition of
Si and Ca to nanocrystalline ferrites via sol–gel processing
was proven to be responsible for observed homogeneous
grain growth. Figure 8 represents an improved microstruc-
ture prepared with the sol–gel additives in the case of nano-
crystalline LiZn ferrite sample sintered at 1100 �C for 3 hr.

5 µm

Figure 8. Microstructure of nanocrystalline LiZn ferrite sample with
chemical additives of Si and Ca, sintered at 1100 �C for 3 hr.
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The gel additives having a relatively low softening point are
thought to penetrate into weak agglomeration and help rear-
ranging nanoparticles at the initial stage of sintering. The
additives are further found to inhibit grain growth by seg-
regating at grain boundary and thus exerting a drag force
against grain boundary movement. Oxide dopants having
low softening points also can improve sintering behavior of
nanopowders. Figure 9 demonstrates the effect of Bi2O3
addition on microstructure characteristics of nanocrystalline
LiZn ferrite fired at 1100 �C for 3 hr. The addition of Bi2O3
is believed to contribute significantly to the homogeneous
grain growth via liquid phase sintering, but leads to relatively
large grain sizes. Further control of heating profiles might
be needed to suppress unnecessary grain growth and obtain
nanostructured samples after sintering particularly when low
softening additives are used.

4. NANOCERAMIC MATERIALS

4.1. ZrO2

Zirconium oxide (ZrO2� ceramics have been used for vari-
ous thermal, mechanical, optical, and electrical applications
[79, 98–100]. Their promising chemical and physical prop-
erties including excellent chemical resistance, high refrac-
toriness, and ionic conductivity have created a lot of new
applications and devices based on the zirconia materials.

ZrO2 has four polymorphic forms depending on its transi-
tion temperature: monoclinic, tetragonal, orthorhombic, and
cubic phases. Only the monoclinic form is stable at room
temperature. The other polymorphic forms can be gener-
ated by quenching from certain high temperatures or by
incorporating appropriate additives. Partially or fully stabi-
lized zirconia obtained by adding various dopants such as
CaO, Y2O3, and CeO2 is of particular interest for solid
electrolytes, fuel cells, coatings, heating elements, and struc-
tural and wear components. The partially stabilized zirconia
(PSZ) generally consists of two phases (cubic and tetrago-
nal) or single phase (tetragonal).

The well-defined microstructure of dense zirconia deter-
mines its final properties and performance. For example,
zirconia materials need to be pervious to gases and pos-
sess sufficiently high mechanical strength and toughness to

5 µm

Figure 9. Microstructure of nanocrystalline LiZn ferrite sample with
3 wt% Bi2O3, sintered at 1100 �C for 3 hr.

avoid the breakdown of devices at elevated temperatures.
To achieve optimal performance, a small grain size is often
preferred with a narrow distribution of grain size. Small
grain size gives superplastic deformation of ZrO2, where
the deformation rate is proportional to the inverse or the
inverse square of the grain size. Highly uniform packing of
fine particles leads to low-temperature sintered zirconia with
a uniform microstructure.

Many studies have been reported to synthesize nanoscale
ZrO2-based powders and eventually obtain fine grain struc-
tures [79, 98–123]. Table 2 summarizes the results of
nanocrystalline ZrO2 obtained from various processing
methods such as hydrothermal, combustion, sol-emulsion-
gel method, vapor phase hydrolysis, and laser evaporation.
Zirconium chloride or nitrate salt has been a popular choice
as an inexpensive source for chemical processing of nano-
crystalline ZrO2 powders. Vasylkiv and Sakka [98] reported
that the nanosized tetragonal Y2O3-doped ZrO2 powder
was produced by hydrothermal precipitation from metal
chlorides and urea sol. Ultrasonication after the precipi-
tation was proven to help deagglomerating nanocrystalline
ZrO2 powder. A microwave oven can be another way to
improve continuous operation and processing effectiveness
in the ZrO2 hydrothermal synthesis as shown in the study
by Bondioli et al. [99]. On the other hand, aqueous solu-
tions of Y and Zr nitrates were used to synthesize nano-
crystalline ZrO2 powder by the combustion process utilizing
oxalic dihydrazide as a fuel material [100]. The solution
was spray-dried and then the resulting as-dried material was
ignited onto a hot plate to produce nanocrystalline ZrO2
powder.

4.2. Al2O3

Nanocrystalline �-alumina (corundum) powder has signifi-
cant potentials for a wide range of applications including
electronic devices and substrates, high-strength materials,
and catalysts [124–131]. There have been various chemical
processing routes for synthesize fine corundum powders
ranging from submicron to nanoscaled particle size. These
chemical techniques include sol–gel process, precipitation,
vapor phase reaction, flame-spray pyrolysis, and hydrother-
mal technique. However, many of the methods have diffi-
culty in obtaining nanocrystalline �-alumina phase due to
the stability of �-alumina at low temperatures.

Janbey et al. [124] reported that nanocrystalline corun-
dum phase (∼20 nm average particle size) was success-
fully prepared by pyrolysis (or combustion) of a complex
compound of aluminum with triethanolamine (TEA) and
sucrose. The addition of TEA into an aqueous solution
of aluminum nitrate forms metal-TEA compounds, while
sucrose is used as a fuel for pyrolysis of the polymeric com-
pounds. The amorphous precursor powder transformed into
�-alumina after subsequent firing and then became pure
�-alumina with ∼20 nm average size at 1150 �C. They found
that particle size depends on firing temperature and the
amount of sucrose.

Glumac et al. [125] studied a modified chemical vapor
condensation process that utilizes a low-pressure flame
instead of hot-wall reactor. They used a carrier gas (helium,
nitrogen, or ammonia) and aluminum butoxide as a liquid
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Table 2. Chemical powder processing of nanocrystalline ZrO2.

Crystallite
Materials Powder processing Precursor size Comments Ref.

3 mol% Y2O3-ZrO2 Hydrothermal precipitation ZrOCl2 · 10H2O 4–25 nm Ultrasonication and [98]
calcination at 450–900 �C
after washing precipitates

ZrO2 Microwave-hydrothermal ZrOCl2 · 8H2O 8–23 nm Washing after microwave-hydrothermal [99]
synthesis treatment at 200 psi for 2 hr

4 mol% Y2O3-ZrO2 Combustion synthesis zirconyl nitrate 8–31 nm By using oxalic dihydrazide as a [100]
combustion source and
spray-drying subsequent solution

ZrO2 Sol-emulsion-gel method ZrO(NO3�2 · nH2O <30 nm Ultrasonication and calcination [101]
at <900 �C

ZrO2 Alkoxide hydrolysis Zr tetra-n-butoxide <100 nm Only tetragonal phase after [101]
and condensation heat treatment at <1000 �C

ZrO2 Vapor-phase hydrolysis ZrCl4 6–70 nm A vapor mixture of ZrCl4 and [103]
water reacts, forms
nanocrystalline ZrO2

ZrO2 Laser evaporation ZrO2 rod or powder 10–50 nm Use of a CO2 laser source [104]
and recondensation and carrier gases

for recondensation

precursor. The carrier gas accompanies precursor vapor,
which is combined with premixed gas flames. The com-
bustion of the precursors occurs in the preheat zone of
the flame, and the particles condense as the flame gases
cool upon approach to the substrate (acting as a collec-
tor). They reported that 3- to 50-nm-sized alumina (initially
pure �-Al2O3� was obtained with a high production rate
(<50 g/hour).

On the other hand, a laser ablation technique utilizing
a 1-kW Nd:YAG laser was reported to produce spherical
nanocrystalline �-alumina particles [126]. The nanopowder
of ∼14 nm median diameter was generated by ablation of
solid corundum samples with the pulsed radiation of the
laser and subsequent condensation of the resulting vapor in
a controlled atmosphere.

4.3. SiC

Silicon carbide has been successfully used for thermome-
chanical, structural, and electronic applications because of
its attractive properties such as high strength, stiffness,
good wear and corrosion resistance, high thermal con-
ductivity, and low thermal expansion coefficient [132–134].
Especially in electronic devices, SiC can be extensively uti-
lized for various applications requiring high-power, high-
frequency, and high-temperature operation. SiC has been
generally produced by the well-known Acheson process,
which includes a carbothermal reduction of sand by petrol
coke at about 2400 �C. The carbothermal reaction of SiO2
can be described by

SiO2	s�+ 3C	s� → SiC	s�+ 2CO	g�

The resultant SiC needs to be processed further for fine
powders and purification. There are several chemical pro-
cessing methods developed for nanocrystalline SiC powder
because simple grinding of the SiC powder can not pro-
duce nanosized powders. Chemical vapor deposition (CVD)

process, sol–gel process, combustion synthesis using car-
bothermal reduction, and laser gas phase pyrolysis have
been successfully reported in preparing nanocrystalline SiC
powder.

Martin et al. [133] studied the synthesis of nanocrystalline
SiC powder by the carbothermal reduction of nanosized
SiO2 precursor with the assistance of sugar. A solution of
sugar in silica sol was frozen and freeze-dried before pre-
treatment at 800 �C in argon atmosphere. The pre-treated
SiO2/carbon mixture was converted to nanocrystalline SiC
through the carbothermal reduction by heating it at reaction
temperatures between 1500 �C and 1800 �C in controlled
pressure and atmosphere conditions. The resulting SiC pow-
der was less than 100 nm in average crystallite size with the
oxygen content of <0�5 wt%.

CVD has been a useful technique in producing commer-
cial nanocrystalline SiC powders [77, 134, 135]. There can be
slightly different chemical vapor reactions to produce nano-
sized SiC powders depending on precursor and gas system
and deposition condition. As an example of the CVD sys-
tem, Yang and Ding [135] recently reported that the sys-
tem of SiH4-C2H4-H2 could be successfully used to produce
nanocrystalline SiC powder. A mixture of highly reactive
gases such as SiH4, C2H4, and H2 was introduced into a reac-
tion chamber by high-purity Ar carrier gas. The gas content
was controlled by the gas partial pressure and the reaction
pressure was adjusted by total flow rates. Resulting powders
collected in a sealed flask by using a membrane separation
technique showed average particle sizes of less than 30 nm
depending on reaction temperature.

Some other efforts were made to improve the proper-
ties of nanocrystalline SiC by incorporating beneficial addi-
tives or making composites with SiC (e.g., Al2O3/SiC and
Si3N4/SiC). For example, the effects of additives such as
AlN, Al4C3, and B4C have been investigated to improve
particularly fracture strength, toughness, and electrical
properties. Zhang et al. [132] reported that the incorpo-
ration of Al and N into SiC was successfully carried out
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by making aerogels of SiO2 and Al2O3 from the precur-
sors of aluminum isopropoxide and tetraethylorthosilicate
(TEOS), respectively. A carbothermal reaction was con-
ducted at 1550 �C and in nitrogen atmosphere to form nano-
crystalline SiC powders with an average crystallite size of
<20 nm. On the other hand, Dong et al. [134] demonstrated
that the nanocomposite of Si3N4/SiC was fabricated by using
nanocrystalline Si3N4 and SiC powder precursors and a HIP
(hot isostatic press) process at 1750 �C and 150 MPa for
1 hr. The resultant microstructure appeared to be dense and
homogeneous with an average grain size of 50 nm.

4.4. Si3N4

Silicon nitride has been considered as a promising candi-
date for high-temperature structural applications due to sev-
eral excellent properties including high mechanical strength,
good oxidation resistance, and good wear and thermal shock
resistance [141–143]. Silicon nitride is known to have two
polymorphic forms: low-temperature � phase and high-
temperature � phase. The � to � transformation occurs at
1600–1700 �C, but the reverse transformation has not been
observed. The ratio of the two phases is important in deter-
mining the final performance of sintered Si3N4 and usually
influenced by the existence of liquid phases. Various sinter-
ing aids generating low melting phases, such as Y2O3, Al2O3,
Yb2O3, and ZrO2, have been added to achieve a high den-
sity at low sintering temperatures. In addition, ultrafine SiC
powder with proper additives has been strongly motivated
by the excellent potential of low-temperature densification
and low-temperature superplastic behavior with accompany-
ing favorable influences on the phase transformation.

Several chemical powder synthesis methods including
laser-induced chemical vapor deposition, hybrid thermal
plasma process, and RF plasma vapor method have been
reported to prepare nanocrystalline Si3N4 powders [141–
148]. The thermal plasma technique is one of the popular
methods in producing high-quality Si3N4 powders. Gubicza
et al. [141] reported that nanocrystalline Si3N4 powder
(<100 nm) was successfully synthesized by the vapor reac-
tion of silicon tetrachloride and ammonia in a radiofre-
quency thermal plasma reactor. The collected powder was
heat-treated at 400 �C for 1 hr and then 1100 �C for 1 hr
to achieve the complete decomposition of by-products. For
subsequent crystallization, the powder was re-fired at tem-
peratures of 1250 �C to 1500 �C in nitrogen atmosphere.
Similar results on the synthesis of nanocrystalline Si3N4 by
the RF plasma vapor method were also obtained by the
study of Szepvolgyi and Mohai [143]. On the other hand,
Li et al. [142] successfully demonstrated that nanocrystalline
Si3N4 could be prepared by a laser-induced vapor phase
induction in the study of crystallization and phase transfor-
mation of amorphous silicon nitride. The resulting particle
diameter was in the range of 15–20 nm. They found that the
crystallization and �/� phase transformation were greatly
enhanced by applied high pressure during annealing.

4.5. TiO2

Titania has been widely used for various commercial
applications including pigment, enamels, catalytic support,
ceramic membrane, gas sensor, and other electronic devices

[149–151]. Titania has three different natural crystalline
structures, that is, rutile (tetragonal), anatase (tetragonal),
and brookite (orthorhombic). Only rutile is thermodynam-
ically stable, whereas the other two phases of anatase and
brookite are metastable at all temperatures. Particularly, the
transformation of anatase to rutile has been extensively stud-
ied due to its practical importance. The anatase to rutile
transformation occurs between 400 and 1000 �C depend-
ing on impurity type and content, crystallite size, and reac-
tion atmosphere. Reducing atmosphere or the addition of
certain impurity such as CuO, MnO2, Fe2O3, LiF, and Al
was reported to promote the transformation rate. The exis-
tence of sulfate, chloride, fluoride, nickel, or silicon is known
to retard the transformation. Very fine crystallite size was
shown to enhance the transformation rate and initial transi-
tion temperature.

Commercial titania powders with controlled character-
istics have been produced using various chemical meth-
ods such as the gas phase oxidation of titanium chloride
or sulfate, hydrolysis of titanium chloride, precipitation of
titanium hydroxide, sol–gel reactions of titanium alkoxide,
and pyrolysis of titanium citrate [149–161]. Titania is a rel-
atively easy material in forming nanosized particles less
than 100 nm. Table 3 shows several examples of nano-
crystalline titania powders resulting from various chemi-
cal routes including sol–gel, precipitation, laser ablation,
hydrothermal synthesis, and vapor or aerosol pyrolysis.

Ahonen et al. [149] studied the synthesis of nano-
crystalline titania powder by aerosol pyrolysis of titanium in
butoxide with variations in synthesis temperature and atmo-
sphere. They observed that subsequent firing after synthe-
sis affected largely particle size distribution and morphology
development. Anatase phase was found to start forming
from amorphous phase at ∼500 �C depending on synthesis
and annealing temperature and firing atmosphere. Firing at
nitrogen atmosphere was preferred to obtain pure anatase
phase at lower pyrolysis temperatures presumably due to
oxygen deficiency and subsequent Ti interstitials.

A laser pyrolysis method using CO2 laser radiation was
investigated in the synthesis of nanocrystalline TiO2 powder
doped with trivalent Al and Ga by Depero et al. [150]. Tita-
nium isopropoxide and ethylene were used as a Ti source
and a reaction sensitizer, respectively. Trimethyl-gallium and
trimethyl-aluminum were used as dopant precursors. Very
fine titania powders (<100 nm) were successfully prepared
by the absorption of the CO2 laser radiation. The incorpo-
ration of Ga or Al in the nanopowders was found to inhibit
the formation of rutile by hindering the anatase to rutile
phase transition.

4.6. Titanates

Various titanate materials that have perovskite structures
and relatively high dielectric constants (k) have been exten-
sively used for various electronic, piezoelectric, pyroelectric,
and optoelectronic applications. BaTiO3, SrTiO3, PbTiO3,
and Pb(Zr,Ti)O3 are representatives pertaining to the
high-k ceramic material category. These materials have been
important ingredients in manufacturing high capacitive chip
devices including multilayer capacitors. Recent tendencies
towards device miniaturization, volumetric efficiency, and
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Table 3. Chemical powder processing of nanocrystalline TiO2.

Materials Powder processing Precursor Crystallite size Comments Ref.

TiO2 Aerosol pyrolysis Ti n-butoxide 30–80 nm Synthesis atmosphere and temperature [149]
affected phase transformation

TiO2 with Al and Ga CO2 laser pyrolysis Ti isopropoxide <100 nm Incorporation of Al and Ga inhibited the [150]
formation of rutile

TiO2 Hydrothermal synthesis Ti n-butoxide 20–65 nm Crystallite size and powder morphology [151]
depend on the type of peptizing agent

TiO2 Controlled precipitation Ti tetra butoxide <40 nm Anhydrous acetone was used as solvent [152]
and acetic acid as catalyst
for hydrolysis reaction

TiO2 Sol–gel method TiCl4 4–12 nm Ti(OH)4 inorganic gel forms after reactions [153]
with ethanol and water

TiO2 and TiN Reactive ion beam Ti target 4–45 nm A high-power-density ion beam [154]
evaporation is focused on a Ti-target in an oxygen

or nitrogen atmosphere (1–10 Torr)
TiO2 Vapor hydrolysis Ti tetra-isopropoxide 5–65 nm Vapor phase precursor reacts with steam to [155]

produce a supersaturated TiO2 vapor

cost reduction require thinner layers and the use of inexpen-
sive electrode materials. Utilization of fine powders allows
sintering to happen at lower temperatures with possible use
of thinner layers and less expensive metallization. The con-
ventional solid-state reaction had a tendency to produce
coarse powders with particle agglomeration and composi-
tional inhomogeneity. Therefore, various chemical process-
ing methods such as combustion, sol–gel, co-precipitation,
citrate route, and hydrothermal synthesis have been stud-
ied to prepare ultrafine, reactive titanate powders [162–178].
Most of earlier studies have focused on the fabrication of
submicron-sized powders and control of powder character-
istics such as particle distribution and agglomeration.

Table 4 demonstrates several examples of nanocrystalline
titanate materials of BaTiO3, SrTiO3, PbTiO3, and
Pb (Zr,Ti)O3 (PZT), which were prepared by chemical pow-
der processing or mechanical activation. Chemical synthesis

Table 4. Chemical powder processing of nanocrystalline titanates.

Materials Powder processing Precursor Crystallite size Comments Ref.

BaTiO3 Combustion synthesis Ba and Ti nitrates ∼70 nm Common nitrate solution with alanine as a fuel [162]
was spray-dryed and then heat-treated

BaTiO3 Mechanical activation BaO and TiO2 10–30 nm Mechanical activation at room temperature [163]
starts to generate nanopowder after 5 hr

BaTiO3 Sol–gel method Ba oxyhydrate and Ti 13 nm Precursor solution became a gel with the [165]
n-butoxide assistance of water-diluted ethylene glycol

BaTiO3 Sol–gel method Ba alkoxide and Ti <50 nm Precursor solution was hydrolyzed via the addition [166]
n-butoxide of water and became a gel gradually after cooling

SrTiO3 Hydrothermal synthesis Various precursors <100 nm Various Sr and Ti precursors were tested. KOH [170]
concentration affected particle size

SrTiO3 Combustion synthesis Sr and Ti nitrates <42 nm Ethylene diamine tetra-acetic acid (EDTA) and [171]
NH4NO3 were used as a reducing and an oxidizing
agent, respectively

PbTiO3 Mechanochemical Oxide mixture <65 nm Nanopowders were obtained by a shaker mill [173]
synthesis operating at 900 rpm for >5 hr

Pb(Zr0�7Ti0�3�O3 Sol–gel synthesis Pb acetate and Zr and ∼30 nm Butyl alcohol was successfully used as a solvent [175]
Ti butoxides

Pb(Zr0�5Ti0�5�O3 High-energy ball-milling Oxide mixture ∼20 nm Oxide mixture was ball-milled at 200 rpm in a [176]
tungsten carbide vial with tungsten carbide ball
media up to 80 hr

techniques of perovskite BaTiO3 (k>1000) have been exten-
sively studied because barium titanate and its solid solutions
with other perovskite materials have been most popular
in the capacitor application. The dielectric properties of
BaTiO3 depend strongly on Ba/Ti ratio, powder characteris-
tics (i.e., purity, particle size and distribution, and agglomer-
ates), and resultant microstructural characteristics (i.e., grain
size and distribution, grain boundary nature, and porosity).
Due to the sensitivity of electrical properties to its impu-
rity level and microstructure, very tight control of chemi-
cal processing is necessary for reproducibility and consistent
performance. Sol–gel, mechanical activation, and combus-
tion processes have been among the successful methods for
preparation of nanocrystalline BaTiO3 powders [162–166].

SrTiO3 (k ∼ 320) has a few advantages over BaTiO3,
which include a lower dielectric loss, better temperature
dependence of dielectric constant, and better high-frequency
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performance. Solid solutions with BaTiO3 or compositions
containing various dopants have been technically important
for bulk or thin-film capacitor applications. Several chemi-
cal processes including hydrothermal and combustion meth-
ods have been successfully used to prepare nanocrystalline
SrTiO3 powder [170–171].

4.7. Ferrites

Ferrites have been used mainly as magnetic core materi-
als for inductors and transformers, microwave components,
information storage devices, and permanent magnets [179,
180]. Various ferrite materials such as soft and hard fer-
rites and garnets have been developed to meet requirements
depending on each application. For example, soft ferrites
generally need to be designed to possess a maximum per-
meability, a minimum magnetic loss, an adequate saturation
magnetization, and good response to temperature and fre-
quency for inductors and transformers covering a wide range
of operating frequency. On the other hand, microwave gar-
net devices have required polycrystalline single-phase mate-
rials with a high density and a high degree of chemical
homogeneity for narrow line width and minimum low-field
loss at microwave frequencies.

Ferrite materials are very sensitive to processing condi-
tion and impurity levels because small contents of non-
magnetic impurities change significantly microstructures and
resulting magnetic properties by diluting magnetic moments.
For example, coercive force tends to increase as grain size
decreases due to domain-wall pinning. It results in a higher
energy required for switching. Especially for high-power
applications, smaller grain size is required to minimize mag-
netic loss associated with the excitation of spin waves. Sat-
uration magnetization is known to be less dependent on
grain size.

Various soft ferrite materials having a spinel structure
(e.g., NiZn and MnZn ferrites) have been a popular choice
in the development of fine ferrite powders via chemical pro-
cessing routes due to the ease of forming nano-scaled crys-
tallite powders [78, 181–187]. Hard ferrite (e.g., Ba and Sr
hexaferrites) and garnets (e.g., Y3Fe5O12� are known to be
difficult in preparing very fine powders from complex reac-
tion routes involving intermediate phases and subsequent
higher firing temperatures [189]. Table 5 demonstrates sev-
eral examples of nanocrystalline soft ferrites prepared by
chemical powder processing routes including hydrothermal,

Table 5. Chemical powder processing of nanocrystalline ferrites.

Materials Powder processing Precursor Crystallite size Comments Ref.

LiZn ferrite Combustion synthesis Nitrates <25 nm Polyacrylic acid was used as a gelation agent [181]
and fuel for combustion

MnZn ferrite Coprecipitation Sulfates ∼4 nm HNO3 or NH4OH was used to control pH [182]
MnZn ferrite Hydrothermal synthesis Nitrates <40 nm Aqueous nitrate solution was hydrolyzed with diluted [183]

ammonia and reacted at 95 �C to 270 �C
in a hydrothermal condition

Zn ferrite Coprecipitation Chlorides ∼<10 nm NaOH was used to control pH [184]
Zn ferrite Sol–gel method Zn acetate and Fe <40 nm Precusors were mixed in methanol and [185]

acetylacetone heated above 240 �C
NiZn ferrite Coprecipitation Nitrates ∼27 nm NH4OH was used as a precipitant [186]

sol–gel, co-precipitation, and combustion synthesis [181–
186]. Inorganic salt-based chlorides, sulfates, and nitrates
are usually selected as raw materials for chemical processing.
In general, nanocrystalline phase-pure spinel ferrites with
5–50 nm are successfully produced after subsequent firing at
less than 500 �C regardless of chemical processing method.

4.8. Other Ceramics

Many other ceramic materials including SiO2 [190, 191],
CeO2 [192–195], Y2O3 [196–199], SnO2 [200–203], ZnO
[204, 205], AlN [206–209], TiN [210, 211], Pb(Mg1/3Nb2/3�O3
(PMN) [212, 213], Al2TiO5 [214, 215], LiMn2O [216],
Cordierite [217], and YAG [218] have been studied to pro-
duce nanopowders by various chemical processing methods.
Although applications of each material are different, the con-
cept and advantages of nanopowders are expected to lead
to the enhancement of their actual performance. Most of
the studies are focusing on the preparation of nanopowders
via chemical processing, with less information on improved
property characteristics.

Table 6 represents selected nanocrystalline ceramic mate-
rials prepared by chemical powder processing, which have
been of considerable interest for their technical importance
and commercial utilization. Ceria (CeO2� is one of the
important materials for applications of solid electrolytes in
solid oxide fuel cells, chemical-mechanical polishing, and
catalytic supports. Ceria has a prototypical fluorite struc-
ture that is stable from room temperature up to its melt-
ing temperature. In particular, hydrothermal synthesis using
a cerium nitrate solution was reported to be successful in
preparing nanocrystalline ceria powders less than 10 nm
[192]. Yttria (Y2O3� is one of the traditional refractories
and has a wide range of commercial applications including
catalyst supports. Many chemical powder processes includ-
ing combustion, sol–gel, and colloidal processing were found
to be effective in preparing nanocrystalline yttria powders
[196–199]. ZnO has been very useful in numerous chemical,
electronic, cosmetic, and pigment applications [204, 205].
Nanocrystalline ZnO is expected to improve chemical reac-
tivity, sensing performance, and light-absorbing capacity.

Aluminum nitride (AlN) has great potentials for several
electronic applications due to its high thermal conductiv-
ity and excellent dielectric properties. Several studies on
nanopowder processing and sintering behavior have been
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Table 6. Chemical powder processing of various ceramic materials.

Materials Powder processing Precursor Crystallite size Comments Ref.

CeO2 Hydrothermal synthesis Ce diammonium <10 nm The effect of sulfate ions was investigated by [192]
nitrate adding (NH4�2SO4 or H2SO4

CeO2 Mechanochemical CeCl3 10–30 nm The mixture of CeCl3 and NaCl was milled [193]
processing with steel balls

Y2O3 Gel combustion Y nitrate <50 nm An aqueous solution of Y nitrate and [196]
citric acid was used for combustion reactions

SnO2 Sol–gel synthesis SnCl4 ∼12 nm A solution of SnCl4 in ethylene glycol was [200]
used to form gel at 120 �C

ZnO Plasma pyrolysis ZnSO4 ∼20 nm Zn5(CO3�2(OH)6 precursor was synthesized [204]
from ZnSO4 and NH4HCO3

for plasma pyrolysis
AlN Plasma evaporation Aluminum <100 nm A hot gas carrying aluminum vapor was reacted [206]

with ammonia to produce powders
TiN Direct nitridation Nanosized Ti oxide <50 nm Nanocrystalline TiO2 was reacted in a NH3 [209]

gas flow to form TiN nanopowders
Pb(Mg1/3Nb2/3�O3 Mechanochemical synthesis Oxides 20–30 nm Powder mixture was milled using a shaker-mill [212]

at 900 rpm for 20 hr

reported with great success in achieving translucent, high-
density AlN specimens [206–209]. The sintering of AlN
often needs to be carried out with the use of rare-earth or
alkaline-earth oxide additives to prevent the degradation of
thermal conductivity from oxygen-related defects.

5. SUMMARY
The field of ceramic nanopowders (<100 nm) has great
potentials for many advanced ceramic applications due to
their unique characteristics particularly related to electri-
cal, optical, mechanical, and thermal properties. Production
methods of ceramic nanopowders can be classified into two
major categories: liquid phase precipitation and gas phase
condensation. Sol–gel, hydrothermal, co-precipitation, and
microemulsion processes correspond to liquid phase precip-
itation. Powder processes based on gas phase condensation
include physical vapor deposition, chemical vapor deposi-
tion, flame processing, laser ablation, and plasma process-
ing. The choice of chemical processing generally depends on
type of material, processing and firing condition, availability
of raw materials, and safety concerns.

Agglomeration of nanoparticles happens easily due to the
strong van der Waals force of attraction and has been respon-
sible for poor microstructural characteristics after sintering.
Several sintering techniques including high-pressure pro-
cessing (e.g., hot-pressing and sinter-forging), high-energy
processing (e.g., field-assisted sintering and microwave sin-
tering), and controlled heating profiles have been suggested
with successful evidence of improvement in microstructures.
Ceramic nanopowders encompass a variety of materials such
as oxides, carbides, nitrides, borides, and silicates. Zirconia,
alumina, silicon carbide, silicon nitride, titania, titanates, and
ferrite have been among the most popular materials for the
nanopowder studies due to their scientific and technical sig-
nificance. The nanopowder formation of the listed ceramic
materials by various chemical processes has been success-
fully demonstrated with information on processing condi-
tions and observed powder characteristics.

GLOSSARY
Agglomerate A Collection of particles where there has
been no coalescence and that can be broken into individual
particles.
Aggregates A collection of particles that can no longer be
broken into individual particles.
Nanopowder Powder having an average particle size of less
than 100 nm.
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1. INTRODUCTION
Nanoparticles (NPs) have properties that differ from their
bulk or atomic counterparts in many different ways. Typi-
cally, their equilibrium as well as dynamic properties, such
as electronic and optical characteristics and charge carrier
recombination rates, vary as a function of size, surface,
and shape. For example, spatial confinement and reduced
dimensionality often lead to changes in the density of states
(DOS) for both electrons and phonons that affect their opti-
cal spectroscopy and rates and mechanisms of electron–hole
relaxation. Relatively speaking, equilibrium or static proper-
ties of nanomaterials have been better studied and under-
stood when compared to dynamic properties. Understanding
dynamic characteristics can provide complementary infor-
mation to static properties that may or may not be studied
easily using static experimental techniques.

One way to directly probe the charge carrier dynamics
(e.g., rates and mechanisms of electron–hole recombination
or relaxation) in nanomaterials is to use time resolved laser
spectroscopic techniques, since many of the dynamic pro-
cesses occur on ultrafast time scales. Direct ultrafast studies
of charge carrier dynamics in nanoparticles have emerged
as an active area of research in nanoscience in the last
decade. These studies have helped gain important funda-
mental insight into charge carrier properties. For instance,
electronic relaxation dynamics sensitively reflects interaction
of electrons with phonons, surfaces, and other charge car-
riers, as well as interparticle interaction. The objective of
this chapter is to review some recent advances in the stud-
ies of charge carrier dynamics in both semiconductor and

metal nanomaterials with examples derived from research
from our own lab and others. The first part of this chap-
ter will deal with charge carrier dynamics in semiconductor
nanoparticles while the second part of the chapter will cover
electronic relaxation in metal nanoparticles.

2. CHARGE CARRIER DYNAMICS IN
SEMICONDUCTOR NANOPARTICLES

2.1. Charge Carrier Relaxation and Trapping

Above bandgap photoexcitation of a semiconductor creates
an electron in the conduction band (CB) and a hole in the
valence band (VB). This process is analogous to a high-
est occupied molecular orbital to lowest unoccupied molec-
ular orbital transition upon light absorption in molecules.
This light absorption in the semiconductor particle creates
a nonequilibrium situation. To return to equilibrium, the
photogenerated carriers have a myriad of pathways, as illus-
trated in Figure 1. The simplest is radiative electron–hole
recombination, releasing a photon. With above bandgap
excitation, the electron and hole usually lose some of their
initially acquired energy before they recombine. The elec-
tron and hole typically relax energetically to the bottom of
the CB and to the top of the VB respectively. Hence, the
emitted photon has a lower energy (or is redshifted) than
that of the incident photon. For single crystal semiconduc-
tors, radiative electron–hole recombination is the dominant
mechanism of relaxation and thus the material is highly flu-
orescent, with quantum yields typically >50%.

If impurities or defects are present in the crystal, new
additional electronic states can be introduced within the
bandgap and can act to trap the charge carriers. Trapping,
then, becomes a major pathway for semiconductors with a
high density of trap states.

If surface effects are ignored for the moment, and to
first order perturbation, the rate of carrier relaxation (�)
through the emission of phonons is given by Fermi’s golden
rule [1],

1
�
= ∑

q

��f �W �i��2��Ef − Ei + �
q��nB��
q� T �+ 1� (1)
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Figure 1. Schematic illustration of photoexcitation and photolumines-
cence. The curved lines with downward arrows indicate different relax-
ation processes: (1) electronic relaxation within the conduction band
(CB), (2) trapping into shallow trap (ST) and deep trap (DT) states
as well as further trapping from ST to DT, (3) bandedge electron–
hole recombination, (4) trapped electron–hole recombination, and
(5) exciton–exciton annihilation.

where �i� and �f � stand for the initial and final states of
the exciton, respectively, q is the wave vector of the emitted
phonons, �
 is the phonon energy, and nB represents the
Bose–Einstein distribution of phonons in the crystal lattice
at temperature T �nB = 0 when T = 0). The electron–
phonon coupling operator, W , is characteristic of the semi-
conductor and depends on the relevant phonon frequencies
and electronic band structure. Changes in phonon distri-
bution and/or frequency or size dependent changes in the
electron–phonon coupling will, therefore, affect the carrier
relaxation time according to Eq. (1). Theoretical investiga-
tions of III–V semiconductor quantum dots indicate that
the electron–phonon scattering rates decrease strongly with
increasing spatial quantization [2].

The nature of the surface is an important factor that influ-
ences the relaxation. However, this is much more difficult to
quantify at the first principles level. Qualitatively, the sur-
face phonon frequencies and distributions are expected to
change relative to bulk. This will affect the overall electron–
phonon interaction [W in Eq. (1)] and thereby the relaxation
time. In addition, the surface introduces a high density of
electronic surface trap states within the bandgap that will
act to trap the charge carriers. This often significantly short-
ens the carrier lifetime and is usually the dominant pathway
of relaxation. Trapped carriers can then further relax radia-
tively or nonradiatively. Trapped electrons and holes sig-
nificantly influence the nanoparticle optical properties and
chemical reactivities. The trapping time scale is typically on
the order of a few hundreds of fs to tens of ps, depending on
the nature of the nanoparticles. Typically, a higher density
of trap states leads to faster trapping. The energy difference
between the trap states and the location of the bandedge
(bottom of the CB for the electron and top of the VB for the
hole) also affects the trapping time. The smaller the energy
difference, the faster the trapping expected, provided that
other factors are similar or the same.

Various trapping time constants have been measured
for various semiconductor nanoparticles. Using transient

absorption techniques trapping times for CdS NPs of
∼100 fs have been suggested [3, 4]. However, longer trap-
ping times of 0.5–8 and 30 ps were yielded for CdSe [5]
and CdS [6, 7] NPs using time resolved photon-echo and
trap state emission experiments respectively. Another study
reported a similar 30 ps electron trapping time for CdS
based on the effects of adsorption of viologen derivatives
on the nanoparticle surface [8]. A time resolved photolu-
minescence measurement on CdS reported a hole trapping
time of 1 ps [6]. Sample differences or different data inter-
pretations may be the reason for the discrepancies in the
reported trapping times. However, it is not unreasonable to
conclude that trapping time scales for electrons and holes
occur on the subpicosecond (a few hundred fs) to tens of
picoseconds time scales depending on the nature of the NP
or quality of the sample. It should be noted that trapping
times from bandedge to shallow traps or from shallow traps
to deep traps might differ as well.

Recombination can be either radiative or nonradiative
and can occur before or after electrons or holes have been
trapped. Since the density of trap states is very large in
nanoparticles, recombination usually takes place after trap-
ping. Also due to the high density of traps in NPs, nonra-
diative recombination tends to be the dominant mechanism.
A number of examples will be discussed next to illustrate the
similarities and differences between different nanoparticle
systems in terms of their electronic relaxation dynamics.

2.2. Metal Oxide Nanoparticles

Electronic relaxation dynamics have been studied for sev-
eral metal oxide nanoparticle systems, for example, TiO2,
ZnO, and Fe2O3. For TiO2 NPs with excitation at 310 nm,
the photoinduced electrons were found to decay following
second-order kinetics with a recombination rate constant of
1�8× 10−10 cm3 s−1 [9]. The electron trapping was suggested
to occur on the time scale of 180 fs [4]. Similar studies have
been done on ZnO NPs for which the photoinduced electron
decay was also found to follow second-order kinetics with
310 nm excitation [10]. It was also found that the initial elec-
tron trapping and subsequent recombination dynamics were
size dependent. The trapping rate was found to increase with
increasing particle size, which was explained with a trap-to-
trap hopping mechanism. The electron–hole recombination
is faster and occurs to a greater extent in larger particles
because there are two different types of trap states. How-
ever, a different explanation, based on exciton–exciton anni-
hilation upon trap state saturation, has been proposed for
similar excitation intensity dependent and size dependent
relaxation observed in CdS and CdSe NPs [11]. This expla-
nation would also seem to be consistent with the results
observed for TiO2 [9] and ZnO [10].

A femtosecond electronic relaxation dynamics study was
conducted for both � and � phased Fe2O3 nanoparticles
with 390 nm excitation [12]. The dynamics were found to
be similar between the two types of particles, despite differ-
ences in both their magnetic properties and particle shape.
�-phased Fe2O3 is mostly spherical and paramagnetic, while
the �-phase is spindlelike and diamagnetic [12]. The relax-
ation featured a multiexponential decay with time constants
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of 0.36, 4.2, and 67 ps. The overall fast relaxation, in con-
junction with very weak emission, indicates highly efficient
nonradiative decay processes, most probably related to the
intrinsic dense band structure or a large density of trap
states. The fast relaxation of the photoinduced electrons
is consistent with the low photocurrent efficiency of Fe2O3
electrodes. The short lifetime due to rapid electron–hole
recombination does not favor charge transport that is nec-
essary for photocurrent generation [12].

2.3. Metal Chalcogenide Nanoparticles

CdS is among the most extensively studied semiconduc-
tor nanoparticle systems. Earlier dynamics studies on the
picosecond time scale identified a strong transient bleach
feature near the excitonic absorption region of the spec-
trum [13–19]. It was observed that the peak of the bleach
feature shifts with time. One explanation proposed was
increased screening by charge carriers for the particles [20].
In addition, there was a redshift of the transient absorp-
tion features in CdSe, which was explained by some as a
result of formation of biexcitons [21, 22]. Later, femtosecond
measurements were carried out and a power dependence
of the bleach recovery time was found for CdS [23]. The
bleach recovery follows a double exponential rise with the
fast component increasing with power faster than the slower
component.

Work based on transient absorption measurements of
CdS found a similar power dependence of the electronic
relaxation dynamics featuring a double exponential decay
behavior with a fast (2–3 ps) and slow (50 ps) compo-
nent [3, 11, 24]. The amplitude of the fast decay component
increases with excitation intensity faster than that of the
slow component. The short component grows nonlinearly
(Fig. 2), slightly subquadratically, with excitation intensity.

Figure 2. Excitation intensity dependence of CdS NPs photoinduced
electronic relaxation dynamics probed at 780 nm following 390 nm exci-
tation pulse. The 2.5–3.5 ps fast decay component increases nonlinearly
with excitation intensity and is absent at low intensity. Reprinted with
permission from [3], J. Z. Zhang et al., J. Phys. Chem. 98, 3859 (1994).
© 1994, American Chemical Society.

This nonlinear fast decay was first attributed to nongemi-
nate electron–hole recombination at high excitation inten-
sities [3]. Subsequent studies using femtosecond transient
absorption in conjunction with nanosecond time resolved
fluorescence found that the bandedge fluorescence was also
power dependent [11]. These results led to the proposal
that the fast decay is due to exciton–exciton annihilation
upon trap state saturation, as suggested previously [25], and
the slow decay is due to trapped charge carrier recom-
bination [11]. Therefore, the transient absorption signal
observed has contributions from both bandedge electrons
and trapped electrons. At early times, the bandedge elec-
trons contribute significantly to the signal, especially when
trap states are saturated at high excitation intensities, while
as time progresses the contribution from trapped electrons
becomes more dominant. On long time scales (hundreds
of picoseconds to nanoseconds), the signal is essentially all
from trapped charge carriers. It was believed that this is
true of many other colloidal semiconductor nanoparticles
[12, 26–29]. A more recent study of the emission lifetime of
surface passivated and unpassivated CdS nanoparticles on
the nanosecond time scale showed that the passivated sam-
ple with a lower density of surface trap states has a lower
excitation threshold for observing exciton–exciton annihila-
tion compared to the unpassivated sample [30]. This sup-
ports the model of exciton–exciton annihilation upon trap
state saturation at high excitation intensities [11].

The charge carrier dynamics in CdSe nanocrystals rang-
ing in size from 2.7 to 7 nm have recently been determined
using femtosecond fluorescence upconversion spectroscopy
[31]. It has been found that both the rise time and decay of
the bandedge emission show a direct correlation to the par-
ticle size and the rise time depends on excitation intensity.
The long lifetime of the bandedge emission was suggested
to originate from a triplet state. The deep trap emission that
appears within 2 ps was attributed to relaxation of a sur-
face selenium dangling bond electron to the VB where it
recombines radiatively with the initial photogenerated hole.
This is also believed to be responsible for the large ampli-
tude, fast (2–6 ps) decay of the bandedge emission. This
work seems to indicate that the hole trapping is slower com-
pared to electron trapping. Recent work by Burda et al. and
Guyot-Sionnest et al. supports the assertion that hole trap-
ping is slower than electron trapping [32–34].

CdTe has been widely used in optoelectronic devices [e.g.,
infrared (IR) detectors, solar energy conversion, and light-
emitting devices]. In comparason to CdS and CdSe, CdTe
has a smaller bandgap (∼1.5 eV) and a larger exciton Bohr
radius (∼7.3 nm). Studies on CdTe nanoparticles have been
limited due to its high susceptibility to tellurium anion
oxidation. Recently, the ultrafast charge carrier dynamics
have been measured in CdTe nanocrystals using femtosec-
ond laser spectroscopy [35]. The charge carrier relaxation
showed a fast decay (3.37 ps) that is strongly dependent
on excitation intensity, followed by a slow decay (∼230 ps)
plus an offset of >600 ps. The offset and slow decay
are assigned to surface or solvent trapped electron–hole
recombination while the intensity dependent short decay is
assigned to exciton–exciton annihilation (as discussed previ-
ously) or photoionization/Auger recombination.
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Another recent study on thiol-capped CdTe showed an
unusual power dependence of photoluminescence using
nanosecond laser spectroscopy [36]. At high excitation inten-
sities the photoluminescence of CdTe NPs showed an unex-
pected decrease in emission. Two possible mechanisms were
proposed. Photoionization may be occurring during the
nanosecond pulse (7 ns duration) that subjects the particles
to a stronger repulsive Coulombic force than in the neu-
tral particles. This has the effect of enhancing the Auger
effect in the ionized particles. Electron–hole recombina-
tion then proceeds by mostly nonradiative pathways leading
to the decrease in fluorescence. Alternatively, exciton–
exciton annihilation, similar to the CdS case discussed pre-
viously, may be the reason for the abnormal excitation
intensity dependence. Immediately after excitation, “hot”
electrons quickly relax to the bottom of the CB. These
bandedge electrons can then relax further by radiative or
nonradiative pathways. At high excitation intensities, band-
edge electrons can decay through nonradiative pathways
such as exciton–exciton annihilation. This nonlinear pro-
cess becomes increasingly dominant with increasing excita-
tion intensity that in turn causes the unusual decrease in
emission.

In comparison to bulk materials, nonlinear properties of
nanomaterials are expected to be influenced by two major
competing factors: quantum spatial confinement and surface
effects. Quantum mechanical confinement, on the one hand,
should lead to a lower threshold for nonlinear properties in
nanomaterials due to, for example, more efficient exciton–
exciton annihilation when compared to bulk materials. In
contrast, fast and efficient trapping in nanoparticles due to
a high density of trap states should increase the threshold
for nonlinear processes. Hence, the higher the density of
trap states, the higher the threshold for observing nonlin-
ear properties, as exemplified in the study of passivated and
unpassivated CdS samples [30]. Even though quantitative
comparisons of nanomaterials and their corresponding bulk
counterparts have not been made systematically in terms of
nonlinear threshold, it is most likely that the surface effect
is dominant in most systems due to the intrinsic high den-
sity of surface trap states in nanomaterials. If this conjec-
ture is correct, nanomaterials will have a higher threshold
for observing nonlinear properties. This can have important
applications in areas such as radiation protection. Nanoma-
terials would be better than their corresponding bulk coun-
terparts in absorbing high density radiation due to their
higher threshold for nonlinearity or saturation.

PbTe nanoparticles of 1.5–3 nm embedded in a glass
matrix revealed an interesting oscillatory behavior [37]. The
oscillations in the femtosecond transient absorption exper-
iment were assigned to coherent excitation of acoustic
phonons similar to the case of PbS [38]. It was found that the
oscillations had a damping time of 2.1 ps and a frequency
of ∼0.51 THz at a probe wavelength of 1.5 �m. A longer
decay of 175 ps was also present along with an offset and
was attributed to radiative/nonradiative recombination and
long-lived thermal effects. A probe wavelength dependence
(1.4–1.6 �m) of the frequency of oscillation indicated size
selectivity since the absorption band is inhomogenously
broadened due to polydispersity in the sample. In addition,
it was suggested that the damping mechanism was due to

energy loss to the surrounding medium, which is in contrast
to colloidal gold nanoparticles where the damping mecha-
nism of the oscillations was attributed to the polydispersity
of the colloid [39]. Oscillations in metal nanoparticles will
be discussed in more detail below.

Other metal sulfide nanoparticles such as CuxS (x = 1
or 2) and Ag2S have also been studied in terms of their
charge carrier dynamics. In the dynamics studies of CuS and
Cu2S [40], a dominant fast decay component followed by
a slower decay observed for Cu2S nanoparticles was found
to be independent of excitation intensity, probe wavelength,
and capping agent. The fast decay (1.1 ps) was assigned to
charge carrier trapping at shallow trap sites, while the long
decay (80 ps) component was assigned primarily to deep
trapping. An interesting power dependence of the dynamics
was observed for CuS. Low excitation intensities yielded a
transient bleach at first due to ground state absorption fol-
lowed by a fast recovery (430 fs) due to carrier trapping to
shallow traps followed by a long time offset. The long time
offset was attributed to relaxation from shallow to deep traps
and further relaxation of charge carriers from deep traps.
High excitation intensities, however, yielded only a transient
absorption signal with a 1.1 ps decay and a slow rise with a
lifetime >1 ns. The power dependence of the crystalline CuS
could be attributed to trap state saturation [40]. A kinetic
model developed to simulate the data for both Cu2S and
CuS led to the proposal of an alternative explanation for
a middle-gap state. This was suggested to be either an
electron-acceptor or unoccupied state, and the IR absorp-
tion band corresponds to a transition from the valance band
to this state [40]. Cystine and glutathione caped Ag2S NPs
also displayed an interesting excitation dependence. The
dynamics signal contains contributions from both transient
absorption as well as transient bleach. At increasing excita-
tion intensity, the transient absorption signal becomes more
dominant over the bleach. A kinetic model developed sug-
gested that the difference in dynamics observed between
samples is due to different absorption cross sections of deep
trap states. Similar to CuS NPs, the observed excitation
intensity dependence is attributed to shallow trap state sat-
uration at high intensities [41].

Au2S is another metal chalcogenide nanoparticle system
that has been synthesized and studied via femtosecond tran-
sient absorption spectroscopy [42, 43]. Au2S has been used
in photographic sensitization and suggested as a potential
ion conductor [44–47]. The electronic relaxation dynamics
have been measured with 390 nm excitation and probing
at 790 and 850 nm. The transient decay profiles can be
fit to a double exponential with time constants of 600 fs
and 23 ps. The fast decay can be assigned to trapping of
electrons from the conduction band to shallow trap states
or from shallow traps to deep traps, while the long decay
is assigned to recombination from shallow or deep trap
states. Unlike Ag2S [41] CuS [40], and CdS [11] already dis-
cussed, there is no power dependence indicating no trap
state saturation and hence the overall fast relaxation can
be attributed to a high density of intrinsic or surface trap
states. In addition, this fast decay is nonradiative and con-
sistent with a lack of observable luminescence at room tem-
perature. EXAFS measurements were also performed and
showed a 20% decrease in the first coordination shell for
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nanoparticles relative to bulk, which supports a large num-
ber of surface dangling bonds that can contribute to a high
density of surface trap states.

2.4. Effect of Nanoparticle Shape
on Dynamics

A few studies have been made to study the shape depen-
dence of electronic relaxation in semiconductor nanocrys-
tals. In spherical particles, the bandgap increases as size
decreases. However, as particles deviate from a spheri-
cal geometry (e.g., CdSe nanorods), it was found that the
bandgap depends mainly on the width and, to a lesser
degree, on the length of the rods [48]. Deviation from spher-
ical geometry causes splitting of degenerate energy levels
due to the lowering of particle symmetry. This effect may
have potential consequences for electron–hole relaxation.

Electronic relaxation in CdSe nanorods has been found
to be quite different from spherical CdSe particles
[49]. Electron–hole kinetics for both CdSe nanodots and
nanorods were monitored over the wavelength range of
480–585 nm using 400 nm excitation. In the wavelength
range studied, the decay times for the nanorods increased
as the energy decreased with ∼300 fs for the 480–515 nm
range, a few ps in the 530–575 nm range, and 50 ps for
the bandgap state. The long decay for the bandgap state
may be attributed to less effective surface trapping in the
rods as will be discussed. This is in contrast to the nano-
dots that displayed a shorter lifetime in the bandgap state
(2 and 36 ps) but longer, 2 ps, in the higher energy range
(480–515 nm) than the nanorods. The fast carrier dynamics
of the rods in the 480–515 nm region was explained by tak-
ing into consideration energy level splitting due to particle
geometry. As the particles deviate from spherical geometry
the energy states associated with the particles split [50, 51].
CdSe nanorods display more absorption bands in the early
time bleach spectra than the corresponding nanodots due
to the predicted splitting of the degenerate states in the
dots. This is agreement with theoretical calculations [49–51].
Higher exciton states, introduced due to the splitting of
degenerate states, are populated initially in the nanorods
that then decay to lower lying states. Furthermore, nanopar-
ticle geometry seems to play an important role in the for-
mation of defects since surface states depend strongly on
the surface curvature or strain. Along the long axis of the
rods, charge carrier motion is relatively “free” leading to less
effective trapping and thus a long lived bandgap state.

For PbS nanoparticles, attempts have been made to study
the surface and shape dependence of electronic relaxation in
differently shaped PbS NPs. In contrast to the CdSe nanorod
case, when PbS particle shapes are changed from mostly
spherical to needle and cube shaped by changing the surface
capping polymers, the electronic relaxation dynamics remain
about the same for the apparently differently shaped parti-
cles [27]. For all cases studied, the electronic relaxation was
found to feature a double exponential decay with time con-
stants of 1.2 and 45 ps that are independent of probe wave-
length and excitation intensity. The shape independence was
attributed to the dominance of the surface effects on the
electronic relaxation. While the shapes are different, the
different samples may have similar surface properties (e.g.,

high density of trap states). Therefore, if the dynamics are
dominated by the surface, change in shape may not affect
the electronic relaxation dynamics substantially.

2.5. Doped Nanoparticles

The dynamic properties of doped semiconductor nanoparti-
cles are complex and intriguing, though most experimental
results suggest that their optical properties are not signifi-
cantly different from the corresponding bulk material. The
most extensively studied doped nanoparticle system is Mn2+

doped ZnS. It was first reported by Bhargava et al. that the
Mn emission lifetime in ZnS:Mn was on the ns time scale,
significantly shorter than that of bulk [52–54]. They observed
a double exponential decay with times constants of 3 and
20 ns. The bulk Mn2+ lifetime in ZnS:Mn is 1.8 ms, which
is five times slower than in the corresponding nanoparticles.
It was proposed that stronger coupling exists between donor
(ZnS) and acceptor (Mn2+� due to rehybridization, induced
by quantum confinement, of the s–p conduction band in
ZnS and the 3d states in Mn2+ that enhances rapid energy
transfer and hence fast radiative decay. A similar explana-
tion was proposed for Mn2+ doped two-dimensional (2D)
quantum well structures [55].

However, recent work has found that the Mn2+ emis-
sion lifetime in nanoparticles is essentially the same as that
in bulk (1.8 ms). Bol and Meijerink observed nanosecond
decay rates for the ZnS host lattice emission but for the
Mn2+ emission a normal 1.9 ms decay time along with a
small amplitude nanosecond decay was measured [56]. Fur-
thermore, in their system the 420 nm host lattice emission
band was observed to have a tail that extended into the
orange Mn2+ region and could be observed with a 2 �s gate.
Given this they stated that the fast nanosecond decay was
due to ZnS trap state emission and not the Mn2+ emis-
sion. Unfortunately, the apparatus used in their experiment
had limited time resolution. A subsequent study by Murase
et al. [57] also suggested that the Mn2+ luminescence life-
time in ZnS:Mn2+ nanoparticles was similar to that of bulk.

Smith et al. [58] synthesized Mn2+ doped ZnS nanopar-
ticles using reverse micelles and measured the emission
kinetics on the picosecond, nanosecond, microsecond, and
millisecond timescales with adequate time resolution in each
time scale. The samples display Mn2+ emission in addi-
tion to some weak trap state emission from ZnS in the
585 nm region, and the Mn2+ emission lifetime in these
ZnS nanoparticles is 1.8 ms, very similar to that of bulk.
Faster nanosecond and microsecond decays are observed for
both doped and undoped particles and attributed to ZnS
trap state emission. The main difference between doped and
undoped samples is on the millisecond time scales. These
conclusions are consistent with those of Bol and Meijerink.

Similar conclusions have been reached in a more recent
report by Chung et al. [59], who have further suggested
that surface bound Mn2+ and lattice bound Mn2+ have dif-
ferent emission lifetimes, 0.18 and 2 ms, respectively. The
particles were made via standard colloidal methods. An
undoped sample was also prepared for reference. The tran-
sient absorption decay profile for the undoped sample had a
20 ns component, while the doped sample had no decay on
the observed nanosecond time scale. This further confirms



750 Charge Carrier Dynamics in Nanoparticles

the assignment of the 20 ns emission component observed
by Bhargava et al. [52], Bol et al. [56], and Smith et al. [58]
to ZnS trap state emission. The doped sample possessed a
700 ps rise component, which is attributed to energy transfer
from the ZnS excited state to the Mn2+ 4T1 excited state.

The dynamics of Mn2+ doped ZnSe nanoparticles have
also been studied [60]. The emission lifetime was on the
order of 290 �s, which is an order of magnitude smaller
than that of the corresponding lattice bound Mn2+ in ZnS.
This shortened lifetime has been attributed to stronger spin–
orbit coupling between the Mn2+ and Se2− than Mn2+ and
S2−. The exchange interaction between Mn2+ centers in
close proximaty also has an effect on the luminescence life-
time. Higher Mn2+ concentrations have shorter lifetimes as
a result of these interactions. It has been suggested that
Mn2+ doping of ZnSe leads to faster electron–hole trap-
ping in bulk and nanocrystalline material [60, 61]. Pre-
liminary transient absorption measurements conducted by
Norman et al. [62] support this assertion. They have found
that the transient absorption decay profile of undoped ZnSe
nanoparticles could be fit to a double exponential with life-
times of 17 and 143 ps, while a Mn2+ doped ZnSe sample
had shortened lifetimes of 1.7 and 33 ps.

Bol et al. [63] reported the luminescence lifetime of Pb2+

doped ZnS nanoparticles. Two excitation bands, red and
white, were observed. The red band originated from 480 nm
excitation, while the white band originated from 380 nm
excitation. By measuring the temperature dependence of the
lifetimes of the two bands the nature of the emission mech-
anism was determined. As the temperature increased from
4 to 50 K the emission lifetime for the red band decreased
exponentially from 3 ms to 0.5 �s. This effect is the conse-
quence of a charge transfer transition of Pb2+ on an inte-
rior Zn2+ lattice site. Above 40 K the white band emis-
sion lifetime displayed similar behavior except it possessed
a double exponential decay whose components were of the
same order of the red bands. Likewise the white band emis-
sion was also attributed to a charge transfer emission, but,
because the emission peak shifted as a function of temper-
ature, this emission band was assigned to that of Pb2+ at or
near the surface or defect sites.

2.6. Layered Semiconductor Nanoparticles

Layered semiconductor nanoparticles are of importance due
to potential use in photoelectronchemical cells because of
high photostablility [64]. They are also of interest due to
their strong quantum confinement effect and weak electron–
phonon coupling. However, only a few studies have been
carried out on the dynamic properties of layered semi-
conductor nanoparticles. A picosecond transient absorp-
tion study of electronic relaxation in MoS2 NPs has been
reported [65] with the relaxation dominated by trap states.
The relaxation from shallow traps states to deep traps
is fast (40 ps) at room temperature. However, the relax-
ation slows down to 200 ps at 20 K. This is consistent
with the suppression of nonradiative relaxation pathways
at low temperatures, which should result in a longer life-
time of charge carriers. Recently, further studies have been
performed on MoS2 [66, 67]. The injection and trapping
dynamics were compared between diethylthiodicarbocyanine

iodide (DTDCI) sensitized MoS2 and bare MoS2 using a
combination of time resolved emission and absorption spec-
troscopies [67]. Electron and hole trapping times were found
to be 275 and 42 ps respectively in the unsensitized case.
A hole injection time of 12 ps was found in DTDCI sensiz-
tized MoS2 NPs. In addition, a decay constant of ∼225 ps
was observed and assigned to electron trapping and reverse
electron transfer. By combining the 225 ps decay time in
the sensitized case with the 275 ps decay in the unsensitized
case, a reverse electron transfer time of 1.2 ns estimated. It
was further found that following electron trapping to deep
traps the reverse electron transfer to DTDCI is slow. The
electron injection rate and subsequent back transfer may
have implications for solar energy conversion in these lay-
ered systems.

One study of WS2 particles using time resolved polar-
ization emission spectroscopy found that electron trapping
occurred on the time scale of ∼300–500 ps while the hole
trapping occurred more rapidly (∼30 ps). It was also found
that the hole traps were 3000 cm−1 above the valence band
while the electron traps were only 270 cm−1 below the con-
duction band [68]. However, it was noted that the nature
and depth of the trap states are sensitively dependent on
nanocluster growth conditions and reagent quality. Another
WS2 nanoparticle study showed that trapping occurred on
the 100 ps time scale and varied with trap state density,
which is consistent with earlier work already presented. Syn-
thetic conditions were found to dramatically control the den-
sity of trap states. For example, WS2 particles synthesized in
or extracted into acetonitrile showed little or no bandedge
emission indicating a high density of trap states while those
particles extracted or prepared in an octane phase had a
lower trap state density and exhibited a long lived bandedge
(∼1.25 ns) emission [69].

Sengupta et al. have conducted a femtosecond study of
charge carrier relaxation dynamics on the layered semicon-
ductor PbI2 nanoparticles and found the relaxation domi-
nated by surface properties and independent of particle size
in the size range (3–100 nm) studied [28]. The early time
dynamics showed an interesting oscillation feature with a
period varying with solvent (6 ps in acetonitrile and 1.6 ps
in alcohol solvents). However, the period did not vary as a
function of size. The origin of the oscillation is not clear
and such features are rarely observed for colloidal semicon-
ductor nanoparticles. In addition, the relaxation in aque-
ous PVA solution was found to be much faster than that
observed in acetonitrile and alcohol. This was possibly due
to aggregation of the nanoparticles as evidenced by a new
absorption band in the electronic absorption spectrum and
by transmission electron microscopy data [28].

Similar findings have been made for another layered semi-
conductor nanoparticle system, BiI3 [70]. The electronic
relaxation dynamics were found to be sensitive to solvent,
yet insensitive to particle size. The relaxation was also inde-
pendent of excitation intensity. Oscillations at early times
were also observed, with periods changing with solvent (alco-
hol, 1.3 ps, and acetonitrile, 5 ps) but not with particle
size, similar to those found in PbI2 nanoparticles. The oscil-
lation periods were slightly shorter with the overall relax-
ation somewhat faster than that in PbI2. However, the
overall decay was much faster in aqueous PVA (9 ps) as
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well as in inverse micelles (1.2 and 33 ps) with no oscilla-
tions observed. These results suggest that the surface plays
a major role in the electronic relaxation process of BiI3
nanoparticles, similar to PbI2 nanoparticles. The indepen-
dence on particle size implies that the relaxation is domi-
nated by surface characteristics that do not vary significantly
with size. In addition, the size is much larger than the exci-
ton Bohr radius (0.61 nm for bulk BiI3� [71] and thereby
spatial confinement is not significant in affecting the relax-
ation process.

A similar study was conducted on another layered semi-
conductor, Bi2S3 [72], in order to test if the observed oscil-
lation in PbI2 and BiI3 nanoparticles is unique only to
iodide semiconductor particles. Most of the dynamic fea-
tures observed in Bi2S3 are similar to those observed for
PbI2 and BiI3 (e.g., solvent dependence and size indepen-
dence). However, no oscillations were observed. One pos-
sibility is that the overall electronic relaxation is faster in
Bi2S3, which makes the observation of the oscillation diffi-
cult. On the other hand, the oscillation may simply be absent
for Bi2S3. If the latter is correct, the results may indicate
that the oscillations observed for PbI2 and BiI3 are unique to
layered, iodide semiconductor nanoparticles. Further study
is clearly needed for a more complete explanation.

Recently, luminescent GaSe nanoparticles have been
studied via transient emission and absorption spectroscopies
by Chikan et al. [73–76]. After excitation by 400 nm light, a
multicomponent emission decay was observed consisting of
an 80 ps, 400 ps, and a 2.4 ns decay constant. A 270 cm−1

shift in the emission maximum was observed during the 80 ps
decay and was assigned to a direct to indirect bandedge
electron relaxation. The 400 ps decay exhibits a 170 cm−1

shift in the emission maximum. This decay was assigned
to hole trapping to shallow traps. Finally, the 2.4 ns decay
is assigned to further trapping of holes from shallow to
deep traps. The assignments were made based on the ener-
getics of bulk GaSe modified by large quantum confine-
ment shifts found in the nanoparticles. Further studies of
hole relaxation dynamics in GaSe via transient absorption
spectroscopy and carrier quenching experiments were also
carried out by Chikan et al. [75]. Following 387.5 nm exci-
tation, a pulse width limited rise followed by a 20 ps rise
was observed in the transient absorption with a subsequent
decay of 400 ps and 2.4 ns similar to that of the tran-
sient emission studies discussed above [73, 76]. The lack
of the 80 ps decay as well as the presence of the 400 ps
and 2.4 ns decays indicate that the relaxation being probed
is hole relaxation. The dynamics changed drastically when
the known hole scavenger pyridine is added. The transient
absorption is quenched confirming that the further relax-
ation on the longer time scale (400 ps and 2.4 ns) is due
to hole relaxation. The 20 ps component wavelength maxi-
mum shifts over time to the blue as the relaxation proceeds
indicating the presence of relaxed and unrelaxed hole intra-
band transition. This is on the same time scale, albeit faster,
as electron relaxation in CdSe in the absence of the Auger
mechanism.

2.7. Other Semiconductor Nanoparticles

The ultrafast charge carrier dynamics in AgI and core/shell
structured AgI/Ag2S and ArBr/Ag2S NPs have been studied

[26]. The electronic relaxation of AgI was found to follow
a double exponential decay with time constants of 2.5 ps
and >0�5 ns, which are independent of excitation intensity at
390 nm. The fast decay was attributed to trapping and non-
radiative electron–hole recombination dominated by a high
density of trap states. The slow decay was assigned to reac-
tion of deep trapped electrons with silver cations to form sil-
ver (Ag) atoms, which is the basis for latent image formation
in photography. The slow decay agrees with early nanosec-
ond studies [77]. When the two core/shell systems, AgI/Ag2S
and AgBr/Ag2S, were compared, a new 4 ps rise component
with AgBr/Ag2S was observed which was taken as an indica-
tion of electron transfer from Ag2S to AgBr [26]. However,
subsequent experiments conducted on pure Ag2S nanopar-
ticles capped with cystine and glutathione found similar fea-
tures to that of the core/shell structured AgBr/Ag2S [41].
Therefore, the 4 ps rise feature is more likely due to tran-
sient bleach, since there is noticeable ground state absorp-
tion at the probe wavelength [41].

Copper chloride nanocrystals are interesting due to their
promise as nonlinear matierals; it has been observed that
they show high optical gain when embedded in a NaCl
matrix [78–80]. Dephasing time in CuCl nanocrystals has
been measured using femtosecond transient degenerate
four-wave mixing (DFWM). For nanocrystals less than 5 nm,
a reservoir correlation time of 4.4–8.5 ps, which increases
with increasing R, was found based on a stochastic model
[81, 82]. This behavior is explained by an increase of
exciton–acoustic phonon coupling strength and a change
in the acoustic phonon DOS because of acoustic phonon
quantum confinement. Exciton dephasing times have also
been measured via DFWM and spectral hole burning on
CuBr quantum dots embedded in borosilicate glass and were
found to be 6.4 ps for the DFWM experiment and 2.3–2.7 ps
from the spectral hole burning [83–85]. These represent
upper and lower limits for the exciton dephasing times. (See
Table 1.)

Carbon nanoparticles have recently been studied in terms
of their ultrafast charge carrier properties [86]. Carbon NPs
have attracted much interest because they are constituents
of many systems including interstellar dust, arc generated
soot, and vacuum deposited thin films. The particles ranged
in size from 5 to 40 nm, and it was found that the size of
the particles decreased with increasing sintering tempera-
ture. The ultrafast electronic relaxation followed a biexpo-
nential decay yielding a fast and slow component with both
time constants varying according to particle size. Smaller C
particles exhibited a faster overall decay than did larger par-
ticles. The fast decay was assigned to electron–phonon cou-
pling as well as recombination of excited carriers while the
long decay was assigned to trapped carriers. It was proposed
that quantum size confinement and density of trap states
accounted for the difference in dynamics between large and
smaller particles [86].

A dynamics study on ion-implanted Si nanocrystals using
femtosecond transient absorption identified two photoin-
duced absorption features. One was attributed to charge car-
riers in nanocrystal quantized states with higher energy and
faster relaxation. The other was assigned to Si/SiO2 inter-
face states with lower energy and slower relaxation [87]. The
observed red emission was shown to be from surface trap
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Table 1.

Nanoparticle Dimension Decay times Measurement method Ref.

Ag2S 9 nm 750 fs; 4.5 ps; >1 ns TA/TB [41]

AgBr/Ag2S not reported 800 fs; 4 ps rise; >1 ns TA
Agl 7 nm 2.5 ps; >0�5 ns TA [26]
Agl/Ag2S not reported 800 fs; 2.5 ps; >1 ns TA
Au2S 4 nm 600 fs; 23 ps TA [42]

Bi2S3 20–200 nm aqueous PVA: 1.4 ps; 18.8 ps TA [72]
aqueous PVP: 4.8 ps; 667 ps
aqueous gelatin: 0.9 ps; 5.7 ps

1.5–2.5 nm micelles: 3.3 ps; 87 ps TA

Bil3 2–100 nm micelles: 1.3 ps; 33 ps TA [70]
alcohol: 9 ps; 50 ps;
oscillation period 1.3 ps
acetonitrile: 50 ps; 1.3 ns;
oscillation period 5 ps

PVA: 9 ps

C 5–40 nm 151–536 fs; 7.5–35 ps TA [86]
CdS various ps–ns TRE, TA, TB [3, 4, 6–8, 11, 13–19, 23, 24]
CdSe various ps–ns TRE, TA, TB, TRPE [5, 31–34]
CdSe 4�2 × 13�5 nm ∼300 fs (480–515 nm); TB [49]

Nanorods a few ps (530–575 nm); 50 ps (585 nm)
CdTe 2–3 nm 3.37 ps; 230 ps; >600 ps TA [35–36]
CuBr 2.8–12 nm 6.4 ps and 2.3–2.7 ps (exciton dephasing) SHB and DFWM [83–85]
CuCl <5 nm 4.4–8.5 ps (resevoir correlation time) DFWM [78–80, 81, 82]
Cu2S 10 nm 1.1 ps: 80 ps TA [40]

CuS 10 nm low excitation: 430 fs (bleach recovery) TA/TB [40]
+ long time offset (absorption)

high excitation: 1.1 ps (absorption); >1 ns (absorption) TA/TB

Fe2O3 �-phased 1–2 nm 0.36 ps; 4.2 ps; 67 ps TA [12]
�-phased 1× 5 nm 0.36 ps; 4.2 ps; 67 ps TA

GaSe 4 nm 80 ps; 400 ps; 2.4 ns TA/TB/TRE [73–76]
Ge 4 and 16 nm 230 fs; 1.5 ps TA/TB [88, 89]
InP 2.5 and 3.5 nm 300 fs; 200 ps TB [90–92]

<5 nm 240 fs (exciton dephasing) TRPE
MoS2 3.0 and 4.5 nm 40 ps (298 K); 200 ps (20 K) TRE [65, 66]
MoS2 and 3.0 nm 42 ps; 225 ps (bare particle); 12 ps (injection to TA/TRE [67]

MoS2/DTDCI DTDCI); 1.2 ns (reverse electron transfer)

Pbi2 ∼3–100 nm alcohol: 6 ps; 75 ps; oscillation period 1.6 ps TA [28]
acetonitrile: 75 ps; oscillation period 6 ps TA
PVA: 1 ps; 40 ps; no oscillations observed TA

PbS 8–12 nm cubic, PVP: 1.2 ps; 45 ps TA [27]
needle, and spherical

8–12 nm cubic, DNA: 1.2 ps; 45 ps TA
needle, and spherical

4–6 nm spherical PVA: 1.2 ps: 45 ps TA

PbTe 1.5–3 nm 2.1 ps damping; 2.0 ps oscillation period; TA [37]
175 ps recombination

Si 2.5–3 nm 1.5 ps; 8 ps TA [87]
TiO2 2 nm 180 fs; 1�8× 10−10 cm3 s−1 TA [4, 9]

WS2 4–7 nm 30 ps; 300–500 ps TRE [68]
100 ps TRE [69]

ZnO 3.2 nm 70 fs (trapping) TA [10]
6.2 nm <30 fs (trapping) TA

ZnS:Mn2+ 2.7–7.5 nm 3 ns; 20 ns (Mn2+ emission) TRE [52–54]
4 nm 1.9 ms (Mn2+ emission) TRE [56, 57]
1.2 nm 1–2 ms (Mn2+ emission) TRE [58]
6 nm 0.18 ms; 2 ms (Mn2+ emission) TA/TRE [59]

ZnS:Pb2+ 4.3 and 5.5 nm red emission: 3 ms (4 K); 0.5 �s (50 K) white TRE [63]
emission: several ms (<40 K); 0.5 �s (>40 K)

ZnSe 3.5 nm 17 ps; 143 ps TA [62]
ZnSe:Mn2+ 3–4 nm 290 �s (Mn2+ emission) TRE [60]

3.5 nm 1.7 ps; 33 ps TA [62]

Note: transient absorption = TA; transient bleach = TB; spectral hole burning =SHB; time resolved emission = TRE; time resolved photon echo = TRPE.
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states and not from quantized states. The faster relaxation
of the blue emission relative to that of the red emission is
similar to that observed for CdS NPs [11].

Two ultrafast studies on carrier dynamics have been per-
formed on Ge nanocrystals evaporated onto an alumina
film [88, 89]. Excitation pulses of 1.59, 3.18, and 4.77 eV
were used to probe the relaxation processes in 4 and
16 nm Ge particles over a large range of probe wavelengths
(1.7–2.8 eV). Using a model based on the band structure of
Ge, it was found that the photogenerated electrons scatter
rapidly out of the � valley part of the Ge band structure and
into the X valley with a time constant of 230 fs where they
further relax into the L valley on a time scale of about 1.5 ps.

Several time resolved ultrafast studies have been per-
formed on the InP nanoparticle system. Early work utiliz-
ing femtosecond transient bleach experiments yielded a rise
time of 300 fs followed by a decay that persists longer than
200 ps for both 2.5 and 3.5 nm particles. This long bleaching
lifetime was attributed to trapping of charge carriers [90].
Subsequent studies showed that higher energy excitations
above the first exciton peak resulted in a loss of relaxation
efficiency. It was proposed that the high energy charge car-
riers are diverted to another channel where they are pre-
vented from relaxing to the bandedge and have the effect
of increasing nonradiative recombination [91, 92]. In addi-
tion, InP nanocrystal (R < 5 nm) dephasing times have also
been measured via time resolved photon echo experiments
and revealed a dephasing time of ∼240 fs. The linewidth
in InP nanocrystals at low temperature was found to be
smaller than similar sized CdSe due to poorer coupling to
LO phonons in InP.

Charge carrier dynamics in semiconductor quantum wires
have also been investigated in a few cases, including notably
GaAs [93–96]. High luminescence efficiency was found in
some cases and the luminescence was found to be com-
pletely dominated by radiative electron–hole recombination
[93]. A more direct, systematic comparison of electronic
relaxation among 2D, 1D, and 0D quantum confined sys-
tems should be interesting but is made difficult by practical
issues such as sample quality (e.g., surface characteristics,
experimental conditions, excitation, wavelength, and intensi-
ties) that can significantly influence the measurements. Such
studies should be carried out in the future, both experimen-
tally and theoretically.

2.8. Charge Transfer Systems

Photoinduced charge transfer is a very important funda-
mental process involved in liquid–semiconductor or liquid–
metal interfaces. It plays a crucial role in photocataly-
sis, photodegradation of wastes, photoelectrochemistry, and
solar energy conversion [97–102]. Relaxation processes such
as trapping and recombination compete with charge trans-
fer. The charge transfer process is desired in many appli-
cations. For instance, charge transfer has been extensively
studied for dye-sensitized metal oxide nanoparticles (e.g.,
TiO2 and ZnO) for photovoltaic applications. TiO2 dye sen-
sitization is the most notable example because of its poten-
tial use for solar energy conversion [103] and photocatalysis
[104]. TiO2 (Eg = 3�2 eV) alone does not absorb visible

light; dye sensitization helps to extend the absorption into
the visible region.

In dye sensitization, upon absorption of light an elec-
tron is promoted to an excited electronic state in the dye.
The electron can then undergo charge transfer from the
dye molecule to the TiO2 (or other suitable metal oxide)
nanoparticle if the dye is attached directly to the surface.
There are several requirements for this to work effectively.
The excited state of the dye molecule needs to lie above
the bottom of the conduction band of the TiO2 nanoparti-
cle in order to provide a driving force (enthalpic as well as
entropic) for the electron transfer to occur. Strong binding
of the dye onto the TiO2 nanoparticle surface is desired for
fast and efficient injection. Back electron transfer to the oxi-
dized dye following injection should be minimal (i.e., elec-
tron transfer from the conduction band of the TiO2 to the
ground state of the dye molecule). For solar energy conver-
sion applications, the dye molecule must have strong absorp-
tion in the visible region preferably closely matching that of
the solar spectrum. Many dye molecules have been studied
and tested for solar energy conversion applications over the
years [105]. The dye molecule that shows the most promise
for photovoltaic applications is the ruthenium N3 dye, which
showed the highest reported light-to-electricity conversion
efficiency of 10% [103, 106]. This work has stimulated strong
interest in understanding the mechanism of charge injection
and recombination in dye-sensitized nanocrystalline systems.

The rates of electron injection and subsequent back elec-
tron transfer in dye sensitization are expected to depend
on the nature of the dye molecule and the NPs, most
notably the surface characteristics of the NPs. The interac-
tion between dye and NP surface will determine the rates
and yields of forward and reverse electron transfer [97, 107].
The shape (facets) and size of the particles may also be
important and tend to vary from sample to sample depend-
ing on the preparation methods used.

To describe the electron transfer (ET) process from an
adsorbed molecule on a nanoparticle surface, one can adopt
an approach similar to that of Marcus and co-workers for
ET between a discrete electron donor and acceptor level in
solution [108–110]. The total ET rate from an adsorbate with
discrete states to a semiconductor with a nearly continuum
of product states can be expressed as [111]

KET = 2�
�

∫ 	

0
dE  �E�� 
H�E��2 1√

4�"kBT

× exp
[
− �"+ $G0 − E�2

4�"kBT

]
(2)

where $G0 = ECB − Eox is the energy difference between
conduction bandedge and the redox potential of adsorbate
excited state,  �E� is the density of states at energy E from
the conduction bandedge, which can contain both the bulk
states and surface states,H�E� is the average electronic cou-
pling between the adsorbate excited state and different k
states in the semiconductor at the same energy E, and " is
the total reorganization energy. Furthermore, since a distri-
bution of adsorbate/semiconductor interactions exists, there
should be a distribution of electronic coupling matrix ele-
ments, H , and hence injection rates [111]. Ergo, the electron
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transfer rate depends on the detailed energetics of both the
semiconductor and the adsorbate. In general, a strong elec-
tronic coupling, H�E�, and large energy difference (Eox −
ECB) between the adsorbate excited state and the conduction
band lead to faster electron transfer. It is often challenging
to independently examine experimentally the effects of the
different factors since they are often interrelated. However,
they can be evaluated separately under certain approxima-
tions or special circumstances.

Electron injection rates (forward electron transfer) in dye-
sensitized semiconductor metal oxide nanoparticles have
generally been found to be extremely fast, ∼100 fs. For
instance, for the coumarin 343 dye on TiO2, the electron
injection rate was found to be around 200 fs [112]. The first
direct femtosecond measurement, for the N3 dye on TiO2,
reported a hot electron injection time of less than 25 fs
[113]. However, there has been some debate over possible
degradation of the dye sample used [114, 115]. A picosecond
infrared study showed an upper limit of 20 ps for electron
injection time [116]. Ellingson et al., more recently, reported
an injection time of < 50 fs based on transient infrared mea-
surements for N3 on TiO2 [111, 117]. An electron injection
time of anthocyanin dye adsorbed on TiO2 NPs has been
measured and found to be <100 fs [118]. The assignment
is made particularly simple in this system since the antho-
cyanin dye alone has a stimulated emission signal (similar
to a transient bleach), while the dye on TiO2 has a tran-
sient absorption signal due to the electron transfer. By care-
fully performing several control experiments, the transient
absorption signal was unambiguously assigned to electrons
injected into TiO2, which has a rise time of <100 fs.

While forward electron transfer has generally been found
to be very fast, back electron transfer has been found to
occur on a range of time scales, from about 10 ps to �s,
depending on the nature of the dye and the nanoparticle
[118–120]. For example, both forward and reverse electron
transfer have been studied in the case of anthracenecar-
boxylic acids adsorbed on different types of TiO2 NPs. The
transfer rates were found to be dependent on the molecular
structure of the dye and the TiO2 synthesis method [120].

Electron transfer studies are not confined only to dye-
sensitized nanoparticle systems. Recently, a comparison of
the electron transfer rate from poly[2-methoxy-5-(2-ethyl-
hexyloxy)-(phenylene-vinylene)], a well known conducting
polymer, to SnO2 and TiO2 semiconductor nanoparticles has
been performed [121, 122]. It was found that the electron
transfer rate was faster to TiO2 (<100 fs) than to SnO2
(∼800 fs). This was explained by the differences in electronic
structure of the conduction bands between the two metal
oxides even though there is a larger driving force for the
polymer SnO2 system. The SnO2 conduction band has signif-
icant “s” character while TiO2 is more “d” like, which affects
coupling [see Eq. (2)] between nanoparticle and the poly-
mer. However, even though the electron injection is occur-
ring higher in the conduction band for SnO2 than for TiO2,
the density of states at the injection energy is lower for SnO2
than for TiO2. These two factors lead to a higher injection
rate for TiO2 over that of SnO2.

Electron transfer can also take place from the semicon-
ductor nanoparticle to an electron acceptor near or on the

surface of the nanoparticle, otherwise known as photore-
duction. This is less studied compared to electron transfer
from an adsorbate to the NP. For instance, electron trans-
fer dynamics from CdS and CdSe NPs to electron accep-
tors (e.g. viologen derivatives) adsorbed on the particle
surface have been studied using transient absorption/bleach
and time resolved fluorescence [8, 123]. Electron transfer
was found to take place on the time scale of 200–300 fs,
which competes efficiently with trapping and electron–hole
recombination. These results are important to understand-
ing interfacial charge transfer involved in photocatalysis and
photoelectrochemistry applications.

3. CHARGE CARRIER DYNAMICS
IN METAL NANOPARTICLES

Electronic relaxation in metal nanoparticles occurs on the
very short time scale. Direct probe of this relaxation can be
monitored via femtosecond laser spectroscopy. Gold [124]
and silver [125] nanoparticle electronic relaxation dynamics
were first studied by Zhang and co-workers with initial work
on Cu [126] performed by Bigot et al. Following these initial
studies, many investigations have been performed on a myr-
iad of different metal systems. These include Au [127–133],
Ag [133–135], Sn [136], Pt [128, 137], Cu [138, 139], and
Ga [140] as representative examples.

An issue of fundamental importance is the size depen-
dence of electronic relaxation. As the size (number of
atoms) is reduced from bulk (1023) to the nanoscale (100–
1000s) and smaller, how is the relaxation affected? The
majority of the relaxation on the very short time scale
is dominated by electron–phonon interactions or coupling
(i.e., transfer of energy from excited electrons into phonons
or vibrational motion). The relaxation time reflects how
strongly the excited electrons couple to the phonons. With
decreasing size the electron and phonon spectral density of
states is expected to decrease as well as the spectral overlap
between electrons and phonons. At the same time, the influ-
ence of surface becomes more significant with decreasing
size. The change in DOS and surface may have competing
effects on the electronic relaxation dynamics.

Early work based on transient absorption spectroscopy
indicated a possible size dependence of the electronic relax-
ation in the 1–40 nm range [128]. However, subsequent
measurements by Hartland and co-workers, as well as by
El-Sayed et al., found no size dependence of the relaxation
down to a particle size of 2.5 nm [129, 131–133]. The relax-
ation time in Au nanoparticles was reported to be the same
as that in bulk gold (∼1 ps). One complication in the study
of size dependent relaxation in metal nanoparticles is the
strong excitation intensity dependence of the dynamics [131,
132]. Another complication is that the relaxation has been
found to be solvent dependent [137]. In the early transient
absorption work by Zhang et al., the excitation intensities
used were likely to have been much higher due to the small
signal than those used in the transient bleach measurements
by El-Sayed and Hartland. This could be the cause for the
difference between the measured lifetimes. Another expla-
nation for the difference is surface or solvent environment.



Charge Carrier Dynamics in Nanoparticles 755

Measurements by Zhang et al. yielded a 7 ps decay in water
and 5 ps in cyclohexane [124, 137]. Surface and solvent influ-
ence on relaxation is worthy of further investigation.

However, as particle size becomes smaller than 1 nm the
electronic relaxation becomes more molecule-like. Measure-
ments on Au13 clusters indicate a very long lifetime ∼300 ps
[128]. Recently, clusters of 28 gold atoms capped with glu-
tathione molecules have been investigated by femtosecond
laser spectroscopy [141]. It was found that the decay was
biexponential with a subpicosecond component as well as
a longer nanosecond component. The fast component was
assigned to relaxation from a higher lying excited state pop-
ulated by the 400 nm excitation pulse to a lower electronic
state. The longer nanosecond component was attributed
to the radiative lifetime of the Au28 clusters [142]. More
recently, preliminary data on electronic relaxation in Au11
clusters [143] (∼0.7 nm diameter) reveal a similar long life-
time to Au13 and Au28, supporting the possibility that for
very small metal clusters (molecule-like) the electronic relax-
ation becomes much slower due to weak electron–vibration
coupling.

The relaxation of hot electrons in a metal nanoparticle
can be described by a two-temperature model for energy
exchange between electrons and the lattice [144–146],

Ce�Te�
(Te
(t

= −g�Te − Tl�

Cl

(Tl
(t

= g�Te − Tl� (3)

where Te and Tl are the temperatures of the electrons
and lattice respectively, Ce�Te� = �Te is the temperature
dependent electronic heat capacity (� = 66 J m−3 K−2 for
Au), Cl is the lattice heat capacity, and g is the electron–
phonon coupling constant. Since the electronic heat capacity
depends on the temperature of the electron distribution, the
effective rate constant for the decay is g/�Te and decreases
as the initial electronic temperature increases. Higher exci-
tation intensities produce higher electronic temperatures,
which then yield longer decay times. The coupled differen-
tial equations thus describe quite well that higher excitation
energies yield longer relaxation times, consistent with exper-
imental observations [147].

A recent interesting discovery was oscillations in the
electronic relaxation dynamics of Au, Ag, and bimetallic
core/shell particles made of Au, Ag, Pt, and Pb [147–152].
The oscillations have been attributed to a coherent excita-
tion of the radial breathing vibrational modes of the par-
ticles. After the initial excitation, electrons transfer their
energy into the lattice heating up the particle and causing
a rapid expansion. This has the effect of changing the vol-
ume of the particle and hence the electron density. This
behavior manifests itself as a modulation in the transient
signal (see Fig. 3) as the particle vibrates around its new
“hot” particle radius. The frequency of the oscillation was
found to be strongly dependent on particle size with the
frequency increasing linearly with decreasing particle size.
Interestingly, this phenomenon can be well described by
classical mechanics. In addition, the degree of damping of
the vibrational motion depends on the polydispersity of the
nanoparticle sample. In a monodisperse (i.e., single sized)

Figure 3. Transient bleach data for 60 nm isolated gold nanoparticles
recorded with 400 nm excitation and 550 nm probe pulses. Modula-
tions can be clearly seen due to the coherently excited radial breathing
mode. Adapted with permission from [147], J. H. Hodak et al., J. Phys.
Chem. B 104, 9954 (2000). © 2000, American Chemical Society.

sample of particles, upon excitation all the particles vibrate
with the same frequency giving rise to the observed mod-
ulation. However, as the size distribution of the sample
increases, the different sized particles vibrate with different
frequencies that have the effect of washing out or damping
the observable oscillations. Hence, the transient absorp-
tion/bleach technique can sensitively determine polydisper-
sity of metal nanoparticle samples.

Similar vibrational motion has also been observed in gold
nanorods [153], silver ellipsoids [154], and strongly coupled
gold nanoparticle aggregates [155]. In the case of the silver
ellipsoids embedded in a glass matrix, oscillations along both
the long and short axes could be observed using transient
optical spectroscopy. Somewhat surprisingly, gold nanorods
exhibited an interesting probe wavelength dependence. Due
to the polydispersity of the nanorod sample, the longitudinal
band is inhomogeneously broadened [156]. Hence, at red-
der probe wavelengths, the observed period is longer than
at bluer probe wavelengths. This is because the bluer probe
pulses interrogate nanorods with a shorter length than the
redder wavelengths. This technique provides homogeneous
linewidth information of the longitudinal plasmon band of
the rods. The period of the oscillations was determined to
be 2L/ct , where L is the length of the rod and ct is the trans-
verse speed of sound of bulk gold. This is different from the
silver ellipsoidal result, which depended on 2d/cl where d
is either the length or width of the ellipsoid and cl longi-
tudinal speed of sound in silver. The discrepancy might be
explained as follows. First, the vibrational motion in gold
nanorods may be fundamentally different from that of the
Ag ellipsoid. Second, the use of bulk materials properties
may be inappropriate for small crystallite rods. The elastic
properties of a single crystal nanorod may be different from
that of a polycrystalline rod.

Aggregates of metal nanoparticles are fundamentally
interesting since they provide a means to study interpar-
ticle interactions. The interaction can be divided roughly



756 Charge Carrier Dynamics in Nanoparticles

into the strongly and weak to moderately strong interacting
regimes. Weak to moderately strong interactions are found
in DNA-linked Au nanoparticles [157–159] and surperlattice
structures of Au nanoparticles [160] and manifest themselves
as a substantial redshift of the transverse surface plasmon
band. Strongly coupled gold nanoparticle aggregates, how-
ever, display a broad near-IR absorption band (700–950 nm)
in addition to the visible plasmon resonance associated with
isolated gold nanoparticles (see Fig. 4) [161–165]. This near-
IR band is analogous to the longitudinal plasmon absorption
seen in nanorods and arises from strongly interacting par-
ticles; it is termed the extended plasmon band (EPB). It is
interesting to note that the transverse surface plasmon band
in these aggregates does not redshift significantly (no redder
than 540 nm) with respect to that of isolated particles.

In the dynamics studies of strongly interacting Au
nanoparticle aggregates, the electronic relaxation time was
found to be similar to that of isolated particles and
bulk [155]. Surprsingly, periodic oscillations were observed
despite the fact that aggregates tend to have very large poly-
dispersity in size and shape, which could potentially dampen
any possible oscillations [155]. The observation of oscilla-
tions in such aggregates strongly suggests that the broad
EPB consisted of subbands from different sized and/or struc-
tured aggregates. In other words, the EPB is inhomoge-
neously broadened by aggregates with different sizes and/or
structures. This conjecture suggested that different oscilla-
tion periods should be observed for different probe wave-
lengths because each probe wavelength would interrogate
a particular size and/or structured aggregate. As the probe
wavelength was varied from red to blue (see Fig. 5), the
period of the oscillations became longer (37 ps at 720 nm
to 55 ps at 850 nm), which is consistent with the previous
conjecture.

To further confirm the model, spectral hole burning
experiments were conducted and a hole was clearly burned
with 810 nm laser excitation clearly supporting the pro-
posal that the EPB is inhomogeneously broadened by differ-
ent sized and/or structured aggregates. Earlier experimental
and theoretical studies of Au nanoparticle aggregates also
suggested that the EPB consists of subbands due to differ-
ent aggregate sizes and/or structures [166–168]. The signif-
icance of the observation of oscillations in Au nanoparticle
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Figure 4. Comparative ultraviolet-visible between isolated Au nanopar-
ticles (trace a) and strongly interacting gold nanoparticle aggregates
(trace b). The appearance of the near-IR band is attributed to strong
particle–particle interaction between gold NPs.

Figure 5. Ultrafast electronic relaxation dynamics of gold nanoparticle
aggregates at varying probe wavelengths (shown at right) with excitation
at 390 nm at 8 �J/pulse. Trend lines (dashed) demonstrate an increase
in oscillation period and shift of the first peak toward longer time as
probe wavelength is shifted to redder wavelengths. Reprinted with per-
mission from [155], C. D. Grant et al., J. Am. Chem. Soc. 125, 549
(2002). © 2002, American Chemical Society.

aggregates is that it demonstrates that time resolved fs laser
techniques can be used to determine very low frequency
vibrational modes of such aggregates, in the <1 cm−1 fre-
quency range [155]. There is practically no other experimen-
tal means to determine such low vibrational frequencies for
such condensed phase systems.

Similar to isolated gold NPs, the vibrational oscillations
observed for Au nanoparticle aggregates were assigned to
“radial” breathing modes. However, the vibrational behavior
is somewhat different from that of purely isolated spherical
particles. The Lamb equation predicts rather accurately the
vibrational period of isolated spherical metal particles,

R = -�

2�
cl (4)

where R is the radius of the aggregate or particle, - is the
vibrational eigenvalue, � is the period of the oscillations, and
cl is the longitudinal speed of sound in bulk gold. For the
Au nanoparticle aggregates, the observed vibrational period
from transient absorption is longer than that predicted based
on Eq. (4) using the radius of the aggregates measured from
dynamic light scattering. A possible explanation for the dis-
crepancy is that the vibrational motion of the aggregates is
“softer” than that of the isolated elastic spherical particles
due to a lower speed of sound in the aggregates than in bulk
gold. This seems plausible since the aggregates are not solid
structures like the elastic nanoparticles [155].

4. CONCLUSION
In summary, charge carrier dynamics in both semicon-
ductor and metal nanomaterials can be directly studied
using powerful time resolved optical techniques. These
dynamics studies provide complementary information to
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static or equilibrium studies. The intimate interconnections
between equilibrium and dynamic properties are illustrated
with numerous examples. Dynamics studies are expected
to continue to play an important and active role in the
study and understanding of properties and functionalities of
nanomaterials.

GLOSSARY
Band edge emission Fluorescent emission from electron-
hole recombination from conduction band edge to valence
band edge.
Exciton–exciton annihilation The process in which one
exciton “collides” with another, transfers its energy, and
undergoes non-radiative recombination.
Surface plasmon resonance Resonant interaction of con-
duction band electrons with incident light.
Trap state emission Fluorescent emission from electron-
hole recombination from trap states. This emission is red
shifted relative to band edge emission due to trap states
lying inside the forbidden band-gap region.
Trap states Electronic states that lie energetic ally within
the band-gap between the valence and conduction bands.
These states act to trap charge-carriers and often affect their
lifetimes significantly.
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1. INTRODUCTION
Despite the short history of carbon nanotubes (CNTs), com-
prising single-walled and multiwalled nanotubes (SWNTs
and MWNTs, respectively), this class of materials gained
unprecedented attention of scientists in different fields. The
reason is that CNTs possess a number of chemical, struc-
tural, mechanical, and electronic properties that can hardly
be found simultaneously in any other chemical compound
or material. In particular, they are characterized by consid-
erable chemical and thermal stability, extremely high tensile
strength and elasticity, an extreme aspect ratio (especially
for SWNTs), the ability to incorporate other molecules into
their interior cavities, the possibility of chemical functional-
ization, and at the same time metallic and high thermal con-
ductivity [1� 2]. Thus, the versatility of potential applications
proposed for CNTs is not surprising. Some of them can be
based on the as-grown nanotube materials, without an addi-
tional chemical treatment. For other applications, chemical
modification might be necessary, such as grafting of moi-
eties that allow assembly of modified SWNTs onto surfaces
for electronic applications, moieties that allow reaction with
host matrices in composites, and sensing applications that
may require the presence of a variety of functional groups

bound to SWNTs [3]. Besides that, almost any technologi-
cal application requires chemically pure and uniform nano-
tubes, which can be manipulated and investigated by analyt-
ical methods. Unfortunately, this remains a great challenge
for chemists and material scientists. In this context, chemi-
cal derivatization is an especially attractive goal, since it can
improve solubility and processibility of CNTs (SWNTs first
of all) and allows their unique properties to be coupled to
those of other types of materials [4].

A systematic development of the methods for CNT chem-
ical functionalization started very recently: first results were
published in 1998 [5–8]. The studies are focused primarily
on SWNTs, which are much easier to handle and charac-
terize due to their simpler, monomolecular structure, higher
uniformity and solubility as compared to those of MWNTs.
Two recent reviews [3� 4] summarized covalent chemistry
of SWNTs (they comprised the data as of 2001; this area
has been considerably enriched during the subsequent year).
The authors considered all known types of the reactions,
which can be divided into two main groups: (a) defect-
group functionalization and (b) covalent sidewall function-
alization. In this chapter we focus on the former group.
Derivatization reactions of this kind are restricted mainly to
the nanotube ends and thus are too localized to noticeably
change main bulk properties of the materials (contrary to
the sidewall functionalization). This is particularly true for
their spectroscopic properties, which complicates extremely
the product characterization. On the other hand, for some
applications this kind of localized chemistry may be desir-
able and even the only acceptable one, since it does not alter
appreciably electronic and mechanical properties of CNTs
and generally (in some cases dramatically) improves solubil-
ity of SWNTs [3].

2. OXIDIZED NANOTUBES
Pristine CNTs produced by most methods are closed by all-
carbon fullerene caps and thus cannot be qualified as func-
tionalized materials. This situation changes if one subjects
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the as-prepared nanotubes to an oxidative treatment with
nitric acid, its mixture with a sulfuric acid, sulfuric acid–
hydrogen peroxide mixture, etc., which are utilized for purifi-
cation (removal of amorphous carbon, graphite, metals, and
their oxides used as catalysts) and cutting of the CNTs
[3� 4� 7–9]. The acid treatment methods were adopted from
well-explored graphite chemistry [10� 11], where, for exam-
ple, it is long known that HNO3–H2SO4 mixtures interca-
late and exfoliate graphite. The oxidation produces in CNTs
terminations and wall defects with a number of oxygenated
functionalities, the most important of them being carboxylic
groups COOH. This was confirmed by analyzing the sam-
ples by vibrational (primarily infrared, IR) [8� 9� 12–14]
and near-edge X-ray absorption fine structure (NEXAFS)
[14] spectroscopy. In particular, IR spectra of the oxidized
SWNTs were reported to exhibit a carboxylic band at 1720–
1735 cm−1 (�C O� [8� 12–14], as well as quinone �C O at
1660 cm−1, a �C O band at 1245 cm−1, and �O H absorption
at 3644 cm−1 [13� 14]. In IR spectra of the oxidized MWNTs,
the �C O band at 1750 cm−1 was observed, along with �O H
absorption at 3500 cm−1 [9]. According to the NEXAFS
results [14], both carbonyl (C O) and ether (C–O–C) func-
tionalities are present in the oxidized SWNTs. The con-
clusion on ether groups, however, seems rather confusing,
since it is difficult to explain how they can survive strong
hydrolytic media such as HNO3–H2SO4 and H2SO4–H2O2
mixtures.

Titration of commercial acid-purified full-length SWNTs
with NaOH and NaHCO3 solutions was employed to esti-
mate the total percentage of acidic sites and COOH groups,
respectively [15]. Different samples gave fairly consistent
results: the SWNT–COOH functionality was about 1–2%,
and the total acid functionality was about 1–3%.

Another frequently employed way to oxidize CNTs is gas-
phase ozone treatment [12� 16–18]. This process occurs at
a room temperature, at a much lower rate as compared to
fullerenes [16]. It is not used for the nanotube purification
(as it is unable to remove metal impurities) but helps one
to better understand the nature of oxygen-containing func-
tionalities on the CNT tips and wall defects. Room tem-
perature dry ozonation of open- and closed-ended SWNTs,
preheated to 800 �C in a vacuum to remove most of the
original oxygen-containing functional groups, gave rise to
development of several IR bands [17]. The bands at 1739,
1200, and 1040 cm−1 are indicative of the production of ester
groups. The band at 1650 cm−1 was assigned to �C O of
quinone groups, while the band at 1581 cm−1 was assigned
to C C bonds located near the newly formed oxygenated
groups. The esters and quinones can be removed by heating
in a vacuum to 600 �C. It is thought that the ozone oxidation
is confined to the end caps and the dangling bonds created
by the removal of these caps, whereas the structural integrity
of the nanotube walls is maintained.

The same research group attempted to quantify the frac-
tion of oxidized carbon sites present in closed-end SWNTs
purified by acidic oxidation [12]. This was done by mea-
suring the evolution of CO and CO2 gases on heating to
1000 �C. Following the thermal treatment, the defect sites
were titrated repeatedly with O3. According to the results,
about 5% of the carbon atoms are localized at defective

sites, capable of facile oxidation by ozone. In turn, the high
defect site density indicates that a significant number of
these sites exist on the nanotube walls. At the same time,
in neither of the two studies did the authors mention on
the formation of COOH groups: the dry ozonation con-
ditions employed are incapable to generate OH-containing
moieties.

In view of the crucial importance of carboxylic groups
for the defect-site covalent chemistry of CNTs, an impor-
tant development was presented very recently by Cai et al.
[18]. The authors modified the ozonation procedure by using
simultaneously ultraviolet (UV) irradiation and allowing
atmospheric moisture to be present in the reaction system.
It was assumed that atmospheric moisture in the presence
of UV radiation converts intermediate ozonides into car-
boxylic acids and other functionalities. The authors observed
a �C O peak at 1708 cm−1 and a broad hydrogen-bonded
band �O H at 3410 cm−1, both suggestive of carboxylic acid
groups present in the SWNT sample. At the initial oxida-
tion stage, a 1630 cm−1 peak of quinone �C O vibrations
was observed as well but then became less distinguishable
as a shoulder at the �C C background band at 1580 cm−1.
The peaks at 1215 and 1055 cm−1 were attributed to the
vibration modes �C O C of ester or �C O of carboxylic
acid.

The distribution of the oxygen-containing functionalities
within CNTs has not yet been well characterized. As was
mentioned above, they are believed to exist primarily at
the nanotube ends and at sites along the sidewalls. By use
of solution phase mid-IR spectroscopy, Hamon et al. [19]
attempted to estimate the ratio of the carbon atoms in the
SWNT backbone to the carbon atoms in the end-groups
and at defect sites of the octadecylamido functionalized sol-
uble SWNTs (see Section 3.1). Their analysis showed that
the weight percentage of the octadecylamido functionality
in the derivatized SWNTs is about 50%, which corresponds
to a mole fraction of 6%. These high values (consistent
with the value of ca. 5% for the oxidized carbon sites mea-
sured by the ozone titration [12]) suggested that a large
proportion of the COOH-containing defect sites is located
on the sidewalls, since the values of 5–6% are roughly
one order of magnitude higher than would be indicated by
models based solely on end-group functionalization. More
detailed considerations on this subject will be presented in
Section 4.

3. DERIVATIZATION

3.1. Amidation

Carboxylic groups can be readily derivatized by a variety of
reactions. The easiest and most efficient way is to produce
amide derivatives, by linking chemically activated COOH
groups at the CNT terminations to amines, according to the
general scheme

CNT COOH+HNR′R′′ → CNT CONR′R′′ (1)

where R′ and R′′ are H, aliphatic, or aromatic substituents
(Table 1).
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Table 1. Amino components, alcohols, and activating agents used to derivatize CNT (SWNT and MWNT) tips through amidation reaction (1) and
esterification (3).

Amino component/alcohol Activating agent and reaction conditions Nanotubes Ref.

Amidation
NH2-(CH2)11-SH SOCl2, RT, toluene SWNT [7]
NH2-(CH2)17-CH3 SOCl2, amine melt, 90–100 �C, 96 h SWNT [8� 19� 21� 22� 24]

MWNT [28]
amine vapor, 170 �C, 2 h SWNT [40]

NH2-(CH2)8-CH3 amine vapor, 160–170 �C, 1 h SWNT [38]
CH3-(CH2)4-NH-(CH2)4-CH3 amine vapor, 160–170 �C, 1 h SWNT [38]
4-NH2-C6H4-(CH2)13-CH3 SOCl2, amine melt, 100 �C, 96 h SWNT [21]

OCH2NH2

O(CH2)15CH3

O(CH2)15CH3

SOCl2, 75 �C, 48 h SWNT, MWNT [26]

O

HOCH2

HO

HO NH2

OH SOCl2, anhydrous THF, reflux, 48 h SWNT [34]

Glucosamine

NH2-[-(CH2)2-O-]n-H SOCl2, DMF + aqueous NaOH, RT, 12 h SWNT [32]
[-(CH2)2-N(C( O)C2H5)-(CH2)2-NH-]n

[poly(propionylethylenimine-co-
ethylenimine), or PPEI-EI] SOCl2, polymer melt, 165 �C, 20 min to 2 h SWNT, MWNT [27–29� 31]

EDC, KH2PO4 buffer, RT, 2–6 h MWNT [30]
polymer melt, 160–180 �C, 12 h MWNT [31]

NH2-CH2-C6H5 EDC, buffer pH 6.0, RT, 2 h MWNT [5]
SWNT [6]

NH2-(CH2)2-NH2 EDC, buffer pH 6.0, RT, 2–48 h; MWNT [5]
or EDC, DMF + aqueous buffer, RT, 48 h SWNT [6, 33]

NH2-(CH2)11-S−@ Au DCC, DMF, 50–60, �C, 12 h SWNT [23]
NH2-(CH2)2-SH DCC, ethanol, RT, 24 h SWNT [37]

S- @AuH2N

NO2
DCC (DMF), or EDC (aqueous solution) SWNT [18]

NH2-(CH2)2n-NH2 (n =1–4) DCC, DMF + THF, RT, 72 h MWNT [25]
Bovine serum albumin EDC, KH2PO4 buffer, RT, 24 h SWNT, MWNT [35]
DNA, H2N-(CH2)6–GCCGATGCACC EDC + sulfo-NHS, aqueous solution, RT, 2 h MWNT [36]
NH2-(CH2)10-COO− @ TiO2 EDC, DMF + aqueous buffer, RT, 48 h SWNT [33]
NH2-C( O)-NH-NH2 (semicarbazide) EDC, DMF + aqueous buffer, RT, 48 h SWNT [33]

Esterification
CH3-(CH2)17-OH SOCl2, pyridine, 117 �C, 96 h SWNT [43]

[-CH2-CH(OC( O)CH3)-CH2-CH(OH)-]n
[poly(vinyl acetate-co-

vinyl alcohol), or PVA-VA] SOCl2, polymer melt, 165 �C, 20 min MWNT [27]
SWNT [29]

HOCH2

O(CH2)15CH3

O(CH2)15CH3  (VI)

SOCl2, 75 �C, 48 h SWNT, MWNT [26� 44� 45]

continued
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Table 1. Continued

Amino component/alcohol Activating agent and reaction conditions Nanotubes Ref.

OCH2

O(CH2)15CH3

O(CH2)15CH3

CH2O

H3C(H2C)15O

H3C(H2C)15O

CH2OH

 (VII)

SOCl2, 75 �C, 48 h SWNT, MWNT [26]

HOCH2

(OCH2CH2)3OCH3

(OCH2CH2)3OCH3  (VIII)

SOCl2, THF, NaH, RT, 24 h SWNT, MWNT [26� 44]

Note: DCC, dicyclohexylcarbodiimide; EDC, 1-ethyl-3-(3-dimethylaminopropyl)carbodiimide; DMF, dimethylformamide; THF; tetrahydrofuran; sulfo-NHS,
N -hydroxysulfo-succinimide; RT, room temperature; @, surface.

The broad applicability of this coupling reaction to aque-
ous and nonaqueous chemistry made it especially attractive
and widely used for nanotube functionalization [5–8� 18–40].
In one of the very first reports on this subject [7], the
derivatization was implemented by converting the carboxylic
groups to the corresponding acid chloride by reaction with
thionyl chloride SOCl2 at room temperature, with subse-
quent exposure to an amino alkanethiol NH2–(CH2�11–SH
in toluene, also at room temperature, that is,

SWNT COOH
SOCl2−−−→ SWNT COCl

NH2−�CH2�11−SH−−−−−−−−−→ SWNT CONH-(CH2�11-SH (2)

The nanotubes functionalized in this way were bound to
10-nm-diameter gold nanoparticles. Attachment of such
strategically designed binding groups is thought to be very
useful in directing assembly of CNTs into molecular devices
[7].

Varying the structure of hydrocarbon moiety in the amine,
one can afford an enhanced affinity to different media or
substrates. In particular, the use of octadecylamine NH2-
(CH2�17-CH3 [8� 19] (Table 1) gives rise to substantial sol-
ubility of the shortened (100–300 nm in length) SWNTs
in chloroform, dichloromethane, aromatic solvents (ben-
zene, toluene, chlorobenzene, 1,2-dichlorobenzene), tetrahy-
drofurane, pyridine, and CS2, in sharp contrast to the
starting nanotubes [8� 21� 22� 24]. If the reaction is carried
out at elevated temperature for a few days, most of the
SWNT bundles exfoliate to give individual SWNT macro-
molecules. SWNTs solubilized in this way can be purified
by liquid-chromatographic techniques, offering functional-
ized material virtually free of contaminants. The nanotubes
derivatized with 4-tetradecylaniline, 4-NH2-C6H4-(CH2�13-
CH3, showed a similar solubility behavior [21] (the authors
believed that the product exists primarily as imides, and not
amides; in other words, one amine molecule covalently cou-
ples to two neighboring COOH groups).

Logically, the more extended the lipophilic moiety in the
amino component, the higher the CNT solubility in nonpo-
lar solvents is expected to be. Sun et al. [26] reported on

the functionalization of both SWNTs and MWNTs with a
dendron-type derivative of 4-aminophenol (Table 1), via the
same SOCl2-activated reaction (2). An elevated temperature
(typically 75 �C; stirring for 2 days under nitrogen atmo-
sphere) was apparently a requirement for these reactions to
proceed efficiently, since the use of lower temperatures (for
example, 45 �C) resulted in a significantly less amount of the
functionalized nanotubes (on the basis of solution color or
visible absorption).

These studies on SWNT functionalization were aimed
at solubilization in organic solvents. A much larger range
of potential applications would open for water-soluble
nanotubes. In particular, biochemical and biomedical appli-
cations would require SWNTs in aqueous media. Pom-
peo and Resasco [34] proposed a very efficient method to
increase SWNT solubility in water, by choosing glucosamine
as the amino component of high hydrophilicity, to react
with the thionyl chloride-activated SWNTs. Aqueous solu-
tions of the resulting functionalized nanotubes were very
stable and remained translucent and without precipitation
for weeks. When the pH of the solution was lowered to 2 at
80 �C by addition of hydrochloric acid, the SWNTs imme-
diately dropped out of solution: this is apparently due to
the hydrolysis of the amide bonds. The hydrolysis was much
slower at room temperature.

High molecular weight compounds (polymers) can be
used as the amino components as well. The reactive amino
groups can be located either on the macromolecule ter-
mini, or within the polymer chain. Depending on that, two
different types of nanotube–polymer assemblies can form,
as is schematically explained in Figure 1. When reactive
NH groups are located within the polymer chain, CNTs
are bound as a side chain (Fig. 1a). If reactive NH (or
NH2� groups are terminal, then CNTs are incorporated
into the main chain (Fig. 1b). An example of the latter
is the grafting of SWNTs (whose carboxylic groups were
activated with thionyl chloride) with monoamine-terminated
poly(ethylene oxide) (PEO) [32]. Since amphiphilic PEO
is soluble in water (as well as in many organic solvents),
the PEO and SWNT segments take expanded and extended
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Figure 1. Two general ways of coupling carbon nanotubes with NH-containing polymers through amidation reaction (1): (a) reactive NH groups are
located within the polymer chain, and CNTs are bound as a side chain; (b) reactive NH (or NH2) groups are terminal, and CNTs are incorporated
into the main chain.

conformations in aqueous medium. When the graft product
is dispersed in chloroform, each SWNT segment collapses
into a globular aggregate.

In a series of works by Sun et al. [27–29� 31] another pos-
sibility was explored (Fig. 1a), that is, to attach CNTs as
a side chain to linear polimer poly(propionylethylenimine-
co-ethylenimine) (PPEI-EI; Table 1). Both SWNTs and
MWNTs were employed whose COOH groups were con-
verted to acyl chlorides by treating with SOCl2. The amida-
tion was performed by mixing the reactants and heating at
165 �C for 20 min to 2 h. PPEI-PI is a highly soluble poly-
mer, and the resulting polymer-bound nanotubes are soluble
in both organic solvents and water, forming highly colored
homogeneous solutions.

Thionyl chloride is not the only reagent which can
be used to activate carboxylic groups in amide cou-
pling reactions. Parallel to the works employing SOCl2
to treat COOH groups of CNTs, a number of authors
reported on the use of carbodiimide chemistry for the
same purpose. Carbodiimides such as dicyclohexylcar-
bodiimide (commonly known as DCC) and 1-ethyl-3-
(3-dimethylaminopropyl)carbodiimide (EDC) have some
indisputable advantages as compared to thionyl chlo-
ride. The direct products of activation with carbodiimides
(O-acylisoureas) are more stable to moisture (as compared
to the acyl chloride intermediates), and the rate of their
aminolysis is much higher than that of hydrolysis. This
implies a high selectivity of the reaction, as well as allows
some flexibility in choosing experimental conditions. Even
more important is that some carbodiimides, for example
EDC, are soluble in aqueous media (pure water and buffer
solutions): this property is absolutely indispensabe when
working with biomolecules. And finally, they are not corro-
sive, contrary to SOCl2 and HCl evolved upon the reaction;
this property can be important when working with fine and
sensitive devices such as atomic force microscopy (AFM)
cantilevers.

It was the cantilever tip preparation where carbodiimide
chemistry was for the first time employed to chemically
modify CNT ends by Wong et al. [5]. They derivatized car-
boxylic MWNT tips with benzylamine and ethylenediamine
(Table 1) through EDC-activated amidation in an aqueous
buffer solution. The reaction does not require heating and is
completed in 2 h. A little later, the same group implemented
the above modification strategy with SWNTs [6], in order
to achieve the highest lateral resolution in AFM to date.
The experiment is schematically explained in Figure 2. The
functionality at the SWNT tip ends was determined by mea-
suring the adhesion force between the tip ends and hydroxyl-
terminated self-assembled monolayer (SAM) surfaces; the
fraction of proton dissociation can be readily monitored
in this way. Force titrations made with carboxyl-terminated
SWNTs on OH-terminated SAMs exhibited a well-defined
drop in adhesion at ca. pH 4.5 (Fig. 2b), which is charac-
teristic of COOH deprotonation. The absolute value of the
adhesion force at low pH can vary between tips, and such
differences are believed to reflect variations in the number
of COOH groups at the ends of different tips. The similar-
ity of the pKa determined from the SWNT force titrations
(4.5) to the bulk solution value for benzoic acid (4.2) indi-
cated that the COOH groups at the SWNT ends are well
solvated and hence accessible for reactions. Then SWNT tips
were amide-derivatized with benzylamine, which has non-
ionizable, hydrophobic functionality, to yield the expected
pH-independent adhesion forces on OH-terminated SAMs.
This covalent modification eliminated the pH-dependent
adhesion observed with the unmodified tips. The abso-
lute values of the adhesion forces obtained in aqueous
solutions using these phenyl-terminated tips were generally
larger than for the COOH-terminated nanotubes and were
consistent with the hydrophobic nature of such tips. Fur-
thermore, force titrations with ethylenediamine-derivatized
(amine-terminated) SWNT tips showed no measurable
adhesion at low pH and finite adhesion above pH 8. This
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Figure 2. (a) Schematic illustrating the modification of a SWNT tip
by coupling an amine (RNH2) to a terminal COOH, and the applica-
tion of this probe to sense specific interactions between the functional
group (R) and surface OH groups. (b) Adhesion force as a function of
pH between SWNT tips and an OH-terminated self-assembled mono-
layer: COOH/filled squares (unmodified); phenyl/open circles (modified
with benzylamine); and amine/crosses (modified with ethylenediamine).
Reprinted with permission from [6], S. S. Wong et al., J. Am. Chem.
Soc. 120, 8557 (1998). © 1998, American Chemical Society.

pH-dependent behavior correlates with the authors’ expec-
tations for exposed amine groups that are neutral at high
pH and protonated and charged at low pH. The modified
SWNT tips were employed to produce chemically sensitive
AFM images with the highest lateral resolution to date and
can be used to study binding in biological and chemical sys-
tems.

In a similar study by Yang et al. [23], the amidation cou-
pling was used to attach SWNTs to AFM tips, as shown in
Figure 3. Commercial Si3N4 cantilever tips were coated with
100 nm gold by thermal evaporation onto a 10-nm adhesion
layer of titanium. Then the gold-coated tips were immersed
in ethanol solution of NH2-(CH2�11-SH. Due to a high affin-
ity to gold through S−–Au interactions, the amino alka-
nethiol formed a densely packed self-assembled monolayer,
where the amino groups were available for further cou-
pling with the DCC-activated carboxylic groups. Liu et al.
[37] organized SWNTs on gold by linking them through a
shorter amino alkanethiol, NH2-(CH2�2-SH, by means of
DCC-activated amidation.

For the fabrication of SWNT-based molecular devices,
conjugated organic molecules with �-orbital overlap are
required for charge transport and functional devices. Rigid-
rod conjugated oligo(phenylene ethynylene)s, having an
array of interesting electronic properties, were used as link-
ing molecules to prepare rigid self-assembled monolayers
of wet-ozonated SWNTs on gold [18]. The oligo(phenylene
ethynylenes) contained a sulfhydryl group at one end, and
one of them had an amino group at the opposite terminus
(Table 1). The amidation was performed using either DCC
or EDC.
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Figure 3. Schematic illustration of the preparation of single-walled car-
bon nanotube AFM tips and measurement of force titration. Reprinted
with permission from [23], Y. Yang et al., J. Phys. Chem. B 106, 4139
(2002). © 2002, American Chemical Society.

There are several examples of coupling bi- or polyfunc-
tional amino components to carboxylic groups of CNTs in
the presence of carbodiimides. The simplest case is chem-
ical modification of shortened MWNTs (<1 �m length)
with various straight-chain alkyldiamines, NH2-(CH2�2n-
NH2 (n = 1–4), where DCC was used [25]. The deriva-
tized nanotubes were dispersed in polar solvents such
as ethanol, dimethyl sulfoxide (DMSO), and dimethyl-
formamide (DMF) more easily than the starting material.
The dispersions (at MWNT concentrations of more than
0.3 mg/ml) were stable without aggregation for more than
one month.

EDC was used as an alternative to thionyl chloride in the
amidation of MWNTs with high-molecular-weight PPEI-EI
(Table 1) [30]. This reaction was found to be significantly
improved in both efficiency and yield by sonication under
ambient conditions. The enhancement in the reaction yield
may be attributed to the sonication-induced activation of the
carboxylic acids by EDC, as rationalized for the sonication
enhancements in other diimide-activated reactions. It was
also found that depending on the duration of sonication,
the nanotubes were shortened to different lengths in the
functionalization. The authors suggested that this method
allows relatively efficient preparation of solubilized CNTs of
a potentially selectable average length.

Similarly, SWNTs and MWNTs were functionalized by
bovine serum albumin (BSA) via EDC-activated amidation
under ambient conditions [35]. The nanotube–BSA con-
jugates thus obtained were highly water soluble, forming
dark-colored aqueous solutions. Results from characteri-
zations using AFM, thermal gravimetric analysis, Raman,
and gel electrophoresis showed that the conjugate samples
indeed contain both carbon nanotubes and BSA and that
the protein species are intimately associated with the nano-
tubes. Bioactivities of the CNT-bound proteins were evalu-
ated using the total protein microdetermination assay (the
modified Lowry procedure). The results showed that the
overwhelming majority (∼90%) of the protein species in
the nanotube–BSA conjugates remain bioactive.
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In one of the most recent reports having implications
for biosciences, vertically aligned MWNT arrays were fab-
ricated as a nanoelectrode platform for biosensor devel-
opment and then functionalized with nucleic acids [36].
Prior to chemical functionalization, metal catalyst parti-
cles at the nanotube ends were removed and the closed
ends are opened, as usual. However, the author con-
cluded that the oxidative treatment for generating COOH
groups at the opened ends compromises the mechani-
cal stability of the nanotubes, often leading to total col-
lapse of the aligned MWNTs. To solve this problem, they
developed a new approach for filling the gaps between
the nanotubes with a spin-on glass (SOG). Nucleic acid
attachment was accomplished using EDC along with N -
hydroxysulfo-succinimide (sulfo-NHS). The EDC-derived
ester intermediate rapidly undergoes hydrolysis; however,
in the presence of excess sulfo-NHS a more water stable
sulfo-succinimidyl intermediate is formed. Subsequently, the
succinimidyl intermediate reacted with nucleic acid [DNA
or H2N-(CH2�6–GCCGATGCACC oligonucleotide], result-
ing in the formation of desirable amide linkage. It appeared
that the reaction was essentially completed after 2 h. Results
from the coupling of nucleic acids to the MWNT arrays
suggested that the SOG enhances the reactivity by provid-
ing structural support to the nanotubes. The SOG also cov-
ers the length of the sidewalls of CNTs, leading to a less
hydrophobic interface, and thus may aid in improving the
chemical reactivity.

Banerjee and Wong [33] synthesized SWNT–nanocrystal
heterostructures of possible interest for molecular elec-
tronics, photocatalysis, and solar energy conversion and as
probes for scanning force microscopy. Oxidized SWNTs were
linked to cadmium selenide (CdSe) nanocrystals, capped
with mercaptothiol derivatives (para-mercaptobenzoic, thio-
glycolic, and 3-mercaptopropionic acids), as well as to
titanium dioxide (TiO2� nanocrystals, functionalized with
11-aminoundecanoic acid (Table 1). The coupling with acid-
terminated CdSe nanocrystals and acid-terminated tubes was
facilitated with the aid of intermediary linking agents, such as
ethylenediamine and semicarbazide NH2-C( O)-NH-NH2,
in the EDC-activated amidation; this multistep procedure
is schematically explained in Figure 4. Based on electronic
absorption spectroscopy, charge transfer is thought to pro-
ceed from the nanocrystal to the nanotube in the CdSe-
SWNT system, whereas in the TiO2-SWNT system, charge
transfer is expected to occur from the nanotube to the
nanocrystal.

From basic organic chemistry it is known that activation
of carboxylic groups can be achieved by using not only chem-
ical reagents like SOCl2 and carbodiimides but also by sim-
ple heating. In one of the reports by Sun et al. on the
functionalization of CNTs with aminopolymers (see above),
the amide coupling was achived by direct heating MWNTs
with PPEI-EI at 160–180 �C, that is, in the polymer melt,
under nitrogen protection for 12 h [31]. According to the
authors’ observations, this method seems less efficient in
the MWNT dispersion as compared to the SOCl2 activa-
tion, because the corresponding solution of the functional-
ized nanotubes exhibits more scattering in the UV-visible
absorption measurements. But, on the other hand, the direct
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not drawn to scale. Reprinted with permission from [33], S. Banerjee
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heating apparently produces functionalized MWNT samples
of a higher nanotube content.

We used the same strategy for the amidation of oxi-
dized SWNTs with simple amines in the gas phase [38� 40].
This is an extension of the gas-phase derivatization tech-
nique originally developed for chemical modification of sil-
ica surfaces. Its attractive features are that the formation of
amide linkages proceeds smoothly at 150–180 �C and is rel-
atively fast (0.5–1 h), as well as providing high yields of the
amide derivatives. Excess vaporous reagent can be removed
from the reaction zone under moderate vacuum. In addi-
tion, there is no need to use a (organic) solvent medium;
this feature is attractive not only from an ecological point
of view but also in that it helps to avoid undesirable parti-
cle aggregation of the material derivatized. The amino com-
ponents we employed were nonylamine, dipentylamine, and
1-octadecylamine (Table 1). The resulting SWNT products
exhibit solubility properties similar to those of the SWNT
derivatized with long-chain amines through thionyl chloride
and carbodiimide activation.

An important aspect of CNT reactivity is the existence
of different forms of the nanotubes by themselves: zigzag,
armchair, and chiral forms [1� 2]. All of these species are
apparently present in CNTs grown by most methods. For the
particular case of direct (heating-induced) amidation reac-
tion (1), one can expect that the reactivity of carboxylic
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groups toward amines might be different depending on
whether the nanotubes have an armchair or zigzag struc-
ture. Studying the specificity of such a sort can be con-
sidered as a possible pathway to selective derivatization
of different forms of CNTs and to their further separa-
tion: for example, due to different solubility of derivatized
and nonderivatized nanotubes. However, this goal seems to
be very complicated from the experimental point of view
and requires further sophistication of the methods of han-
dling and observing individual CNTs. We tried to give some
insight by using the two-level ONIOM (combined quan-
tum mechanics/molecular mechanics) calculations [38� 39].
As model reaction systems, we considered monocarboxy-
lated short fragments of (10� 0) zigzag and (5� 5) armchair
SWNTs interacting with the simplest aliphatic amine, methy-
lamine. The models are shown in Figure 5 along with the
potential energy surfaces calculated at the B3LYP/6-31G(d)
level of theory (energies relative to the level of separated
reactants [39]). If one compares the energies of the transi-
tion states to those of the reactant level, their values do not
differ significantly: 51.1 and 48.8 kcal mol−1 for the armchair
and zigzag SWNTs, respectively. Much bigger differences
can be found for the reaction complexes and products.
Energy for the armchair reaction complex (−2�9 kcal mol−1�
is 10.5 kcal mol−1 higher than that for its zigzag counterpart
(−13�4 kcal mol−1�. The situation is opposite for the ami-
dation products: the armchair products (−9�0 kcal mol−1�
are lower by 7.5 kcal mol−1 as compared to the zigzag prod-
ucts (−1�5 kcal mol−1�. This shows the direct formation
of amides on armchair SWNT tips according to reaction
(1) to be much more advantageous, as compared to that
on zigzag SWNT tips. Moreover, since for the latter the
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Figure 5. (a) Monocarboxyl-substituted fragments of (5� 5) armchair
(left) and (10� 0) zigzag (right) SWNTs used for the two-level ONIOM
calculations of the model gas-phase reaction with methylamine [39].
The highlighted (dark) atoms and the ones constituting methylamine
molecules were treated at the B3LYP/6-31G(d) level of theory; the
remaining SWNT atoms were treated with universal force field (UFF)
molecular mechanics. (b) Calculated potential energy surfaces for the
two SWNT models, including reaction complexes, transition states, and
products (water molecules hydrogen-bound to the amide derivatives)
with corresponding energies in kcal mol−1.

reaction complex appears to lie below the products, the ami-
dation as a whole is energetically unfavorable (though it
can be facilitated by pumping out water formed, as con-
templated in the gas-phase derivatization technique [38]).
Another strong argument supporting our conclusion is evi-
dent if one compares the transition state energies not to the
reactant level but to the level of the reaction complexes. Bar-
rier heights calculated in this way are 54.0 (armchair) and
62.2 kcal mol−1 (zigzag), which is a significant difference,
of 8.2 kcal mol−1. It is too premature to discuss practical
implications of the data obtained (and besides, as any theo-
retical results, they have to be taken with a certain precau-
tion). Nevertheless, one can envision the use of this or other
chemical reactions for selective derivatization of different
forms of CNTs (armchair, zigzag, or chiral). In the case of
amidation reaction (1) with long-chain amines, the deriva-
tized nanotubes would acquire a higher solubility than unde-
rivatized CNTs, which would open a route to their facile
separation.

3.2. Salts with Amines

When unactivated carboxylic groups are treated with
amines, ammonium salts form. This type of interaction
was employed as an alternative [to amidation reaction (1)]
approach for the preparation of SWNTs soluble in organic
solvents. The nanotubes were heated at 90–130 �C in molten
long-chain amines octadecylamine and 4-tetradecylaniline
for 4–8 days [21� 41]. Not only shortened but also uncut
SWNTs (of lengths of over 1 �m [41]) acquired high solu-
bility in common organic solvents. The authors give a strong
preference to this method of CNT derivatization for the
following reasons. (1) They found that the ionic functional-
ization approach generally gave a much higher yield of sol-
uble SWNTs than the covalent functionalization approach.
As they believe, the presence of zwitterions can significantly
improve the solubility of SWNTs. (2) The acid–base reaction
represents the simplest possible route to soluble SWNTs and
can be readily scaled up at low cost. (3) Unlike the covalent
amide bond, the amine cations formed on the nanotubes
can be readily exchanged for other organic and inorganic
cations. Thus it will be possible to adjust the solubility prop-
erties of the SWNTs and to use soluble SWNTs as versa-
tile building blocks for advanced SWNT-based materials via
supramolecular chemistry. Furthermore, such an ionic fea-
ture may allow electrostatic interactions between SWNTs
and biological molecules and can serve as the basis for devel-
oping biocompatible SWNTs.

We would like to point, however, to the following cir-
cumstance. As was mentioned above, there are a few exam-
ples when the amide coupling was achived by direct heating
CNTs with amines. In particular, it was implemented for
MWNTs, which were derivatized with molten PPEI-EI poly-
mer by exposing their mixture at 160–180 �C for 12 h [31], as
well as for SWNTs, treated with vaporous aliphatic amines
at 160–170 �C for 1–2 h [38-40]. Of course, the tempera-
ture of 90–130 �C is substantially lower to cause that rapid
amide condensation. Nevertheless, this temperature interval
goes beyond the boiling point of water, and the equilibrium
must be shifted to the amide formation, especially when the
whole procedure extends to 4–8 days [21� 41]. Thus one can
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suspect the presence of a large fraction of the amide deriva-
tives in the SWNTs derivatized ionically.

The true ionic interactions of carboxylic acids with amines
were employed to construct hollow spherical cages of nested
SWNTs using self-assembly techniques [42]. The process
(explained in Figure 6) consisted of the layer-by-layer
adsorption of acid-oxidized SWNTs (diameter 1.2 nm) onto
template silica gels (spherical particles of 6 �m in aver-
age diameter) and stabilization of adsorbed nanotubes. The
SWNT dispersion in water was centrifuged at 3500 g, and
only the supernatant solution was retained (I). Immedi-
ately afterward, amine-functionalized silica gel was added
to adsorb SWNTs (II). After a typical immersion time of
30 min, SWNT-covered amine spheres were forced to sed-
iment by centrifuging at 100 g, and the supernatant solu-
tion was decanted (III). SWNT spheres were collected on
a Teflon filter and dried in oven (IV). Once dried, SWNT
spheres were extremely stable: SWNTs did not desorb even
when the dried SWNT spheres were redispersed in solution.
For additional cycles of coating, the dried SWNT spheres
were added to the freshly prepared SWNT dispersion, and
processes II through IV were repeated. Silica at any cycle
of coating can be etched away by hydrofluoric acid to give
spherical cages made of only SWNTs (V). Thus, the initial
amine–nanotube interactions determine the nested network,
and nanotube–nanotube interactions thicken each arm of
the nest.

(a) 

(b) (c) 

15 m µ 3 m µ

Figure 6. (a) Noncovalent self-assembly of oxidized SWNTs on spher-
ical particles of amino-functionalized silica gel, employing ionic inter-
actions of carboxylic groups with amines. Scanning electron microscopy
(SEM) images of (b) amino-functionalized silica spheres after the first
cycle of SWNT adsorption, and (c) SWNT cages obtained after three
cycles of adsorption and HF etching. Reprinted with permission from
[42], M. Sano et al., Nano Lett. 2, 531 (2002). © 2002, American Chem-
ical Society.

3.3. Esterification

A close remnant of amidation reaction (1) is esterification
according to the general scheme

CNT COOH + HOR′ → CNT COOR′ (3)

where R′ can be an aliphatic or aromatic substituent. Here
one water molecule should be eliminated as well, and this
can be done by preliminary activation of the carboxylic
groups at CNT tips by thionyl chloride [the first step in reac-
tion (2)]. The ester formation, however, is not as common
in CNT chemistry as the amidation is, and there are a few
reported examples only.

Hamon et al. [43] prepared soluble ester-functionalized
SWNTs by reaction with linear octadecylalcohol (Table 1).
SWNT–COCl and C18H37OH were heated in pyridine at
117 �C for four days. The ester forms of SWNTs are solu-
ble in common organic solvents (for example, in THF and
chloroform) and were found to exist as both individual nano-
tubes and small bundles (2–5 nanotubes each).

Sun et al. [27� 29] attached CNTs as a side chain to
poly(vinyl acetate-co-vinyl alcohol) (PVA-VA, a linear poly-
mer with molecular weight ≈ 110�000; Table 1). Both
SWNTs and MWNTs whose COOH groups were converted
to acyl chlorides by treating with SOCl2 were derivatized.
The esterificaion was performed by mixing the reactants and
heating at 165 �C for 20 min. PVA-VA is a highly soluble
polymer, and the resulting polymer-bound nanotubes were
soluble in both organic solvents and water, forming intensely
colored, stable homogeneous solutions.

Lipophilic (VI, VII; Table 1) and hydrophilic (VIII)
dendron species were used to functionalize SWNTs and
MWNTs in a similar way [26� 44� 45]. The ester-derivatized
nanotubes, depending on the functionalities, were soluble
in nonpolar and weakly polar solvents (for VI and VII), or
both organic solvents and water (for VIII). When deuterated
ethanol-d6 was used as a co-reactant in the esterification
reaction with VI, strong attachment of deuterium species
(apparently as the corresponding ethanol-d6 ester groups)
was observed [45]. The CNTs prepared can be defunctional-
ized in homogeneous solutions under base- (sodium hydride
in THF) and acid-catalyzed (trifluoroacetic acid) reaction
conditions, recovering the starting nanotube materials as
dark-colored precipitates [44].

Similarly to the heating-induced direct amidation
[31� 38–40], esterification without the use of chemical acti-
vating reagents is possible as well. Although this process is
not very efficient, there is a possibility to shift the equilib-
rium by eliminating water from the reaction zone. Unlike the
former derivatization technique, the direct esterification of
oxidized CNTs has not been reported so far. We attempted
to explore this reaction theoretically by using the two-level
ONIOM calculations [46]. The SWNT model species (react-
ing with the simplest alcohol, methanol) considered in this
study were in many regards similar to those used for the ami-
dation reaction with methylamine [38� 39]. In particular, the
high (quantum mechanics) level included the atoms belong-
ing to methanol molecule and the terminal carboxylic group,
together with their adjacent C and H atoms, as shown in
Figure 7a. In this way, an important parameter such as the
number and nature of high level-treated atoms was kept the
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Figure 7. (a) Monocarboxyl-substituted fragments of (10� 10) armchair
(left) and (16� 0) zigzag (right) SWNTs used for the two-level ONIOM
calculations of the model gas-phase reaction with methanol [46]. The
highlighted (dark) atoms and the ones constituting methanol molecules
were treated at the B3LYP/6-31G(d) level of theory; the remaining
SWNT atoms were treated with UFF molecular mechanics. (b) Calcu-
lated potential energy surfaces for the two SWNT models, including
reaction complexes, transition states, and products (water molecules
hydrogen-bound to the ester derivatives) with corresponding energies
in kcal mol−1.

same in the armchair and zigzag models. On the other hand,
we rejected the nanotube diameter used previously, that is,
(10� 0) for zigzag and (5� 5) for armchair SWNT models,
since a detailed inspection revealed that within such narrow
cavities, the opposite wall attracts methylamine molecules,
making it equilibrate close to the nanotube axis. In turn,
this can dramatically influence its position with respect to
the carboxylic group, resulting in unrealistically long N–
H · · ·O separations, which are supposed to be hydrogen
bonds, and apparently producing significant errors in energy
estimates for the reaction complexes. To avoid this sort of
undesirable effect, we chose armchair (10� 10) and zigzag
(16� 0) nanotube models, with calculated diameters of ca.
1.3–1.4 nm approaching commonly observed SWNT diame-
ters. The fragment length was also increased, to three com-
plete rows of carbon hexagons (Fig. 7a; compare to Fig. 5a).
The potential energy surfaces calculated at the B3LYP/6-
31G(d) level of theory (energies relative to the level of
separated reactants) are shown in Figure 7b. The ener-
gies of the transition states differ insignificantly: 38.7 and
39.3 kcal mol−1 for the armchair and zigzag SWNTs, respec-
tively. The differences for the reaction complexes and prod-
ucts are more substantial. Energy for the armchair reaction
complex (−3�5 kcal mol−1� is 3.3 kcal mol−1 higher than
that for its zigzag counterpart (−6�8 kcal mol−1�. The sit-
uation is quite opposite for the esterification products: the
armchair products (−3�3 kcal mol−1� lie lower by 10.7 kcal
mol−1 as compared to the zigzag products (7.4 kcal mol−1�.
This has two implications. First, the direct ester formation
on armchair SWNT tips according to reaction (3) is much
more advantageous as compared to that on zigzag SWNT
tips. Second and more important, since for the latter the
products appear to lie above the level of separated reactants,

the esterification process is thermodinamically unfavorable
at all. From the practical point of view, these results might
imply that treating the oxidized CNTs with aliphatic alco-
hols under the gas-phase high-temperature conditions [38]
would derivatize selectively COOH groups at the armchair
nanotube tips. If a long-chain alcohol is used for the treat-
ment, the resulting ester-derivatized armchair CNTs would
acquire much better solubility in organic solvents than the
underivatized zigzag nanotubes have, which in turn opens a
facile route to their separation. For a final conclusion, our
theoretical results need to be verified experimentally.

3.4. Metal Surfaces

Fabrication of dense arrays of SWNTs aligned normal to
substrates is envisioned as an important step in the devel-
opment of various technologically important devices such as
sensors, field emitters, and organic light-emitting diodes, as
well as for hydrogen and electrochemical energy storage. Wu
et al. [47] proposed a simple technique for the assembly of
oxidatively shortened SWNTs on silver surface. This tech-
nique is based on the salt formation between COOH groups
at the open ends of carbon nanotubes and the surface silver
cations. Silver-coated silicon wafers were dipped into col-
loidal SWNT suspensions in water, ethanol, and other polar
solvents. Tapping mode AFM and transmission electron
microscopy (TEM) observations of the assemblies formed
showed that the SWNTs are perpendicular to the silver sur-
face. TEM studies also revealed that most of the SWNTs
(ca. 80%) assembled have a bundle size of 6.5 ± 0.5 nm,
possibly suggesting the selective adsorption (chemisorption
would be a more correct term) of SWNTs on silver.

The formation of dense arrays of oxidatively shortened
SWNTs using Fe3+-assisted self-assembly from nonaqueous
media was reported by Chattopadhyay et al. [48]. An addi-
tional feature is that this approach permits growth of suc-
cessive stacks of SWNTs, one on top of each other, in a
layer-by-layer (LBL) assembly format. To ensure a smooth
and uniformly charged surface, the substrates [glass, (100)
silicon wafers with native oxide and quartz crystal microbal-
ance resonators] were modified with polyelectrolyte films
via the LBL method. SWNTs/Fe3+ assemblies consisted of
sequential dipping in an aqueous solution of FeCl3 (pH 2.2,
15 min) followed by immersion in DMF-dispersed SWNTs
(pH 8.5, typically 30 min) and separated by intermediate
washing in DMF (pH 12.7). The elevated pH for both DMF
wash and SWNTs dispersion causes the surface-immobilized
Fe3+ layer to transform into its basic hydroxide form, provid-
ing the initial driving force (salt formation with the COOH
groups of SWNTs) for this assembly to occur. A monolayer
of densely packed, needlelike domains was obtained after
the first 30-min immersion, with average domain width of
93 ± 22 nm. Its morphology was reminiscent of aggregated
SWNTs, most likely tethered with only one of their ends to
the substrate. This geometry is believed to be the result of (i)
high concentration of COOH groups on the SWNT tips and
hydroxy functionalization of Fe3+-decorated surfaces and (ii)
strong hydrophobic interactions between adjacent SWNTs.
Polarization Raman studies indicated significant orientation
normal to the substrate. Subsequent adsorption of Fe3+ ions
onto the carboxy-terminated SWNTs at the untethered ends
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gave rise to the formation of multilayer Fe3+/SWNT assem-
blies. Both the average film thickness (measured by spec-
troscopic ellipsometry) and mass deposition (obtained via
quartz crystal microbalance) were in good agreement with
the formation of multilayered structures, readily observed
by gradual substrate darkening. The linear increase in both
average film thickness (ca. 37.7 nm) and mass (ca. 4.1 g/cm2�
corresponded to an average density of 1.1 g/cm3 for the mul-
tilayer Fe3+/SWNTs assemblies.

Ionic interaction of carboxylic groups of oxidized SWNTs
with metal ions at surfaces can also be used to improve res-
olution in scanning tunneling microscopy (STM). Nishino
et al. [49] deposited acid-cut SWNTs onto the apexes of
gold tips for STM. The affinity of COOH functionalities to
gold is relatively weak, and the Au tips were first modified
with self-assembled monolayers of 4-mercaptobenzoic acid,
strongly adhering to gold surfaces due to the presence of
thiol groups. Its carboxylic groups in para-position remained
free for further derivatization steps and were used to anchor
carboxylated SWNTs through Zn2+ ion-bridged coordina-
tion as follows:

SWNT COO− Zn2+ −OOC-C6H4-S−@Au (IX)

The SWNTs deposited in this way were present on the gold
tips as bundles of about 10 nm width. Since oxidatively short-
ened SWNTs have a broad distribution of their length, and
the tunneling current flows only through the foremost part
of the probe tip, a high STM resolution was achieved, even
if not an individual SWNTs were present at the tip apex.

A very similar approach was employed by Cai et al. [18],
who used rigid-rod conjugated oligo(phenylene ethynylenes)
X and XI

SHX

NO2

X = COOH (X), SH (XI)

having an array of interesting electronic properties, as link-
ing molecules to prepare rigid self-assembled monolayers of
wet-ozonated SWNTs on gold [18]. As the first step, they
were deposited onto gold surface, forming self-assembled
monolayers. Then, in the case of the carboxylic derivative
X, the COOH groups were chelated to Fe3+ ions; incuba-
tion in the oxidized SWNT dispersions produced ion bridges
similar to the ones shown in the previous paragraph (IX).
Likewise, the thiol derivative XI on gold was bridged to
the SWNTs through Cu2+ ions, having high affinity to both
COOH and SH functionalities. Aromatic and conjugated
organic molecules of this sort, having �-orbital overlap capa-
ble of charge transport, are necessary for the fabrication of
SWNT-based molecular devices.

3.5. Miscellaneous

CNT materials can be potentially utilized as effective rein-
forcements in advanced composites (although so far their
cost remains prohibitive). In that case, a good chemical

bond to the matrix is highly desirable to efficiently trans-
fer mechanical loads from the matrix to the nanotubes and
thus take advantage of their outstanding mechanical prop-
erties. Organosilanes R–Si–R′

3 were proposed as coupling
agents to chemically join CNTs and organic polymers [50].
The R group is chosen to be reactive depending on the
organic matrix, and the R′ group is usually methoxy radical
(OCH3�, which is easily hydrolyzed to produce silanol Si–
OH (in [50], 3-mercaptopropyl trimethoxysilane was used).
In turn, the latter can be reacted with hydroxyl groups on
the oxidized nanotubes, the authors suggested. One should
remember, however, that phenoxy silanes with C–O–Si
bonds, and especially pseudo-esters with C( O)O–Si
linkage, are hydrolytically unstable and cannot serve to reli-
ably join CNTs and the polymers.

Judging from the literature, there has not been much
effort in treating carbon nanotubes as chemical reagents
in their own right. Attempting to fill this gap, Baner-
jee and Wong [51� 52] studied complexation between oxi-
dized SWNTs and platinum–metal coordination compounds:
Vaska’s compound, trans-IrCl(CO)(PPh3�2 [51], and Wilkin-
son’s complex, RhCl(PPh3�3 [52]. Both reacted directly
with SWNTs dispersed in DMF or DMSO, under inert
atmosphere (nitrogen or argon) at 50–60 �C for a period
of 0.5–3 days. According to the results of spectral mea-
surements, the electronic structure of the nanotubes was
preserved, suggestive of the fact that SWNTs are func-
tionalized through coordinative attachment at the terminal
carboxylic groups, as well as possibly hydroxylic (phenolic)
and carbonyl groups. A more explicit characterization of
the binding pattern was not achieved. The proposed func-
tionalization process not only opens up the area of metal-
organic chemistry to carbon nanotubes but also suggests
potential applications in catalysis and molecular electronics.
An increased solubility of the complex-derivatized SWNTs
in DMF should facilitate their chemical manipulation and
photophysical analyses.

4. SPECTROSCOPIC
CHARACTERIZATION

Difficulties in characterizing the chemical structure of the
derivatization products, “inability to declare success or fail-
ure in attempted functionalization reactions” [3], constantly
hamper further developments in this area. A standard suite
of techniques does not yet exist for adequate characteriza-
tion of chemically modified nanotubes [3]. Solution phase
absorption spectroscopy (UV/visible) is considered one of
the most accessible techniques that offers some information
on the electronic state of CNTs and hence functionaliza-
tion. However, this can actually be fruitful for sidewall-
functionalized but not defect-functionalized CNTs: obviously
due to a low contribution of bands corresponding to the ter-
minal derivatizing groups into the entire spectrum. What this
technique allows in our case is to confirm the formation of
true solutions (and not just dispersions), when the absorp-
tion phenomena are linearly dependent on the solution con-
centration (Lambert–Beer law) [26� 29–31� 35� 44]; to reveal
unusual optical properties, such as strong luminescence of
the polymer- and dendron-bound nanotubes [26� 27]; or to
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conclude that the electronic structure of the CNTs, whose
terminal groups were derivatized, is preserved [34� 52].

Raman [8� 21� 22� 24� 30� 41� 43] and near-IR spectra
[22� 24� 41� 43� 52] very closely resemble those of the under-
ivatized SWNTs. They are sensitive to changes in the elec-
tronic structure of CNTs and can detect chemical reactions
along the sidewalls. But in our context these methods can
only serve to estimate the diameter distribution of nano-
tubes, since the sidewalls do not undergo any detectable
changes in the end-group derivatization.

1H and 13C nuclear magnetic resonance (NMR)
spectroscopy can show the presence of long aliphatic
[8� 21� 26� 44] or polymeric chains [30� 31] and the existence
of magnetically different types nanotubes in the samples [8].
As a whole, the proton signals are broadened as compared
to the spectra of individual starting organic reagents. For
the dendron-derivatized CNTs [26� 44], this was explained in
terms of two different mechanisms: the attachment of the
monomeric dendrons VI–VIII to a “polymer-like” nanotube
vs the effect of possible paramagnetic impurities in the solu-
tion. The latter is obviously relevant to the CNT-containing
samples because of the possibility of residual metal catalysts.
In their 13C NMR spectra [26� 44], no signals due to car-
bons on the nanotubes themselves or the nanotube-bound
carbonyl C atoms were detected. This is likely due to the
fact that the CNT solution concentrations are too low even
when saturated and that the relaxation times of the nano-
tube carbons are expected to be very long. When deuterated
ethanol-d6 was used as a co-reactant in the esterification
reaction with VI, 2H NMR measurements allowed one to
detect strong attachment of deuterium species (apparently
as the corresponding ethanol-d6 ester groups) [45].

31P NMR was employed to study the binding of Vaska’s
compound, trans-IrCl(CO)(PPh3�2, to oxidized SWNTs [51].
The data were consistent with Ir coordination to oxygen
atoms on the SWNTs; the presence of a multitude of peaks
suggested the potential of several modes of coordination.
Similar conclusions were made in the case of Wilkinson’s
complex, RhCl(PPh3�3 [52], from 31P, 1H, and 13C NMR
measurements.

As in the all modern organic chemistry, a “battle horse”
for the characterization of chemically modified carbon nano-
tubes is mid-IR spectroscopy. This is especially true for
CNTs reacted with organic amines [reactions (1) and (2)],
whose IR spectra have been measured by many research
groups [8� 19� 21� 24� 25� 33� 34� 37� 38� 41]. Unfortunately,
the data reported so far do not allow an unambiguous inter-
pretation of the spectral changes observed, since they turn
out to be quite contradictory. In particular, after transform-
ing oxidized SWNTs into their octadecylamide derivatives,
Chen et al. [8] found two �C O (amide I) bands at 1663 and
1642 cm−1 of almost equal intensity, and not one band as
one normally expects. In the IR spectrum of octadecylamide
SWNTs, presented later, only one �C O band at 1660 cm−1

is seen [19]. Comparison of these two spectra makes one
suspect that the band at about 1640 cm−1 corresponds to
�OH vibrations in adsorbed water molecules (apparently the
latter sample was dried better than the former). This fea-
ture is quite common for IR spectra of a vast variety of
adsorbents, since water is ubiquitous. In the spectra of the
amide-bound SWNT–nanocrystal heterostructures based on

titanium dioxide and cadmium selenide [33], whose surfaces
are highly polar and always contain adsorbed water under
ambient conditions, a band at 1638 cm−1 was observed sys-
tematically (interpreted by the authors as the amide I band).
In the SWNTs amide-derivatized with 4-dodecylaniline [21]
two bands at 1655 and 1598 cm−1 were assigned to �C O
(amide I) and �NH (amide II) vibrations, respectively. This
is a reasonable assignment for the wavenumbers; however,
the band intensities have to be taken into account equally.
At the same time, in this spectrum the intensity of the
�NH band is several times higher than that of the �C O
band [21], whereas in amides the carbonyl band is always
more intense (usually by about a factor of two) than the
amide II band. According to Liu et al. [37], SWNTs deriva-
tized with cysteamine exhibit a band around 1600 cm−1,
which was assigned to amide I vibrations: this interpretation
can hardly agree with all the preceding data.

One more alerting circumstance can be noticed in the case
of octadecylamide and 4-dodecylanilide SWNTs [8� 19� 21],
where the bands appearing after derivatization (Fig. 8) turn
out to be much more intense than those typical for oxidized
SWNTs (at 1200, 1590, and 1720 cm−1; Fig. 9a). This gives
the impression that in the synthesized samples the amine
content is higher than the SWNT content.

We monitored IR spectral changes during the gas phase
amidation of oxidized SWNTs with nonylamine, dipenty-
lamine, ethylenediamine, and propylenediamine [38]. Of
four amines, only nonylamine treatment caused evident
changes in the IR spectra (Fig. 9); for the others, the
changes were at a noise level. If we admit that all the
amines studied form amide bonds with carboxylic groups at
SWNT tips (there are no logical reasons to expect other-
wise), such spectral behavior is hard to explain: for smaller
amine molecules, the efficiency of amide formation should
be higher than for longer chain molecules (such as nony-
lamine), due to a better accessibility to the reacting car-
boxylic groups of SWNTs.

The IR spectrum of nonylamine-treated SWNTs (Fig. 9b)
exhibited several new bands due to nonylamine: at 1358
(C–N stretch.), 1462 (C–H def.), 2856 (sym. C–H stretch.),
2927 (asym. C–H stretch.), and 1586 cm−1. Assignment
of the last band is the most important to characterize a

Figure 8. Mid-IR spectrum of SWNT–CONH(CH2�17CH3 (thin film on
quartz substrate). Reprinted with permission from [19], M. A. Hamon
et al., Chem. Phys. Lett. 347, 8 (2001). © 2001, Elsevier Science.
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Figure 9. IR spectra of oxidized SWNTs (a), after gas-phase treatment
with nonylamine (b), after liquid-phase impregnation with nonylamine
from ethanol solution with SWNT–nonylamine mass ratio 3:1 (c) and
1:1 (d). 3% SWNT samples in KBr; spectra without baseline correction.
Reprinted with permission from [38], E. V. Basiuk et al., J. Phys. Chem.
B 106, 1588 (2002). © 2002, American Chemical Society.

chemical state of nonylamine, but obviously its frequency is
too low to attribute this band to �C O (amide I) vibrations:
it should be assigned to �NH vibrations in NH2. Along with
the above bands, there is one more at 1715 cm−1, having
a shoulder at about 1750 cm−1. However, before attempt-
ing further interpretation, let us analyze in principle what
kind of information on the terminal organic groups can be
expected from IR spectra of typical SWNTs.

In some respect carbon nanotubes resemble chemically
derivatized inorganic adsorbents (silica, alumina, amorphous
carbon, graphite, etc.), where the contribution of surface
organic groups to the whole IR spectrum is relatively low,

due to an overwhelming mass fraction of the adsorbent
itself. For CNTs, the same effect should be expected due to
their typically large aspect ratios and due to multishell struc-
ture in the case of MWNTs. Even SWNTs called “short,”
prepared by oxidative cutting in strong acids, are on aver-
age 100–300 nm in length, at a diameter of ≈1.4 nm. These
parameters have crucial implications for band intensities in
the IR spectra.

To evaluate the SWNT–nonylamine mass ratio in our
gas-phase treated samples [38], we impregnated oxidized
SWNTs with the amine from ethanol solution taking two
different proportions SWNT:nonylamine of 3:1 and 1:1 by
weight (Fig. 9). The gas-phase-treated sample had a closer
resemblance to the first of them (3:1). What does it mean
in terms of SWNT aspect ratios? Let us consider a (20� 0)
zigzag SWNT backbone, containing 1920 carbon atoms
(Fig. 10a), of ≈1.55 nm diameter and 10 nm length. Such a
SWNT can have about 10 carboxylic groups at each tip (a
higher density of COOH groups is unlikely for steric rea-
sons). As a result, it can form amide bonds with 20 nony-
lamine molecules, and this stoichiometry would correspond
to a SWNT:nonylamine mass ratio of 8.4:1. Thus, even if
we suppose that oxidized SWNTs are on average 10 nm in
length, to obtain the IR-band intensities shown in Figure
9b and c we would have to triplicate the nonylamine con-
tent. The sample would have to contain >60% nonylamine
in a physically adsorbed form, and correspondingly >60%
IR absorption would be due to the chemically unbound frac-
tion. It should be obvious that for 100–300 nm long SWNTs,
the amide contribution to the IR absorption will be even
lower, by 10–30 times, and such bands are almost impossible
to distinguish (especially given the generally poor quality of
the CNT spectra). Consequently, the bands visible in most
IR spectra of amide-derivatized CNTs correspond to the
molecules, strongly physisorbed due to hydrophobic inter-
actions between their hydrocarbon moieties and CNT side-
walls. Recent results afforded by temperature-programmed
desorption mass spectrometry supported our conclusion by

1.
55
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10 nm

(a) 
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Figure 10. (a) Schematic representation of a (20� 0) zigzag SWNT,
of ≈1.55 nm diameter and 10 nm length, containing 10 carboxylic
groups at each tip. Reprinted with permisson from [38], E. V. Basiuk
et al., J. Phys. Chem. B 106, 1588 (2002). © 2002, American Chem-
ical Society. (b) Schematic end section of (10� 10) SWNT–COOH.
Reprinted with permission from [19], M. A. Hamon et al., Chem. Phys.
Lett. 347, 8 (2001). © 2001, Elsevier Science.
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revealing two different forms of nonylamine in the amide-
derivatized SWNTs [38].

As we already mentioned, in the IR spectrum of the
gas-phase-treated sample (Fig. 9b), one more band was
detected at 1715 cm−1 with a shoulder at 1750 cm−1. This
band (reported in the 1700–1735 cm−1 range by different
authors) is believed to correspond to the terminal COOH
groups [8� 9� 12–14� 21� 37� 41]. A higher frequency absorp-
tion was reported as well: in particular, for SWNTs after
oxidation with gaseous ozone (i.e., no liquid-phase treat-
ment with strong acids), the band at 1739 cm−1 was assigned
to ester �C O vibrations [17]. A band at 1750 cm−1 was
found also for CNTs after boiling in concentrated HNO3
[9]; in this case, however, the existence of ester groups must
be excluded: in strong acid media they are hydrolyzed into
COOH groups. In our case the shoulder at 1750 cm−1 can-
not be due to ester absorption for the same reason. One
might suggest the formation of anhydrides through ther-
mal condensation of neighboring carboxylic groups; how-
ever, carboxy anhydrides are extremely reactive, especially
with amines. Besides that, we did not detect this absorption
in IR spectra of oxidized SWNTs heated to 150–180 �C in
vacuum in the absence of amines.

The above considerations were presented in supposition
that most reactive carboxylic groups are located at CNT
tips. However, a considerable fraction of COOH function-
alities are believed to exist at defect sites along the side-
walls. Can they account for the high IR band intensities?
Hamon et al. [19] addressed this issue, determining the
weight contribution of octadecylamine (ODA) in the amide-
derivatized acid-cut SWNTs (Section 3.1). In their samples
(for example, the IR spectrum in Fig. 8), the ODA corre-
sponds to about 50% of the sample by weight. On a molar
basis the ODA is incorporated to the extent of about 6%.
If each ODA molecule reacts with a single COOH group
in the SWNT, then this result corresponds to the number
of reactive sites in the SWNTs. Other reported reactive site
functionality determinations gave values of ∼5% [12] and
3–4% [41] for the amount of carbon atoms at defect sites
in purified SWNTs. While the results are consistent, they
are far higher than would appear from the models based
solely on end-group functionalization. The model employed
for their estimates is shown in Figure 10b. It is an arm-
chair (10� 10) SWNT, in which the ends are cut vertically
to the nanotube axis. With these simplifications there are
20 carboxylic acid groups at each nanotube tip. Further-
more, the unit cell of a (10� 10) SWNT contains 40 carbon
atoms and the translation repeat distance (a0� of the unit
cell along the one-dimensional lattice is

√
3a, where a is the

length of the carbon–carbon bond, and thus a0 = 2�46 Å. A
perfect 100-nm-long (10� 10) SWNT–COOH would contain
40 × �1000/2�46� ≈ 16�000 carbon atoms (neglecting oxy-
gen functionality) and 40 carboxylic acid groups. Thus the
mole fraction of reactive end-group sites would be about
0.25% in such a perfect 100-nm-long SWNT–COOH. In
order to match the experimental values of a few percent,
the average length of perfect SWNT–COOH in the samples
should be about 5 nm, whereas it is roughly two orders of
magnitude longer (according to AFM). If the previous esti-
mates of reactive sites are accepted (3–5% [12� 41]), this
would suggest that there is a large concentration of SWNT

defect sites which are able to react with amines. At the
same time, the Raman and near-IR spectra of the amide-
derivatized SWNTs [8� 19� 21] provide convincing evidence
for the preservation of the SWNT electronic band structure.

Thus, Hamon et al. [19] also came to the conclusion
that there is a noncovalent interaction between the SWNTs
and the ODA. In particular, the ODA molecules could
occupy the interior gallery of the SWNTs, and the authors
estimated the amount of material that could be accommo-
dated inside the SWNTs. They took an interior van der
Waals diameter of 1 nm for the SWNTs, and this allowed
them to calculate an interior volume for a unit cell of a
(10� 10) SWNT of 1�93× 10−22 cm3. By using the density of
ODA (0.862 g/cm3�, they obtained a mass of 1.66×10−22 g
for the ODA that could occupy the interior of a unit cell of
a (10� 10) SWNT. Using this value together with the weight
of a unit cell of a (10� 10) SWNT (7�98 × 10−22 g), they
obtained a weight percentage of the interior ODA of 17%—
far less than the 50% they found experimentally. Similar
results were obtained for the esterification [reaction (3)] of
oxidized SWNTs with octadecylalcohol [43].

To summarize, we believe that some of the existing inter-
pretations of mid-IR spectra of derivatized carbon nano-
tubes are premature and need further extensive studies.
One of the most important points to take into account is
that CNTs can behave as typical adsorbents, retaining large
amounts of organic reagents (amines, alcohols, etc., and
possibly solvents!) due to noncovalent interactions, both in
their interiors (adsorption in nanopores) and on the outer
walls (surface adsorption). Concentrations of such adsorbed
molecules can be a few orders of magnitude higher than
those of the covalently bound species: in this case IR spec-
troscopy is unable to provide information on the derivatiza-
tion products.

5. PROPERTIES
Due to the large aspect ratios typical for carbon nanotubes
(both SWNTs and MWNTs) and, in addition to that, due to
multishell structure in the case of MWNTs, the derivatizing
organic groups cannot cause visible morphological changes,
unless they are high-molecular-weight polymers. Thus, the
presence of relatively small functionalities cannot be seen by
the commonly used microscopic techniques, such as SEM,
TEM, AFM, and STM. On the other hand, when large poly-
meric chains (PPEI-EI and PVA-VA, molecular weight of
100,000–200,000) were attached to the CNTs, organization
of the polymer at the tube tip and in many cases along the
tube body was clearly visible by STM [29]. Similarly, the
presence of poly(ethylene oxide) grafted to SWNTs was seen
in AFM images [32].

The appearance of functional groups at CNT tips changes
their affinity to solid surfaces and consequently can be used
for the preparation of self-assembled monolayers. In some
of them carboxylic groups of the oxidized CNTs are ioni-
cally bound to surface metal ions [47� 48], whereas in others
the carboxylic groups are covalently linked through different
organic groups [18� 23� 33� 37� 49]. In the case of nanotube
cantilevers for AFM, the chemical alterations were charac-
terized as changes in the adhesion force in a given pH range
[5� 6]. Such chemically modified carbon nanotube tips are
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suitable to produce chemically sensitive images with high lat-
eral resolution, as well as to study binding in biological and
chemical systems [5� 6� 49].

Increased solubility due to exfoliation of the nano-
tube bundles is the most important, common, and fre-
quently reported property of the derivatized CNT materials.
The amide and ester derivatization dramatically improves
their solubility in organic solvents �8� 19� 21� 22� 24� 25� 40,
43–45�; similar solubility properties were obtained for
amine zwitterion-functionalized SWNTs [21� 41]. SWNTs
and MWNTs derivatized with highly soluble PPEI-EI, PVA-
VA, and PEO polymers [27–32], as well as with PEO-derived
dendron moieties [26], are soluble not only in organic sol-
vents but also in water. Glucosamine [34] and protein conju-
gates with CNTs [35] are highly soluble in water as well; this
can serve as the basis for developing biocompatible carbon
nanotube materials. Attaching transition metal complexes
to the nanotubes increases their solubility in dimethyl-
formamide, dimethylsulfoxide, tetrahydrofuran, methanol,
chloroform, toluene, etc. [51� 52], opening a new prospect
for their applications not only in heterogeneous but also in
homogeneous catalysis.

Strong luminescence was reported for the CNTs chem-
ically bound to PPEI-EI, PVA-VA polymers, and PEO-
derived dendron moieties [26� 27]. Luminescence quantum
yields are substantial, for example 11% for MWNT—PPEI-
EI in chloroform at 400 nm excitation [27].

6. CONCLUSIONS
The covalent chemistry at the carbon nanotube tips is not
particularly rich. Unlike sidewall chemistry, which in many
regards is similar to fullerene chemistry, it is limited to a
few relatively simple reactions of terminal carboxylic groups.
A very low mass contribution of the terminal functional
groups causes only insignificant changes in spectral prop-
erties of the bulk material, which makes characterizing the
chemical structure of the derivatization products a very com-
plicated (sometimes unfeasible) task.

The present limitations in spectroscopic characterizations
of the end-derivatized CNTs might create a pessimistic opin-
ion on further prospects of this exciting and difficult area.
Nevertheless, one should remember that the end goal here
is not to obtain good-quality spectra, but the preparation
of new nanomaterials with given properties, suitable for
particular applications. And it is material science aspects
where impressive results have been achieved. First, chem-
ical derivatization of the carbon nanotube tips made pos-
sible the preparation of SWNTs and MWNTs soluble not
only in organic but also in aqueous solvents. In turn, this
allows facile purification and fractionation of the carbon
nanotubes by liquid-chromatographic techniques, simplifies
their handling, as well as solves the problem of their com-
patibility with biological systems. An especially important
point is that this way of derivatization does not alter the
sidewall structure and consequently preserves the unique
electronic and mechanic properties of CNTs. Second, the
chemical modification allows one to change CNT affinity to
molecules, ions, and solid surfaces. This is especially impor-
tant for the deposition of dense arrays of nanotubes aligned
normal to substrates, considered as a crucial step in the

development of various technologically important devices
such as sensors, field emitters, organic light-emitting diodes,
etc. One of the goals already achieved is the preparation
of carbon nanotube probe tips for atomic force microscopy
and chemically sensitive imaging with high lateral resolu-
tion. Such probe tips have potential applications in many
areas of chemistry and biology for titrating different surface
functionalities, imaging patterned samples based on molec-
ular interactions, and measuring the binding force between
single protein–ligand pairs. Third, an array of hybrid car-
bon nanotube structures was prepared by combining them
with organic polymers and inorganic microparticulate mate-
rials (silica gel, semiconductor nanocrystals of CdSe and
TiO2�; these recent studies open new routes to CNT-based
supramolecular chemistry and nanoscale assembly. And one
more line suggesting potential applications in catalysis and
molecular electronics is the combination of CNT materials
with transition-metal complexes.

Coming back to the spectroscopic characterization of the
end-derivatized carbon nanotubes, which is still very impor-
tant to fully qualify the CNT chemistry as a branch of mod-
ern organic chemistry, a solution to this problem can, in
principle, be found even with the typical sensitivity of the
existing experimental techniques. Cutting the carbon nano-
tubes to short pieces of ca. 10 nm in length would substan-
tially increase mass contribution of the end and wall-defect
functionalities into the total sample mass, thus improving
detectability of the species by 1–2 orders of magnitude. This
turns to be an economical rather than a scientific issue, since
the present high cost of purified CNTs (for example, more
than USD 1000 for 1 g of 95% + SWNTs) and signifi-
cant losses of the material during the acid cutting makes
this approach prohibitive for many academic researchers.
How fast the progress in this area will be relies upon the
development of inexpensive and efficient methods of CNT
production.

GLOSSARY
Carbon nanotubes Fullerene-related structures consisting
of graphene cylinders. As-prepared carbon nonotubes are
closed at either end with caps containing fused hexagonal
and pentagonal rings. Oxidation with strong oxidants (nitric
acid, ozone, hydrogen peroxide, etc.) destroys the caps, pro-
ducing oxygen-containing functional groups at the nanotube
tips.
Derivatization Converting functional groups into other
groups, having different chemical properties.
Functionalization Chemical attachment of reactive (func-
tional) groups to molecules.
MWNT Multiwalled (or multilayer) carbon nanotube, a
carbon nanotube consisting of two or many coaxial graphene
cylinders, maintained together by van der Waals forces.
Solubilization Enhancement of solubility of a chemical
compound.
SWNT Single-walled (or single-layer) carbon nanotube, a
carbon nanotube consisting of one graphene cylinder.
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1. INTRODUCTION
The colloidal metals, particularly gold, generated consider-
able interest due to their intensive colors which enabled
them to be used as pigments for glass or ceramics. Presently,
with an increasing understanding of the unique electronic
structure and extremely large surface areas of nanosized
metal particles, there is a rapid growth in the number of
potential technological applications. Generally, isolable par-
ticles between 1 and 50 nm size that are prevented from
agglomeration by protecting shells are regarded as nano-
structured metal colloids. Depending on the nature of the
protecting shell, they can be redispersed either in water
(“hydrosols”) or in organic solvents (“organosols”). As the
size of the metal particle decreases to nanometer scale, the
mechanical, electronic, optical, magnetic, as well as the ther-
modynamic properties are significantly altered from those
of either the bulk or the single molecule. The object of this
chapter is to provide a synopsis of the wet chemical method
syntheses of colloidal nanoparticles exercised to date with a
discussion on their potential applications. A brief discussion
on their physical properties and some spectral characteriza-
tions are provided.

A wealth of knowledge has been acquired about these
colloidal materials in the last few decades through the work
of leading scientists in the field [1–12]. Mono- and bimetal-
lic colloids in their dispersed forms can be used as precur-
sors for a new type of catalyst that is applicable both in the
homogeneous and heterogeneous phases [13–16]. Recent

studies show the potential of nanostructured metal colloids
as fuel cell catalysts apart from the obvious applications
in chemical catalysis [17–20]. Though presently there are
no major industrial applications of nanostructured materials
known, current developments are inching closer to it than
ever before.

2. WET CHEMICAL SYNTHESIS
Production of nanostructured metal colloids is brought
about by two methods. The “top-down method” involves
chopping down the bulk metal by mechanical means, and
the resulting colloidal particles are subsequently stabilized
by colloidal protecting agents [21, 22]. Application of metal
vapor techniques [23–26], which work on this principle,
provides chemists with a very versatile route for the pro-
duction of a wide range of nanostructured metal colloids
on a preparative laboratory scale [27, 28]. However, this
method has a few drawbacks in that it is difficult to obtain
a narrow particle size distribution, and installation of metal
vapor machines is highly demanding. On the other hand,
“bottom-up methods” of wet chemical nanoparticle prepara-
tion basically rely on the chemical reduction of metal salts,
electrochemical pathways, or the controlled decomposition
of metastable organometallic compounds in solution. Con-
trol over the growth of the primarily formed nanoclusters
and their agglomeration is effected by the use of a variety
of stabilizers, in the form of donor ligands, polymers, and
surfactants. Faraday, in 1857, was the first to report chem-
ical reduction of transition-metal salts in the presence of
stabilizing agents to generate zerovalent metal colloids in
aqueous or organic media [29]. This reliable approach has
become the most common and powerful synthetic method in
this field [10, 11, 30]. Nearly a century later, Turkevich [1–3]
established the first reproducible standard recipe for the
preparation of 20-nm gold metal colloids by the reduction
of [AuCl4�− using sodium citrate. Additionally, he proposed
a mechanism for the stepwise formation of nanoclusters
based on nucleation, growth, and agglomeration [1] which
in essence is still valid. With the help of better analytical
techniques and data from more recent thermodynamic and
kinetic results [31–41], this model has been refined as illus-
trated in Figure 1.
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Figure 1. Formation of nanostructured metal colloids via the “salt
reduction” method. Adapted with permission from [36], M. Maase,
Ph.D. Thesis, Verlag Mainz, Aachen, 1999.

During the embryonic stage of nucleation [31], the metal
salt is reduced to give zerovalent metal atoms. Collisions of
these in solution with other metal ions, metal atoms, or clus-
ters result in an irreversible “seed” of stable metal nuclei.
The diameter of these seeds can be well below 1 nm depend-
ing on the strength of the metal-metal bonds and the differ-
ence in redox potentials of the metal salt and the reducing
agent used.

The mechanism of colloidal metal formation has been
carefully followed by a healthy combination of chemical
reactions, NMR, ASAXS (anomalous small angle X-ray scat-
tering), XAS (X-ray absorption spectroscopy), DFT (density
functional theory) computations, and electron microscopy
[37]. It has been exemplified in the reduction of Pt(acac)2
(acac = acetylacetonate) by trimethylaluminum yielding an
intermediate having a four-membered ring containing alter-
nate aluminum and platinum atoms with the remaining
valencies of these atoms satisfied by methyl groups. From
this complex (3), monodisperse platinum nanoparticles with
a mean diameter of 1.2 nm are obtained. Formation of redis-
persible Pt-colloid of nearly 1.2 nm size from the reaction of
the complex with excess of trialkylaluminum is an interesting
observation. Figure 2 depicts the formation of the proposed
platinum seed.

The central concept of seeds serving as nucleation centers
has been evidenced by the wet chemical synthesis of gold
nanoparticles via reduction of a gold salt. Examination of
the effect of 12-nm gold seed concentration (obtained by
citrate reduction of gold salt solution) in the solution phase
preparation of gold nanoparticles for varied concentrations
of different reducing agents and conditions [38, 39] led to
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Figure 2. Schematic representation of the platinum seed formation
through the intermediate complex (3). Adapted with permission from
[37], K. Angermund et al., Angew. Chem. Int. Ed. 41, 4041 (2002).
© 2002, VCH.

the observation that presence of seeds causes additional
nucleation.

Size of nanoparticle products gets affected by two impor-
tant parameters, namely, seed concentration and the rate of
addition of the reducing agent. With increased addition rate
of reducing agents, the presence of seeds promotes the for-
mation of more seeds instead of growth of a particular seed.
If the addition of the reducing agent is slow, there is growth
of the seeds but this is compensated by uniform size distri-
bution of the resulting colloids. On similar lines, Buhro and
co-workers have reported results on a seeded growth mech-
anism in which 1.5-nm Au seeds are used to grow Bi, Sn,
and In nanoparticles [40]. Seeding growth for size control
of 5- to 40-nm diameter gold nanoparticles has also been
studied [41].

For silver nanoparticle synthesis [31], it has been exper-
imentally verified that stronger reducing agents produce
smaller nuclei in the “seed.” During the “ripening” process,
these nuclei grow to yield colloidal metal particles in the
size range of 1–50 nm, having a narrow size distribution. It
was assumed that the mechanism for the particle formation
is an agglomeration of zerovalent nuclei in the “seed” or,
alternately, collisions of already formed nuclei with reduced
metal atoms. Stepwise reductive formation of Ag+3 and Ag+4
clusters by spectroscopic methods has been carefully fol-
lowed by Henglein and co-workers [32]. An autocatalytic
pathway was strongly suggested in which metal ions are
adsorbed and successively reduced at the zerovalent cluster
surface. In addition to the aforesaid results on nucleation,
formation of colloidal Cu protected by cationic surfactants
(NR+

4 � was investigated by in-situ X-ray absorption spec-
troscopy showing the formation of an intermediate Cu+

state prior to the nucleation of the particles [35]. Although
the processes during nucleation and particle growth cannot
be analyzed separately, it is now generally accepted that the
size of the resulting metal colloid is determined by the rela-
tive rates of nucleation and particle growth.
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2.1. Particle Stabilization

Protective agents play a crucial role in stabilizing the nano-
structured colloidal metals from agglomeration. Two basic
modes of stabilization have been distinguished [30] though,
in principle, a combination of these two effects, use of sol-
vents or ligands for stabilization, can be regarded as a dif-
ferent mode of stabilization.

Electrostatic stabilization is caused by the Coulombic
repulsion between particles, caused by the electrical dou-
ble layer formed by ions adsorbed at the particle surface
(e.g., sodium citrate) and the corresponding counter ions.
The reduction of [AuCl4�− with sodium citrate to produce
gold sols is an example [1–3].

Steric stabilization is achieved because of the coordina-
tion of sterically demanding organic molecules that act as
protective shields on the metallic surface. The nanometallic
cores are separated from each other, preventing agglomera-
tion. Polymers [42–46] and block copolymers; P, N, S-donors
(e.g., phosphines, amines, thioethers) [6, 63–90]; solvents
such as THF [6, 91], THF/MeOH [92], or propylene carbon-
ate [93]; long chain alcohols [47–62, 94]; surfactants [6, 7, 9,
15, 16, 95–106], and organometallics [107–110] are the main
classes of protective groups used. While lipophilic protec-
tive agents give metal colloids that are soluble in organic
media (“organosols”), hydrophilic agents yield water solu-
ble colloids (“hydrosols”). In Pd organosols stabilized by
tetraalkylammonium halides, the metal core is protected
by a surfactant monolayer [111]. A pictorial representation
of tetraalkylammonium halide supporting a metal colloid
is depicted (see Fig. 4). In contrast, metal hydrosols that
are stabilized by zwitterionic surfactants capable of self-
aggregation are enclosed in organic double layers. TEM
micrographs (Fig. 3) show that the colloidal Pt particles
(average size 2.8 nm) are surrounded by a double layer zone
of the zwitterionic carboxybetaine (3–5 nm) after the appli-
cation of contrasting agent in uranylacetate. The charged
metal surface interacts with the hydrophilic head group of
the betaine. The lipophilic tail is associated with the tail of a

25 nm
(a)

(b)

Figure 3. (a) TEM micrographs of colloidal Pt particles (single and
aggregated, average core size = 2�8 nm) stabilized by carboxybetaine
12. (b) Schematic model of the hydrosol stabilization by a double layer
of the zwitterionic carboxybetaine 12. Adapted with permission from
[112], A. Schulze Tilling, Ph.D. Thesis, RWTH Aachen, 1996.

second surfactant molecule. As a result, a hydrophilic outer
sphere is formed [112].

Pt or Pt/Au particles can be hosted in the hydropho-
bic holes of nonionic surfactants, for example, polyethy-
lene monolaurate [113, 114]. High-resolution small-angle
X-ray scattering and X-ray photon correlation spectroscopy
have been used to find the structure and diffusive dynam-
ics of a colloidal palladium aggregate sol under dilute and
semidilute conditions. The sizes of the aggregates deter-
mined in the static structure and the one derived from dif-
fusive dynamics at low concentration are found consistent
with each other.

The aggregates tend to overlap at high concentration.
While the system remains in a liquid-like state, the appar-
ent diffusion constant decreases. The structural features
obtained by comparison of static and dynamic data are not
accessible solely by one technique [115].

2.2. Reducing Agents and
Reduction Methods

2.2.1. Metal Salt Reduction
This is one of the most used wet chemical methods of nano-
particle synthesis. The major advantage of the salt reduc-
tion method is that it allows colloidal nanoparticles to be
prepared with reproducibility in multigram amounts having
a narrow size distribution. The classical Faraday route of
reducing [AuCl4]− by sodium citrate is still used to prepare
standard 20-nm gold sols for histological staining applica-
tions [1, 116]. An array of chemical reducing agents and
methods have successfully been applied to obtain nano-
structured colloidal metals.

Diborane-as-reductant route was established by Schmid
and co-workers for the synthesis of Au55(PPh3�12Cl6
(1.4 nm), a full shell (“magic number”) nanocluster stabi-
lized by phosphine ligands [63–78]. Careful introduction of
B2H6 into a AuIII ion solution essentially yielded uniform
Au55 clusters. The “diborane route” for M55L12Cln nano-
clusters was reviewed by Aiken and Finke [11]. Bimetal-
lic nanoclusters that were made accessible by this method
[63–78] have been thoroughly characterized. The phosphine
ligands may be exchanged in the Au55 nanoclusters quantita-
tively using silsesquioxanes which causes important changes
in the physical and chemical behavior of the gold clus-
ters [77, 78]. The synthesis and general chemistry of nano-
sized silica coated metal particles have been elaborated by
Mulvaney and co-workers [78].

The “alcohol reduction process” by Hirai and Toshima [10,
42–45, 117, 118] is widely applicable for the preparation of
colloidal precious metals stabilized by organic polymers such
as poly(vinylpyrrolidone) (PVP), poly(vinyl alcohol) (PVA),
and poly(methylvinyl ether). During salt reduction, alcohols
having �-hydrogen atoms are oxidized to the correspond-
ing carbonyl compound. Thus methanol gets converted to
formaldehyde. The method for preparing bimetallic nano-
particles via the co-reduction of mixed ions has been eval-
uated in a recent review [10]. Using ethylene glycol as a
solvent and reducing agent, PVP stabilized Ag nanoprisms
and nanorods [119], Au, Pt, Pd, Ir [120], Ru and Pt-Mn
[120–122] are obtained by what is now termed as poly-ol syn-
thesis. Nanometer-size platinum colloid, FePt nanoparticle
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alloy, (Fe49Pt51�88Ag12 nanoclusters are obtained by using
ethylene glycol, glycerol, and other long chain polyols [88,
123–125]. While ethanol in aqueous medium has been used
for generating Pd nanoparticles with varying particle sizes
[126, 127], pure ethanol and in some instances methanol has
been used to prepare Ag, Au, Pd, Cu, Ag-Pd, and Cu-Pd
nanoparticles and alloys [128–130]. Reduction of a mixture of
Pt and Ru salts on a support with atomic ratios of the metals
in 1:1 and 7:3 respectively using a modified alcohol reduction
procedure has been performed to good effect [131].

Hydrogen is an efficient reducing agent for the prepa-
ration of electrostatically stabilized metal sols and of
polymer-stabilized hydrosols of Pd, Pt, Rh, and Ir
[132–136]. Moiseev’s giant palladium cluster [79–84] and
Finke’s polyoxoanion- and tetrabutylammonium-stabilized
transition-metal nanoclusters [11, 34, 137–141] are all made
by the hydrogen reduction method.

The characterization of Moiseev’s “giant” cationic pal-
ladium clusters [79–84] [idealized formula Pd≈561L≈60 ·
(OAc)≈180 (L = phenanthroline, bipyridine)] and their cat-
alytic properties have also been reviewed by Aiken and
Finke [11]. The “giant Pd cluster” is synthesized in two
steps: reduction of palladium(II) acetate in acetic acid by
hydrogen gas in the presence of either 1,10-phenanthroline
(phen) or 2,2′-bipyridine (bipy) yields an intermediate prod-
uct [Pd4phen(OAC)2H4]n≈100 of 2-nm size, Eq. (1):

4Pd3�OCOCH3�6 + 3phen + 15H2

−→ 3Pd4phen�OCOCH3�2H4 + 18CH3COOH (1)

In acetic acid solution, [Pd4phen(OAC)2H4]n≈100 takes up
to 5 Mol of O2 per gram-atom of palladium over about 20
minutes to give air-stable and water-soluble “giant Pd clus-
ter” in 85% yield. Finke’s system [11, 34, 137–141] is syn-
thesized via hydrogen reduction under completely air- and
water-free conditions using a polyoxoanion-supported Ir(I)
organometallic complex [(n-C4H9�4N]5Na3[(1.5-COD)Ir ·
P2W15Nb3O62] as the molecular precursor (Eq. (2)):

300��1�5-COD�Ir · P2W15Nb3O62�
8− + 750H2

−→ 300cyclooctane+ 1Ir�0�∼300

+ 300P2W15Nb3O
9−
62 + 300H+ (2)

This represents a new subclass of transition-metal nano-
clusters. A zerovalent transition-metal core, for example,
Ir(0) [11, 34, 137, 138] or Rh(0) [139–141], is doubly
stabilized by a cationic surfactant (e.g., NR+

4 � and by a poly-
oxoanion (e.g., P2W15Nb3O

9−
62 �. Treatment of this precur-

sor with H2 in acetone and excess cyclohexene results in
the formation of nearly monodisperse [i.e., ±15% size dis-
persion 2 ± 0�3 nm Ir(0)≈300] nanoclusters. In the absence
of cyclohexene, the same procedure yields larger Ir(0)≈900
nanoclusters (3 ± 0�4 nm). The results of a combination of
modern instrumental analysis methods applied to Finke’s
nanoclusters have been carefully discussed [11]. It was clear
that the Ir(0) core is uncharged, and that the particles have
an “extremely clean, exposed, chemically reactive surface.”
These experiments were done on a few milligram scales.
Very recently, nearly a gram scale synthesis of polyoxoanion
and tetrabutylammonium protected Ir(0)∼2000 with a mean

particle size of 3�8± 0�6 nm and its activity before and after
storage have been reported [142].

Shape-selective preparation of oxalate-stabilized Pt nano-
particles with a mean diameter of 6.5, 3.5, and 7.9 nm
starting from K2[Pt(C2O4�]2, K2PtCl6, and K2PtCl4, respec-
tively, using hydrogen as a reducing agent has been a recent
development [143]. Production of Pt-Au bimetallic catalyst
by surface redox reactions has been performed by direct
redox reaction and refilling method [144], in which parent
platinum metal adsorbed with hydrogen reduces the AuCl−4
species by contact with the Pt-H interface at low tempera-
tures. Using hydrogen as a reducing agent, platinum nano-
particles have been synthesized along with polyacrylic acid
as capping material on alumina [145], or in the presence of
N-propylacrylamide [146, 147].

Colloidal Pt in water [2, 148] is obtained using CO, formic
acid, or sodium formate, formaldehyde, and benzaldehyde
as reductants [149]. Silanes are found to be effective for the
reductive preparation of Pt sols [150, 151]. Duff, Johnson,
and Baiker and their co-workers have successfully introduced
tetrakis(hydroxymethyl)phosphoniumchloride (THPC) as a
reducing agent, which allows the size- and morphology-
selective synthesis of Ag, Cu, Pt, and Au nanoparticles
from the corresponding metal salts [152–157]. Further,
hydrazine [158–160], hydroxylamine [41, 161, 162], and
electrons trapped in, for example, K+[(crown)2K]− [163],
were applied as reductants. In spite of its disadvantage in
the formation of transition-metal borides during the syn-
thesis, BH−

4 is a powerful and valuable reagent for the
salt reduction [46, 164–169]. Borate reduction followed by
octa(3-aminopropyl)silsesquioxane (NSi8) stabilization of sil-
ver nanoparticles on poly(styrenesulphonate)/silica has been
prepared [170] and aqueous reduction using NaBH4 is being
used extensively [166, 167, 171–173]. Very recently, solvent-
stabilized platinum and its alloy with Ru, Mo, W, and Ni
with an average diameter of 1.7 nm has been reported. In
an application oriented synthesis of platinum- based elec-
trocatalysts, the reduction of platinum and the combining
metal halides was performed using LiBH4 as a reducing
agent. The resulting nanoparticles were found dispersed in
THF, being stabilized by the solvent. Evaporation of THF
and further treatment with ethanol gave the desired product.
This residue was then taken into benzene by sonication and
then in water before checking their catalytic activity. Though
this method gives relief to many synthetic chemists because
of its simplicity and the quoted electrocatalytic activity, the
redispersibility of the obtained nanoparticles and their sol-
ubility as naked metals in higher concentration in THF are
questionable [188]. Cubic platinum nanoparticles are gener-
ated by NaBH4 reduction of K2PtCl4 in an aqueous medium.
Under the effect of phase transfer inducer HCl, Pt nano-
particles were transferred to a toluene solution containing
dodecanethiol, forming a toluene organosol of cubic Pt nano-
particles protected by dodecanethiol which upon supporting
on carbon resulted in a self-assembled nanoparticle [174].
Hydrotriorganoborates having tetraalkylammonium cations
[6, 7, 9, 15, 95–97] offer a wide range of applications in
the wet chemical reduction of transition-metal salts. In this
case, the reductant [BEt3H−] is combined with the stabiliz-
ing agent, NR+

4 . The surface active NR+
4 salts are formed
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immediately at the reduction center in high local concen-
tration and act as powerful protecting agents for the metal
particles and prevent particle aggregation. This resulting col-
loid can be isolated in solid form and redissolved in various
solvents. Another advantage is that trialkylboron is recov-
ered unchanged from the reaction and no borides contam-
inate the products. It has been recently shown in the case
of tetrabutylammonium- and tetraoctylammonium-stabilized
Pd colloids [175] by various advanced physical methods that
negatively charged chloride is present on the inner side of
the protecting shell and is located between palladium core
and N(alkyl)4 groups forming the protecting shell. Moreover,
results also suggest a dependence of the equilibrium position
of the chloride between the metal core and the alkyl chain
length of the protecting shell. This picture (Fig. 4b) is in con-
trast to the previously presumed model as depicted (Fig. 4a):

MX� +NR4�BEt3H�

−→ Mcolloid + �NR4X + �BEt3 + �/2H2↑

M = metals of the groups 6–11; X = Cl, Br;

� = 1
 2
 3; and R = alkyl, C6–C20 (3)

From this method of colloidal synthesis, the NR+
4 -

stabilized metal “raw” colloids typically contain 6–12 wt %
of metal. “Purified” transition-metal colloids containing
ca. 70–85 wt % of metal are obtained by the workup
with ethanol or ether and subsequent reprecipitation by
a solvent of different polarity [6]. The pre-preparation of
[NR+

4 BEt3H
−] can be avoided when NR4X is coupled to

the metal salt prior to the reduction step. NR+
4 -stabilized

transition-metal nanoparticles can also be obtained from
NR4X-transition-metal double salts. Since the local concen-
tration of the protecting group is sufficiently high, a number
of conventional reducing agents may be applied to get the
protected colloidal metal (Eq. (4)) [7, 15]:

�NR4�wMXvYw + vRed

−→ Mcolloid + vRedX + wNR4Y

M = metals; Red = H2, HCOOH, K, Zn, LiH


LiBEt3H, NaBEt3H, KBEt3H

X, Y = Cl, Br

v
w = 1–3 and R = alkyl, C6–C12 (4)
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Figure 4. (a) Previously presumed model of NR4Cl stabilized metal
core. (b) Idealized model of NR4Cl stabilized metal core. Adapted with
permission from [175], B. J. Hormes et al., Surf. Sci. 497, 321 (2002).
© 2002, Elsevier Science.

In a recent review [11], the scope and limitations of this
method have been evaluated. Isolable colloids of the zerova-
lent early transition metals which are stabilized only with
THF have been prepared via the [BEt3H−] reduction of the
preformed THF adducts of TiBr4 (Eq. (5)), ZrBr4, VBr3,
NbCl4, and MnBr2:

x · �TiBr4 · 2THF + x · 4K�BEt3H�

THF
 2 h
 20 �C−−−−−−−→ �Ti · 0�5THF�x + x · 4BEt3
+ x · 4KBr↓ + x · 4H2↑ (5)

Detailed studies of [Ti · 0.5 THF] [91] show that it con-
sists of Ti13 clusters in the zerovalent state, stabilized by six
THF molecules (Fig. 5). By analogy, [Mn ·0.3 THF] particles
(1–2.5 nm) were prepared [177] and the physical properties
have been studied [108]. THF in Eq. (5) has been success-
fully replaced by tetrahydrothiophene (THT) in the case of
Mn, Pd, and Pt organosols; but attempts to stabilize Ti and
V this way led to decomposition [15] (Fig. 6).

Figure 7 gives a survey of the [BEt3H−] method. The
advantages of the method (Fig. 7) may be summarized as
follows:

• The method is generally applicable to salts of metals in
groups 4–11 in the periodic table.

• It yields extraordinary stable metal colloids that are
easy to isolate as dry powders.

• The particle size distribution is nearly monodisperse.
• Bi- and plurimetallic colloids are easily accessible by

co-reduction of different metal salts.
• The synthesis is suitable for multigram preparations

and easy to scale up.
• The method is reproducible.

Although there is a drawback to this method in that the
particle size of the resulting sols cannot be varied by altering
the reaction conditions, this method has been conveniently
used by other research groups in generating efficient electro-
catalyst precursors [179–181]. Triethylhydroborate has also
been used for the preparation of acicular iron particles and

Figure 5. Ti13 cluster stabilized by six THF-O atoms in an octahe-
dral configuration. Adapted with permission from [15], H. Bönnemann
and W. Brijoux, in “Advanced Catalysts and Nanostructured Materials”
(W. Moser, Ed.), Chap. 7, p. 165. Academic Press, San Diego, 1996.
© 1996, Elsevier Science.
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Figure 6. Organosols stabilized by tetrahydrothiophene. M = Ti, V
(decomposition). M =Mn, Pd, Pt, stable colloids. Adapted with permis-
sion from [15], H. Bönnemann and W. Brijoux, in “Advanced Catalysts
and Nanostructured Materials” (W. Moser, Ed.), Chap. 7, p. 165. Aca-
demic Press, San Diego, 1996. © 1996, Elsevier Science.

granular particles, without using acicular starting materials
during the reduction of FeCl3 [176].

Highly water-soluble hydrosols, particularly those of
zerovalent precious metals, were made accessible using
betaines instead of NR+

4 salts as the protecting group
(Eq. (3)). As shown in Eq. (4), a broad variety of hydrophilic
surfactants may be used [7, 15, 96]. A new method for
the size- and morphology-selective preparation of metal col-
loids using tetraalkylammonium carboxylates of the type
NR+

4 R
′CO−

2 (R = octyl, R′ = alkyl, aryl, H) both as the
reducing agent and the stabilizer (Eq. (6)) was reported by
Reetz and Maase [36, 183, 184]:

M+ +R4N
+R′CO−

2

50–90 �C−−−−→ M0�R4NR′CO2�x + CO2 +R′-R′

R = octyl, R′ = alkyl, aryl, H (6)

The resulting particle sizes were found to correlate with
the electronic nature of the R′ group in the carboxylate.
Electron donors produce small nanoclusters while electron-
withdrawing substituents R′, in contrast, yield larger parti-
cles. For example, Pd particles of 2.2 nm size are found
when Pd(NO3�2 is treated with an excess of tetra(n-
octyl)ammonium-carboxylate bearing R′ = (CH3�3CCO−

2
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Figure 7. Nanopowders and nanostructured metal colloids accessible
via the [BEt3H−] reduction method (Eqs. (3), (5)) (including the mean
particle sizes obtained). Adapted with permission from [7], H. Bönne-
mann et al., J. Organomet. Chem. 520, 143 (1996). © 1996, Elsevier
Science.

as the substituent. With R′ = Cl2CHCO−
2 (an electron-

withdrawing substituent) the particle size was found to be
5.4 nm. The following bimetallic colloids were obtained with
tetra(n-octyl) ammonium formate as the reductant: Pd/Pt
(2.2 nm), Pd/Sn (4.4 nm), Pd/Au (3.3 nm), Pd/Rh (1.8 nm),
Pt/Ru (1.7 nm), and Pd/Cu (2.2 nm). The shape of the par-
ticles also depends on the reductant: With tetra(n-octyl)
ammonium glycolate Pd(NO3�2 a significant amount of trig-
onal particles in the resulting Pd colloid was detected.

Organoaluminum compounds have been used for the
reductive stabilization of mono- and bimetallic nanoparticles
(see Eq. (7)) [107, 108]:

Al
MXn

Toluene
+ AIR3

Al

Al

Al

Al

Al

CH3

CH3

CH3

CH3

H3C

H3C

acac
+ [R2Alacac]

acac

acac
acac

acac

acac

M =metals of groups 6–11 PSE
X = halogene, acetylacetonate n = 2–4
R = C1–C8-Alkyl
Particle sizes 1–12 nm (7)

From Eq. (7), it is clear that colloids of zerovalent elements
of groups 6–11 of the periodic table (and also of tin) can
be prepared in the form of stable, isolable organosols. This
method is now shown to be a reliable approach for the
production of a wide range of small zerovalent transition-
metal particles that can be redispersed in organic solvents
such as toluene or THF. The key feature of this synthesis
is the formation of an organometallic colloidal protect-
ing shell around the particles. In other words, highly reac-
tive aluminum alkyl groups (e.g., al-C2H5 or al-CH3� are
present as protective agents for the colloids. Formation of
alkyl aluminum protecting shell over platinum nanocluster
was confirmed by quantitative protonolysis experiments, by
using spacer molecules (bifunctional), and also modifiers
(monofunctional). The mechanistic aspect has already been
stated before. In the case of protonolytic reaction with
diols, because of the presence of a second OH group in
the molecule, an interconnection of particles is brought
about. As the particles are statistically covered with reactive
Al-CH3 groups, this reaction leads to the formation of a
three-dimensional (3D) cross-linked nanoparticle network
having vitrious structure in contrast to modification that
yields redispersible colloids (Eq. (8)):
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Modifiers: alcohols, carbonic acids, silanols, sugars, poly-
alcohols, polyvinylpyrrolidone, surfactants,
silica, alumina, etc. (8)
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This “modification” (Eq. (8)) of the organoaluminum
protecting shell can be used to tailor the dispersion char-
acteristics of the original organosols. A vast spectrum of
dissolubilities of the colloidal metals in hydrophobic and
hydrophilic media (including water) has been achieved this
way. Inorganic surfaces bearing -OH groups reacting with
the active Al-C bonds in the colloidal protecting shell opens
new ways in the heterogeneous catalyst preparation. The
modification process does not alter the particle size of the
metal core (see Fig. 8) [185].

Using a very similar route, a wet chemical method for
the production of �-NiAl using alkylaluminum as a reducing
agent has been developed [186]. The method involves reac-
tion between Ni(COD)2 and trialkylaluminum in toluene.
Hydrogen under high pressure is used to saturate the
COD and ethylene. Through analysis and comparable liter-
ature data, an intermediate depicted in Figure 9 has been
proposed.

The product is found in the form of a black powder
which upon purification procedures is found in aggregates
of 100–500 nm, comprising smaller particles (5–7 nm). In
these reactions, aluminum organic acts not as a reducing
agent but rather as a reaction partner for the Ni(0) complex.
The reaction can be summarized as shown in Eq. (9).
Alloys of Ni and Al have been prepared in various sto-
ichiometries by using appropriate ratios of the starting
materials. The resulting product is then leached off alu-
minum in order to obtain skeletal nickel catalyst [187], to
be compared with Raney nickel-type catalysts. The advent
of this not only gives a versatile access to new bottom-up
alloys between transition and main-group metals but also
allows one to synthesize trimetallic or multimetal component
nanoparticles:

Ni�COD�2 + xAlEt3
H2−−−−→

Toluene
NiAlx + cyclooctane+ ethane

H2−−−−−−→
16 h
130 �C

NiAlx (9)

Apart from these, a novel synthesis of anisotropic silver
nanoparticles based on the use of N, N-dimethyl formamide
as a solvent and as a reducing agent in the presence of poly-
mer PVP has been performed recently [119]. The chemical
reaction is presented in Eq. (10):

HCONMe2+2Ag++H2O−→2Ag0+Me2NCOOH+2H+

(10)

Modifier
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Figure 8. Size conservation of colloidal Pt/Ru particles under the
hydrophilic modification of the (CH3�n-Al-acac protecting shell using
polyethylene glycol-dodecylether.
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Figure 9. Proposed intermediate of the reaction of Ni(COD)2 with
alkyl aluminum under hydrogen. Adapted with permission from [186],
H. Bönnemann et al., Angew. Chem. Int. Ed. 41, 599 (2002). © 2002,
VCH.

This modification follows the preparation of silver nano-
particles by direct reduction using DMF [189]. Presence
of different additives was shown to induce the formation
of core-shell structures such as Ag on SiO2 and Ag on
TiO2 [190, 191]. Preparation of PVP-protected gold and sil-
ver nanoparticles having low concentration of metal in the
solution of DMF has been dealt with in great detail [192].
Another example of solvent acting as a reducing agent is the
case of DMSO [193].

Preparation of gold nanoparticles protected by alka-
nethiol capping agents, performed by Brust et al., is probably
the most popular preparation method for the synthesis
of gold nanoparticles. This has been modified by other
researchers and these methods are discussed later [182].
Alfalfa plants are shown to produce gold and silver nano-
particles when the plants are germinated in corresponding
metal salt in either solid media or media solution. The anal-
ysis by extended X-ray absorption fine structure (EXAFS)
clearly indicates the presence of zerovalent metal atoms
[194, 195]. There are a few reports on biological systems pro-
ducing nanoparticles. Magnetostatic bacteria have demon-
strated the ability to synthesize magnetic nanoparticles and
verticillium isolated from the Taxus plants have shown the
capability of reducing silver ions from aqueous solutions
intercellularly to corresponding nanoparticles [196, 197].
These have opened up new avenues of recovering precious
metals from mining wastes and a new alternative to produce
nanoparticles.

Digestive ripening process has been applied to obtain
polydisperse colloidal gold in toluene using a series of alkyl
thiols [198] and in generating monodisperse metal nano-
particles by the solvated metal atom dispersion method
[199]. Other synthetic developments include production
of thiol-stabilized CdTe nanocrystals via an alternate
to organometallic synthetic route [200], core-shell nano-
particles of Au-Ag [201], and that of chalcogenides [202,
203]. Electroless deposition methods which describe three
fundamentally different plating mechanisms including auto-
catalytic, substrate catalyzed, and galvanic displacements
(immersion) processes, are on the rise in preparing metal
on metal, metal on semiconductors, and metal on insulators
[208–210]. Noble metal nanoparticle films on germanium
surfaces have been done by controlled electroless deposi-
tion by the immersion of germanium substrate into dilute
AuCl−4 , PdCl

2−
4 , and PtCl2−4 aqueous solutions. Electroless
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deposition of Cu on catalytically active Pd linked through a
dendrimer to HOPG are also known [205].

2.2.2. Electrochemical Synthesis
Preparation route for nanostructured mono- and bimetallic
colloids using this very versatile method has been further
developed by Reetz and his group since 1994 [8, 98, 99]. The
overall process of electrochemical synthesis (Eq. (11)) can
be divided into six elemental steps:

Anode� Mbulk −→ Mn+ + ne−

Cathode� Mn+ + ne−+ stabilizer −→ Mcoll/stabilizer
(11)

Sum Mbulk + stabilizer −→ Mcoll/stabilizer

1. oxidative dissolution of the sacrificial Metbulk anode
2. migration of Metn+ ions to the cathode
3. reductive formation of zerovalent metal atoms at the

cathode
4. formation of metal particles by nucleation and growth
5. arrest of the growth process and stabilization of par-

ticles by colloidal protecting agents, for example,
tetraalkylammonium ions

6. precipitation of the nanostructured metal colloids.

Advantages of the electrochemical pathway are that contam-
ination with byproducts resulting from chemical reduction
agents are avoided, and that the products are easy to iso-
late from the precipitate. A size-selective particle formation
is an added advantage of the method. Experiments using
Pd as the sacrificial anode in the electrochemical cell to
give (C8H17�4N+Br-stabilized Pd�0� particles indicate that the
particle size depends on the current density applied: While
having high current densities produced small Pd particles
(1.4 nm), low current densities, in contrast, gave larger par-
ticles (4.8 nm) [98]. As was seen in a careful analysis of
tetraalkylammonium-stabilized Pd and Ni with a combina-
tion of TEM and SAX, the control of the particle size does
not have a single cause. It can be brought about by adjusting
the following parameters:

• distance between the electrodes
• reaction time and temperature
• polarity of the solvent.

The electrochemical synthesis yields almost monodisperse
Pd(0) particles with sizes between 1 and 6 nm according to
the parameters above. It was also shown that the size of
NR+

4 -stabilized Ni(0) particles [100] can be adjusted at will.
The electrochemical method [98–105] (Eq. (11)) has been
successfully applied to prepare a number of monometallic
organosols and hydrosols, for example, of Pd, Ni, Co, Fe, Ti,
Ag, and Au on a scale of several hundred milligrams (yields
>95%). Solvent-stabilized (propylene carbonate) palladium
particles (8–10 nm) have also been obtained using elec-
trochemical pathway [93]. Bimetallic nanocolloids (Pd/Ni,
Fe/Co, Fe/Ni) are accessible [103] if two sacrificial Metbulk
anodes are used in a single electrolysis cell. In case of Pt, Rh,
Ru, and Mo, which are anodically less readily soluble, the
corresponding metal salts were electrochemically reduced at
the cathode.

In a Kolbe electrolysis at the anode, tetraalkylammonium
acetate was used both as the supporting electrolyte and the
stabilizer (see Eq. (12)) [104]:

Cathode� Pt2+ + 2e− −→ Pt0

Anode� 2CH3CO
−
2 −→ 2CH3CO2 + 2e−

(12)

Bimetallic nanocolloids can be prepared by combining the
electrochemical methods described in Eqs. (11) and (12)
[104].

In addition, the synthesis of layered bimetallic nano-
colloids (e.g., Pt/Pd) has been achieved by modifying the
electrochemical method [100, 105]. A preformed (Oct)4NBr-
stabilized Pt colloid core (size: 3.8 nm) was electrolyzed in
0.1 M (Oct)4NBr/THF solution with Pd as sacrificial anode
(Fig. 10). The preformed Pt core may be regarded as a
“living-metal polymer” on which the Pd atoms are deposited
to give “onion-type” bimetallic nanoparticles (5 nm). A com-
bination of various analytical methods was used to elucidate
the structure.

Layer-by-layer self-assembly of hexanethiol-stabilized
gold nanoclusters has been synthesized by a series of alka-
nedithiol coupling agents [HS(CH2�nSH, n = 6
 8
 9
 12]
onto SiO2/Si substrates with micron- and nanometer-scale.
Gold clusters are initially generated by sodium borohydride
reduction of the auric salt followed by stabilization through
alkylthiol. This stabilized gold cluster in combination with
alkanedithiol coupling agents are used in self-assembling on
silica using Au electrodes. (See Fig. 11.)

The chemistry of both single- and multiple-layer films of
gold nanoclusters formed on insulating substrate has been
nicely described [178]. Using anodic alumina membrane as
masks, gold nanorods and nanowires are being synthesized
by various groups [204, 205] and by template synthesis by
Mallouk and co-workers [206].

Finely dispersed sandwich composite nanoparticles of
Cu-Ni-Cu in the region of 31 nm and with an average length

Pt

Pd

Pt

_+

Pt-Cathode Pd-Anode

Electrolysis Cell

Electrolyte
(0.1 M Oct4NBr/THF
+ Oct4Br/Pt-Colloid)

Figure 10. Modified electrolysis cell for the preparation of layered
bimetallic Pt/Pd nanocolloids. Adapted with permission from [100],
M. A. Winter, Ph.D. Thesis, Verlag Mainz, Aachen, 1998.
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Figure 11. Representation of electrochemical formation of stabilized
gold nanoparticles onto a gold electrode surface. Reprinted with per-
mission from [178], A. A. Snow et al., J. Mater. Chem. 12, 1222 (2002).
© 2002, Royal Society of Chemistry.

of 33 nm have been prepared by a novel method combining
electrodeposition of Ni-Cu nanowires onto a template fol-
lowed by template removal and ultrasonic treatment method
[207].

2.2.3. Decomposition of Low-Valent
Transition-Metal Complexes

Low-valent organometallic complexes and several organic
derivatives of the transition metals decompose under the
action of heat, light, or ultrasound to give short-lived nucle-
ation particles of zerovalent metals in solution which may
be stabilized by colloidal protecting agents. For example,
thermolysis [211–216] leads to the rapid decomposition of
cobalt carbonyls to give colloidal cobalt in organic solutions
[212]. Colloidal Pd, Pt, and bimetallic Pd/Cu nanoparticles
were obtained by thermolysis of labile precious metal salts
in the absence of stabilizers [213]. The resulting particles
showed a broad size distribution. These results were much
improved when the thermolysis was performed in the pres-
ence of stabilizing polymers, such as PVP [214]. A review
by Gonsalves et al. outlines the application of different
methodologies for the production of nanostructured met-
als (Fe, Co, Ni) and metal alloys (Fe-Co, Pt-Pd, M50 steel)
from their corresponding organometallics [217]. Recently,
microwave heating in a simple household oven was chosen as
a mode for preparing nanosized metal particles and colloids
[215, 216, 218]. A modification to that is microwave assisted
polyol reduction of PVP-supported platinum and silver salts
to their corresponding nanoparticles [219]. The electromag-
netic waves can heat the substrate uniformly, leading to a
more homogeneous nucleation and a shorter aggregation
time. It is instructive to compare the particle size of polymer-
stabilized Pt colloids (spheres, 2–4 nm, narrow size distri-
bution) prepared using dielectrical microwave heating with
samples made by conventional heating under identical con-
ditions.

The energy induced in the sonochemical decomposition
of metal salts and organometallic complexes [220–225] is
produced by the formation, growth, and implosive collapse
of bubbles in a liquid. Suslick et al. [220] and Gedanken

and co-workers [221–223] have successfully developed this
method. Fe, Mo2C, Ni, Pd, and Ag nanoparticles in var-
ious stabilizing environments have been prepared. Within
certain limits, the sonochemical decomposition also allows
size control which has been observed in the case of Pd
nanoparticles immobilized on alumina [224]. The growth of
very clean colloidal metals has been achieved by the pho-
tolysis of organometallics and metal salts [113, 114, 225].
Henglein et al. [226–234, 236] and Belloni et al. [235] have
studied the �-radiolytic decomposition of metal ions to give
nanostructured metal colloids. Short pulses of high-energy
photons are applied to metal ions in solution. This allows
the reduction process in the whole reaction medium to
be “turned on” instantaneously. The process of nucleation
and growth of the metal particles in solution can be mon-
itored by spectroscopic methods. In the case of silver, the
detailed mechanism of nucleation has been compared with
the photographic process [227]. Nanostructured Cd colloids
[231] and even bimetallic systems [230–232] have also been
studied. In the case of gold, the particle size has been
controlled at will. Bimetallic AucorePtshell and PtcoreAushell
colloids have also been obtained [236]. Using laser abla-
tion, the size-selective formation of silver colloids has been
reported [237, 238]. The limitation of photo-, �-radiolysis,
and laser irradiation methods lies in the restriction to low
metal concentrations in solution. Consequently, they are
not suitable to prepare nanostructured metal colloids on a
preparative scale. Sonochemical process and conventional
method reduction of [Pd(NH3�4�

2+ complexes on Y-zeolite
in an aqueous solution has been reported recently. The rad-
icals formed from 2-propanol sonolysis reduces the Pd com-
plex to yield zerovalent Pd [239].

Reduction of neutral molecular precursors of platinum
and ruthenium with core composition of PtRu5 and Pt2Ru4
yielding corresponding nanoparticles through reduction by
hydrogen at elevated temperatures has been performed
[240, 241]. Isolable yields of product in multigram amounts
can be prepared by the controlled chemical decomposition
of zerovalent transition-metal complexes on the addition
of CO or H2 in the presence of appropriate stabiliz-
ers [85–88, 242–250]. The growth of metallic Ru particles
from Ru(COT)(COD) (COT = cyclooctatetraene, COD =
cycloocta-1,5-diene) with low-pressure dihydrogen was ini-
tially reported by Pertuci and Vituli, and Ciardelli’s group
[242, 252]. Bradley and Chaudret and co-workers [85–88,
243–251, 253–255, 257–259] have demonstrated the use of
low-valent transition-metal olefin complexes as a very clean
source for the preparation of nanostructured mono- and
bimetallic colloids. In one of their communications, they
showed the decomposition of organometallic complexes of
the type [M(dba)2] (dba = dibenzylidene acetone, M = Pt,
Pd) under low carbon monoxide pressure in the presence
of polyvinylpyrrolidone (PVP) to give nanosized colloidal
Pt or Pd particles having a fcc structure. Remarkably, the
surface of the resulting particles undergoes no measurable
interaction with the stabilizing polymer or with the solvent.
Composition-induced structural changes in the bimetallic
ruthenium platinum nanoparticles resulting from the rel-
ative concentration of the two complexes in the initial
solution has been reported by the reaction of Pt(dba)2
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with Ru(COD)(COT) in various proportions under dihydro-
gen in the presence of PVP. The progressive incorporation
of ruthenium into the platinum matrix leads to structural
changes from face-centered cubic (fcc) for high platinum
contents to hexagonal close packed (hcp) for high ruthe-
nium contents. For the composition Pt1Ru3 a contraction of
the size of the particles (about 1.1 nm) and of the size dis-
tribution indicates the presence of a new phase consisting
of monodisperse particles for which a model of truncated
twinned octahedrons of 79 atoms was proposed [251].

Nanoparticles of Ru, Au, and Cu were obtained
analogously from Ru(COT)(COD), (THT)AuCl (THT =
tetrahydrothiophene), and (C5H5�Cu(ButNC). Colloidal
molybdenum, silver, and bimetallic Cu/Pd colloids were also
reported where a polymer matrix of PVP (polyvinylpyrroli-
done), PPO (dimethylphenylene-oxide), or NC (nitrocel-
lulose) was used as the stabilizing agent [85, 243–246].
Platinum and palladium nanoparticles stabilized by donor
ligands such as carbonyl and phosphines have been described
by Chaudret and Bradley. The structure of the particles is
influenced by the ligands [86–88]. The cleavage of the com-
plexed olefins from the coordination sphere of the met-
als and the simultaneous formation of nanosized colloidal
particles occurs very smoothly and the hydrogenolysis of
zerovalent organometallic olefin complexes has been estab-
lished in the literature as a very clean and elegant method,
for example, for the manufacture of monometallic col-
loids via the decomposition of Fe(COT)2, Ru(COT)(COD),
Co(C8H13�(COD) (C8H13 = �3-cyclooctenyl), and Ni(COD)2
under H2. The hydrogenolysis method has been used to
obtain a number of nanostructured Au, Pd, Pt colloids, and
of bimetallic systems (Pt/Ru, Pt/Co, and Cu/Pd) in a poly-
mer matrix [247–249]. Ultrafine cobalt particles have been
obtained by the hydrogenolytic decomposition of Co(�3-
C8H13���

4C8H12� in the presence of polyphenylphenylenox-
ide to give particles of 4.2 nm size; when the same procedure
was carrried out with polyvinylpyrrolidone, the size of
the resulting particles was 1.4 nm. It is clear from these
results that a close relationship exists between the syn-
thesis conditions and the structure of the resulting par-
ticles [250]. The reaction of Co(�3-C8H13���

4C8H12� and
Pt2(dba)3 (dba = bis-dibenzylidene acetone) under dihy-
drogen leads in the presence of poly(vinylpyrrolidone) to
nanometric bimetallic particles CoxPt1−x. The initial ratio
of the two organometallic precursors determines the com-
position of the material [260]. Mo, W, Cu nanoparticles
(5–50 nm) have been synthesized very recently from reac-
tions employing metal complex and an organopolysilane
oligomer either in hexane solution or in a sealed tube.
The metal complexes are reduced due to the energetically
favored reaction route by the oxo- and chlorophilicities of
the silyl groups. Proper mixing of the reactants in vapor
and solution phases allows the association and growth of
molecules into small clusters, then into nanosized metal
particles [261]. Recently it has been shown that Korantine
peptisized monodisperse Co nanoparticles with a particle
size of 10 ± 1 nm can be prepared by thermal decomposi-
tion of Co2(CO)8 in presence of trialkylaluminum. Another
finding was that chain length in the aluminum organic
has a direct influence on the particle size of the result-
ing nanoparticle [262–265]. Weakly ferromagnetic cobalt

nanoparticles were allowed to self-assemble into bracelet-
like rings with discrete particle counts when dispersed by
C-undecyl calix(4)resorcinarene. Herein, Co particles were
prepared by the thermal decomposition of Co2(CO)8 in
hot toluene solutions containing resorcinarene tetraphos-
phonite. Another example of Co nanoparticle bracelet was
the report by Alivisatos and co-workers [266, 267]. Redox
transmetallation reactions between Co2(CO)8 and Pt(hfac)2
(hfac = hexafluoroacetalacetonate) is found to result in
“solid solution” type alloy (e.g., CoPt3� while addition of Co
nanoparticles with Pt(hfac)2 in solution results in “Cocore ·
Ptshell” type nanoalloys. The advantage of this method is
the reaction does not need any additional reducing agents
[268]. Using bis(hexyl(methyl)dithio-/-diselenocarbamato)-
cadmium(II)/zinc(II) compounds as a single source pre-
cursor, nanoparticles of CdSe/CdS, CdSe/ZnS, CdSe/ZnSe
core/shell, and CdSe/CdS alloys have been prepared [207].
Similarly with block co-polymer of PS25300-b-PMMA25900
(poly(styrene-b-methyl methacrylate)), three-dimensional,
patterned, anisotropic nanoparticular self-assembly of cobalt
has been evidenced [269]. Mixed metal clusters of ruthe-
nium in association with either platinum or tin have been
deposited onto multiwall carbon nanotubes (MWNTs) using
metal complexes with dichloromethane-isopropanol (1:1 v/v).
The size distribution of the resulting particles in the case
of platinum ruthenium was found to be narrow with the
average particle size of 1�8 ± 0�5 nm [270]. There are
many such reports of nanoparticles decorating the exte-
rior of a carbon nanotube [271–278] and an evidence for
bimetallic particles formed inside nanotubes via a template
method [279]. Thermal decomposition of manganese car-
bonyl on the polyol reduced platinum results in Mn-Pt
nanoparticles which have ferromagnetic nanoparticles with a
property totally different from its bulk. Thermal decomposi-
tion (673 K) of PtRu5C(CO)16 under hydrogen resulting in
Pt:Ru ratio of 1:5 with a mean particle size of 1.5 nm has been
evidenced [280]. On the other hand, by subsequent reduction
of platinum and iron, platinum-meghamite core-shell nano-
particles are obtained. Herein, platinum is initially reduced
from its acetylacetonate precursor, yielding platinum nano-
particles. Iron oxide is then deposited on them by decom-
posing iron pentacarbonyl which undergoes oxidation under
the reaction conditions to give Fe2O3 [281]. From a mixed
metal acetate precursor, Ni and Ni-Co alloy nanoparticles
have been generated [282].

2.2.4. Preparation in Micelles, Reverse
Micelles, and Encapsulation

Colloidal assemblies have widely been used as templates in
order to “preform” the size, shape, and polydispersity of
nanosized metal particles [47–62]. Surfactant micelles may
enclose metal ions to form amphiphilic “microreactors.”
Water-in-oil reverse micelles or larger vesicles may function
in similar ways. On the addition of reducing agents, nano-
sized metal particles are formed. The size and the shape of
the products appear to be “imprinted” by the constrained
environments in which they are grown. Surfactants play a
crucial role in the compartmentalization of nanoparticles
during their formation. A reverse micellar preparation of
Cu2S in aqueous micellar hosts reveals that different surfac-
tants mediate the nanoparticle formation process and yield
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different products, though it involves the same principle
[283].

Tanori and Pileni [47] were first to grow cobalt rods with
a length of 300–1500 nm and a diameter of between 10 and
30 nm in colloidal micelles. Cylindrical copper metal parti-
cles having identical sizes and shapes can be prepared in a
template made of interconnected cylinders [49]. These form
monolayers organized in a hexagonal network over very large
domains of particles. Small or large aggregates can be pro-
duced at will, depending on the preformed template used.
The particles are highly organized and form pseudo-crystals
with a face-centered cubic structure. Colloidal metals have
also been grown in reverse micelles. A series of articles by
Pileni describes the micellar synthesis of metal nanoparticles,
their fabrication into a three-dimensional array or domains
and superlattices, followed by examination of their magnetic
properties [284, 285]. These reports are apart from the micel-
lar synthesis of copper nanoparticles [286–288] nanocrystal
islands [289]. Micelles and inverse micelle synthesis tech-
niques are used to prepare nanoparticles of platinum, palla-
dium [290], Pt/Ru alloy [291], triangular CdS [292], and solid
solution of Cd1−yMnyS [293].

Micellar formation of stable gold nanoparticles of differ-
ent size and shape has been reported via UV photoactivation
of HAuCl4 in variable concentration of TX100 [TX100 =
poly(oxyethylene) isooctylphenyl ether], which apparently
acts as a reducing agent [294].

Platinum nanoparticles deposited on alumina support syn-
thesized in water-in-oil microemulsions have been tested
for the CO oxidation by oxygen. One of the two modes
followed for the preparation and support involve platinum
nanoparticles obtained by reducing the platinum complex
PtCl2−6 in a mixture of oil (cyclohexene or n-heptane) and
15 wt % surfactant (C12E4 or AOT) followed by reduction
with hydrazine monohydrate. The other method involves
addition of the alumina support to the particle suspension
and the microemulsion subsequently destabilized by addition
of tetrahydrofuran whereby the particles are deposited on
alumina support. A detailed discussion on the particle size
with the variation in surfactants and pH is depicted in detail
[295]. Dodecanethiol-capped cadmium sulfide nanoparticles
have been synthesized and characterized in a Winsor II
microemulsion of diethyl ether/AOT/water [AOT = bis(2-
ethyl-hexyl)-sulfosuccinate]. This follows a similar synthesis
involving capped silver and gold nanoparticles [296–
299]. Other important water-in-oil microemulsion syntheses
include preparation of palladium nanoparticles [300], Pt-Ru
[301], and Pd-Pt [302] nanoparticles.

Synthesis of silver and copper nanoparticles in water/CO2
microemulsions has been demonstrated. Sodium cyanoboro-
hydride and N,N,N,N-tetramethyl-p-phenylenediamine were
used as effective reducing agents for preparing the metal
nanoparticles in the microemulsions [303]. In a similar envi-
ronment, using hydrogen as reducing agent, metallic palla-
dium was produced and in-situ hydrogenation of olefins was
performed using this catalyst [304]. Dendrimers have been
used to explore the method of immobilizing Pd nanoparticles
on atomically flat surfaces. PAMAM dendrimers are the ones
which are extensively used as templates for nanoparticle
preparation. Cu, Pd, Pt, Au, Ag, and ceramic materials have

been successfully encapsulated inside these dendrimers [305–
312]. These dendrimers are, however, pH sensitive. Recently,
silver [313] and Pd nanoparticles [201] have been prepared
by encapsulation methods using dendrimers.

Amphiphilic block copolymers for the “preformation”
of the microreactors have been designed and used by
Antonietti [52]. Micellar and ordered continuous topolo-
gies are adopted by self-assembly. The block lengths gov-
ern the size and topology of the resulting colloidal struc-
tures. The stability of these templates allows well-defined
polymer/nanometal hybrid materials to be prepared. Noble
metal colloids can be formed in block copolymer micro
domains. Because of their enhanced stability, such colloids
may be used directly as efficient catalysts. Besides control-
ling the particle growth, the self-assembly of the macro-
molecules allows the nanoparticles to take up well-defined
arrangements on substrates, in thin films, or in bulk samples.
Monodisperse noble metal particles, for example, gold, silver,
palladium, have been applied to prepare thin polymer films.
The strategies for the organization of nanoparticles into
aggregate structures have been summarized in recent reviews
in which the most successful approaches to form two- and
three-dimensional arrays of nanoparticles having diameters
between 1 and 20 nm are described [55, 56]. Additions to this
synthetic method of using copolymer encapsulation are the
preparation of aggregation stable gold nanoparticles using
star-block copolymers [314] and addition-fragmentation
chain transfer polymerization [315], reported recently. The
encapsulation of small metal particles (Pd, Pd/Au) in solid
organic [56] and inorganic matrices has also been achieved
and used for applications in heterogeneous catalysis (dis-
cussed later). Gold nanoclusters have been encapsulated
in a silica matrix, silica glass via a sol–gel procedure, and
the optical properties of the product have been exam-
ined [59, 316]. Size-dependent silica-encapsulated gold nano-
particles with a special observation of having size-dependent
melting points are also known [317]. In a silica sol–gel
entrapment method, inclusion of metallic palladium and a
rhodium(I) complex catalyst has been performed and its cat-
alytic properties verified [318]. A novel two-step Pt nano-
particle encapsulation in mesoporous silica (SBA-15) has
been done recently. In the first step, aqueous phase reduc-
tion of K2PtCl4 was carried out with the help of hydrogen and
by using tri-block poly(ethyleneoxide)-poly(propyleneoxide)-
poly(ethylene oxide) copolymer as capping material. In the
next step, this supported nanoparticle was encapsulated into
microporous silica synthesized using the same copolymer as
template from tetraethyl orthosilicate by hydrolysis [319].

Nickel nanoparticles encapsulated in an amorphous
carbon matrix have been synthesized by sonication of
Ni(COD)2, and further heated at 773 K under an Ar atmo-
sphere. Both as-prepared and heated samples have been fully
characterized using high-resolution transmission electron
microscopy (HRTEM), electron loss spectroscopy (EELS),
and energy-filtered TEM (EFTEM). The EELS and EFTEM
analyses show that the nickel nanocrystallites are surrounded
by amorphous carbon which acts as a “protecting agent” and
protects the nickel surface from oxidation [225].
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2.2.5. Colloidal Nanostructured
Metal Oxides

Preparation of nanometals is difficult in certain cases. Nano-
sized (i.e., 3–5 nm) colloidal Fe�0�, Co�0�, and Ni�0� parti-
cles cannot be redispersed after exposure to air because
they are immediately oxidized both in solution and in pow-
der form. When the addition of oxygen is precisely con-
trolled, for example, by using stoichiometric amounts of O2
diluted in large excess of argon, an organic solution of a
3-nm iron�0�-sol stabilized by N(octyl)+4 Br

− is transformed
to a rusty-brown solution of colloidal Fe3+ oxide which is
redispersible in THF [7]. N(octyl)+4 Br

−-stabilized Co�0� parti-
cles were oxidized in air to give colloidal CoO nanoparticles
characterized by HRTEM [320]. The process was followed
by UV-visible spectra and magnetic susceptibility measure-
ments. The resulting CoO particles were supported on alu-
mina. Small CoO and Co3O4 particles have been obtained
in a polymer matrix dispersion by solid-state oxidation of
1.6-nm Co�0� particles. The structural changes which occur
during the oxidation process were monitored using physi-
cal analytic methods and it was shown that air oxidation at
room temperature leads to surface passivation. The result-
ing particles have a metallic core which is surrounded by
an oxide surface layer [321]. The particle size of nano-
sized Pt dispersed on �-Al2O3 is markedly influenced dur-
ing the oxidation by O2 [322]. A new process was recently
reported for the manufacture of a water-soluble PtO2 col-
loid which is applicable as a water-soluble “Adams catalyst”
(see Eq. (13)) [323, 324]:

PtCl4
H2O/base−−−−−−→
Stabilizer

PtO2 colloid (13)

Stabilizer: C12H25(CH3)2N+(CH2)nCO−
2

C12H25(CH3)2N+(CH2)3SO−
3

n = 1
 3

Using the simple hydrolysis/condensation of metal salts
under basic aqueous conditions in the presence of carbo-
or sulfobetaines, respectively, colloidal PtO2 was obtained,
the analytical data of which correspond to pure �-PtO2 and
to commercial samples of Adams catalyst. Bi- and trimetal-
lic colloidal metal oxides as precursors for fuel cell cata-
lysts, for example, colloidal Pt/RuOx and Pt/Ru/WOx, have
also been prepared this way [325]. Magnetite particles below
20 nm size have been synthesized by high-temperature reac-
tion of iron(III) acetylacetonate, in phenyl ether in the pres-
ence of alcohol, oleic acid, and oleylamine and the resulting
particle was found to be monodisperse [326]. Organic sol-
uble maghemite �-Fe2O3 nanoparticles with monodispersity
have been obtained by the reduction of FeCl3 by glycol with
n-octylamine serving as capping agent [327]. Another exam-
ple of organic soluble titania is dodecylbenzenesulfonate
capped nanoparticles [328]. A simple route for the synthe-
sis of Ti, W, and V oxide nanoparticles using benzylalcohol
under thermal conditions is a recent advancement [329].

2.2.6. Particle Size Control
Metal colloid sols where the particle size deviates less than
15% from the average value are generally addressed as
“monodisperse.” Histograms with a standard deviation from

the mean particle size of approximately 20% are described
as showing a “narrow size distribution.” The kinetics of
the particle nucleation from atomic units and of the subse-
quent growth process cannot be observed directly by phys-
ical methods. The tools of the preparative chemist to con-
trol the particle size in practice are size-selective separation
[49, 330, 331], and size-selective synthesis [36, 47–62, 98, 127,
183, 184, 332–348].

The so-called size-selective precipitation (SPP) was predom-
inantly developed by Pileni [49, 349]. Monodisperse silver
particles (2.3 nm, � = 15%) are precipitated from a poly-
disperse silver colloid solution in hexane by the addition of
pyridine in three iterative steps. Followed by this, Schmid
et al. [330] reported the two-dimensional “crystallization” of
truly monodisperse Au55 clusters. Schmid has also shown that
the size of nanoparticles can be limited by steric restrictions
imposed by a 3D polymer network [350]. Chromatographic
separation methods proved unsuccessful because the colloid
decomposed after the colloidal protecting shell had been
stripped off [36]. The size-selective ultracentrifuge separa-
tion of Pt colloids has been developed by Cölfen and Pauck
[331]. However, although this elegant separation method
gives true monodisperse metal colloids, it still provides only
milligram samples. The first size-selective colloid synthesis
was described by Turkevich [1, 2]. Using the salt reduction
method, he was able to vary the particle size of colloidal Pd
between 0.55 and 4.5 nm. The crucial parameters were the
amount of the reducing agent applied, and the pH value.
According to the literature on the process of nucleation and
particle growth, the essential factors which control the par-
ticle size are the strength of the metal-metal bond [45], the
molar ratio of metal salt, colloidal stabilizer, and reduction
agent [1, 118, 127, 149, 156, 256, 332–348, 351], the extent of
conversion or the reaction time [149], temperature applied
[1, 333, 345], and the pressure [333]. The preparation of near
monodisperse nanostructured metal colloids using the salt
reduction pathway is well documented in literature. In prac-
tice, however, the “control,” that is, the variation of particle
sizes (and shapes), in wet chemical colloid synthesis is left to
the intuition of the chemist. There are two kinds of methods
used to control the morphology of the metal nanoparticles.
The growth-directed preparation is performed by selecting a
suitable metal precursor, protective agent, and the reduction
method. On the other hand, template-directed preparation
involves reducing metal ions or complexes that grow in a
template. The shape and size of the resulting product is con-
trolled by the template [352]. Pileni also has demonstrated
that control of particle size and composition can be achieved
using oil-in-water micelles [353].

At present, the electrochemical synthesis by Reetz and co-
workers offers the most rational method for selecting the par-
ticle size (see Section 2.2.2). Using variable current densities
and by suitable adjustment of further essential parameters,
the authors have obtained at will, a monodisperse product
in colloidal Pd and Ni between 1 and 6 nm [98–105]. In
the thermal decomposition method, the resulting particle
size depends on the heat source [216]. Size control has also
been reported for the sonochemical decomposition method
[237] and �-radiolysis [238]. Size-dependent alloy formation
of silver-coated gold nanoparticles (2.5–20 nm diameter) in
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aqueous solution using radiolytic wet techniques at ambient
temperature was observed [354]. Silver nanoparticles incor-
porated into SiO2 matrix with a proper control over the par-
ticle size has been performed by the sol–gel method. The
process involves complexation of the silicon alkoxide with
AgNO3 in an appropriate ratio, to be followed by hydrolysis,
polycondensation, and subsequent thermal treatment of the
resulting powder [355].

The control on shape of the metal particle via pre-
formation of size and morphology of the products in nanore-
action chambers is the domain of preparation methods using
constrained environments [47–62], such as the controlled
temperature-induced size and shape manipulation of 2- to 6-
nm gold particles which are encapsulated in alkanethiolate
monolayers [60]. An enormous increase in the size of thiol-
passivated gold particles up to ca. 200 nm has been induced
by near-IR laser light [60]. A new medium-energy ion scatter-
ing (MEIS) simulation program has successfully been applied
to the composition and average particle size analysis of Pt-
Rh/�-Al2O3 [61].

Synthesis of colloidal cobalt nanoparticles with controlled
sizes and shapes has been performed. Rapid pyrolysis
of cobalt carbonyl in an inert atmosphere was employed
to produce monodispersed, stabilized, defect-free �-cobalt
nanocrystals with spherical shapes and sizes ranging from 3
to 17 nm [356]. Seeding growth was used for getting pal-
ladium nanoparticles [357], and with improved size control
for polymer-stabilized Pd nanoparticles [358]. Laser light has
been of great importance since it is possible to change the
particles’ size and shape after their preparation [359–370].
Schiffrin and co-workers’ seminal work on the two-phase syn-
thesis has led to the controlled particle size nanoparticles.
The interesting part here is that by altering the ratio of the
metal to octanethiol (capping agent), different particle size
gold particles are obtained which show characteristically dif-
ferent colors. Octane thiol linked to gold atoms 1.6 (black),
2.1 (red), 2.8 (blue), 3.8 (dark violet), and 4.0 nm (cyan) are
prepared and their properties studied [371].

Before going on to the further studies of these nano-
particles, it is appropriate to list the important methods avail-
able in literature on the synthesis of protected nanoparticles.
Table 1 lists these.

3. SPECTRAL CHARACTERIZATION
OF NANOPARTICLES

The whole exercise of characterization of nanoparticles lies
in the determination of the particle size, overall composi-
tion, and seldom, the formidable, surface compositions. In
case of stabilized particles, the interaction with the stabi-
lizers, chelates, and adsorbates forms an interesting part of
the characterization process. Various spectroscopic methods
like ultraviolet-visible spectroscopy (UV-Vis), infrared (IR)
and raman spectroscopy, nuclear magnetic resonance spec-
troscopy (NMR), and X-ray absorption spectroscopy (XAS,
which includes EXAFS and XANES) have been adequately
used in literature for the characterization purposes. How-
ever, for the understanding of the physical properties of the
nanoparticles, the techniques of greatest utility are TEM
and in instances where the particles are crystalline, X-ray

diffraction studies. Here, we highlight some of the spectro-
scopic methods which are conveniently used for the purpose
of characterizing nanoparticles.

UV-Vis spectroscopy is very useful in characterizing
semiconductor-type nanoparticles or metal particles whose
plasmon resonance lies in the visible range as in the case of
organic substrate linked Ag, Cu, and Au nanoparticles. UV-
Vis spectra are also used for determining both particle size
and the degree of cluster aggregation in the sample. With
an increasing interest in the self-assembling of these semi-
conductor nanoparticles for varied applications, efforts on
the characterization of such organized structures through this
method are also on the rise (see also Section 6).

Tetraoctylammonium-stabilized transition-metal nano-
particles have been studied for their particle size determi-
nation by UV-Vis spectra. Characterization upon synthesis
of Pd nanoparticles with diameters of 1.4, 2.3, and 4.1
nm is an example of this kind of a study [8]. Correlation
between UV-Vis spectra on the nanoparticle size has been
established by Chestnoy and co-workers in one of their
premier works [372]. This was complemented by the study
undertaken by Wilcoxon and co-workers on the shift in �max
depending on the size, shape, amount of aggregation, and
the presence of adsorbates on the nanoparticles [373, 374].
In a recent development, gold nanorods with controlled
aspect ratios dictated by the added silver ions in solution as
seed have been studied. The gold nanorods formed in the
absence of silver ions form gold nanoparticles and exhibit a
characteristic absorption band at 530 nm, which is drastically
changed upon addition of silver ions to a transversal surface
plasma peak at 520 nm and an additional, longitudinal peak
between 600 and 800 nm [375]. This study also describes
how the presence of silver ions regulates the gold particle
growth during the photochemical synthesis. Changes in the
absorption maxima of programmed assembling in solution
of mixed metal nanocrystal aggregates of silver and gold,
forming new absorption bands corresponding to inter-
crystal plasmon resonance bands [376], synthesis of silver
nanoparticles and nanorods in presence of PVP (polyvinyl
pyrrolidone) [377, 378], BSA (bovine serum albumin) [377],
interaction of gold nanoparticles with lithium ions [379],
dendrimer protection of nanoparticles [305, 309, 380–382],
their pH dependence [313], incorporation of TiO2 as an
additive to WO3 nanoparticles [383], have all been studied.

In an application-directed study, interaction of pyrene
methylamine (a fluorophore) onto gold nanoparticles has
been examined. Interaction of this species is shown to alter
the electron density of the gold nanoparticles on the metal
surface, thereby directly affecting the absorption of the
surface bound organic moiety as well as surface plasmon
absorption band. Pyrene methylamine chromophore exhibits
characteristic absorption bands at 313, 327.5, and 343.5 nm
and upon addition of the gold nanoparticles, the absorp-
tion bands shift to 354, 361, 373, and 382 nm with a con-
comitant decrease in the absorption for the chromophore.
This gives a direct measure of the alteration in the elec-
tronic properties of the chromophore as it binds to the
gold nanoparticle. The presence of isobestic points at 319,
331, 338, and 347 nm for different concentrations of gold
nanoparticles confirms the presence of both bound and free
forms of pyrene methylamine [384]. There is a plethora of
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Table 1. Major synthetic methods for the preparation of metal nanoparticles and nanoclusters.

Nanoparticle Metal stabilizers Particle size
Method/reducing agent metal/alloy systems (protecting/capping/supporting) (nm) Ref.

diborane reduction Au55(PPh3�12Cl6 and other
M55L16Cl8 systems; also
‘Pt309Phen36O30±10’ and
‘Pd561Phen36O190−200’

phosphine ligands 1.4 nm [4, 63–77, 416, 552, 555,
615, 617]

alcohol (polyol)
reduction

A wide range of precious tran-
sition metals

PVP, PVA, PMVE Variable
(1–100 nm)

[10, 42–45, 117, 118]

Ag, Pt, FePt, (Fe49Pt51�88Ag12

Pd, Cu, Ag-Pd, Cu-Pd,
Pt-Ru

PVP, ion conducting
polymers, hydrophilic
stabilizers

Variable
particle size

[89, 123, 124–131]

Pt polymer 2–4 nm [219]

hydrogen reduction Pd, Pt, Rh, Ir polymers 3–4 nm [132–136]
Pd giant clusters acetate [79–84]
Various transition metals tetrabutylammonium 2–3 nm [34, 137–141]
Au, Pd, Pt, Pt/Ru, Pt/Co,

Cu/Pd
polymer — [247–249]

carboxylate reduction Au citrate 12–20 nm [1–3, 38, 39, 116, 340]
Au ascorbate >10 nm [698]
Pt oxalate 6.5 nm [143]
Pd 2.2, 5.4 nm
Pd/Pt 2.2 nm
Pd/Sn tetraalkylammonium 4.4 nm [46, 183, 184]
Pd/Au carboxylates 3.3 nm
Pd/Ru 1.8 nm
Pd/Rh 1.7 nm
Pd/Cu 2.2 nm

borate reduction Au alkanethiol 1–3 nm [182]
Au other stabilizers 1–5 nm [305, 188]
Pt-Ru, Pt-Mo, Pt-W, Pt-Ni THF solvent-stabilized 1.7 nm [174]
Pt dodecanethiol —
Ni, Cu, Ru, Rh, Pd, Ag, Ir, Pt,

Ru/Fe, Ru/Co, Ru/Ni,
Pt/Co, Pt/Cu, Ru/Rh, Ru/Ir,
Ru/Pt, Rh/Ir, Rh/Pt, Pd/Pt,
Pd/Ag, Ir/Pt

SB12 All <10 nm [7, 15, 96]

tetraalkylammoniumboro-
hydride method
(organosol)

Group 4–11 metals of the peri-
odic table, also tin. Bi- and
pluri-metallic combinations

tetraalkylammonium See Figure 7 for
particle size
of monometal
particles

[6, 7, 9, 15, 95–97, 175]

electrochemical method Pd tetraalkylammonium 1.4, 3.1, 4.8 nm [98]
1–6 nm

Ni tetraalkylammonium <10 nm [100]
Co, Fe, Ti, Ag and Au hydrosols and organosols 8–10 nm [100–105]

organosols and hydrosols
Pd propylene carbonate <10 nm [93]

tetraoctylammonium
Pd/Ni, Fe/Co, Fe/Ni, Pd/Pt polymer 3.8 nm [100, 105]
Pt-Pd onion-type colloid organic template 5 nm [207]
Cu-Ni-Cu 31–33 nm

trialkylaluminum method Pt organoaluminum 1.2 nm [37]
Co organoaluminum 5–10 nm [262–265]
Pt/Ru organoaluminum 1–3 nm [594]
Bi and plurimetals from group

6–11 of periodic table
organoaluminum <5 nm

Ni-Al aluminum organic 100–150 nm [186, 187]

continued
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Table 1. Continued

Nanoparticle Metal stabilizers Particle size
Method/reducing agent metal/alloy systems (protecting/capping/supporting) (nm) Ref.

oxoanion Ir(0) ∼ 300 and Rh Polyoxoanion 2–3 nm [11, 34, 137–142]
Ir(0) ∼ 900 and Rh 3.8–4.5 nm

decomposition of metal
complexes

Mo, W, Cu organopolysilane oligomer
polyphenyloxide

5–50 nm [261]

Co PVP 4.2 nm [250]
Co 1.4 nm [250]

UV-Vis spectra for colloidal metals [384–386]. For colloidal
particles which have an absorption band in the visible region,
the absorption maxima are dependent on the size and shape
of the particles, as well as how close the particles are rel-
ative to each other [386]. This implies, not only can a par-
ticle’s size be determined by UV-Vis spectroscopy, but phe-
nomena such as aggregation can also be verified [386]. The
ability to tune the optical properties of a system by changing
particle size, degree of aggregation, or surface composi-
tion holds potential for many applications [386–392]. Selec-
tive colorimetric detection of polynucleotides based on the
distance-dependent optical properties of 13-nm-sized mer-
captoalkyl derivatized gold nanoparticles studied by Mirkin
and co-workers is an example of this [390]. The fascination
of nanoparticles combined to biomolecules and their charac-
terization, in part, by UV-Vis analysis can be obtained from
the review of Niemeyer [393].

Infrared spectroscopy has been used as a surface probe in
nanocluster systems, commonly done for surface adsorption
of CO. The strong dipole associated with C-O makes this
molecule a particularly easy one, but the metal-carbon bond
which falls in frequency limits of 200 and 450 cm−1 is difficult
to study. Carbon monoxide is an ideal ligand because it read-
ily adsorbs to metal surfaces, and has characteristic vibra-
tional frequencies around 1800–2100 cm−1 [5, 394]. The C-O
stretch frequency is an excellent indicator for the way CO is
bound to the substrate. Linearly adsorbed CO absorbs at fre-
quencies between 2000 and 2130 cm−1, twofold CO between
1880 and 2000 cm−1, threefold CO between 1800 and 1880
cm−1, and a fourfold bonded CO at wave numbers below
1800 cm−1 [395].

Some of the early studies on CO adsorption on metal
include adsorption on silica-supported Pt-Ag alloys [396],
Ni-Cu/SiO2, Pd-Au/SiO2, and the more interesting one, dis-
placement of CO from a twofold adsorption site on palla-
dium to a single adsorption site when NO was co-adsorbed
[397]. Lewis and Lewis provided an early report of CO
adsorbed to suspended metal particles, showing linear and
doubly bridging CO on 2.3-nm Pt particles in methylene
chloride [150]. Bradley’s most comprehensive work in this
area reports numerous IR studies of CO adsorbed onto col-
loidal and nanocluster metal surfaces [87, 214, 243, 244,
398–401]. The message here is that the infrared spectra
of metal-bound CO change drastically as the size of the
metal particle changes [87, 214, 243, 244, 398–401]. For
instance, from a systematic IR study it was shown that as
the Pd particle size increased, the ratio of terminal CO
to bridging CO decreased for saturated CO adsorption of

poly(vinylpyrrolidone)-stabilized Pd clusters with diameters
of 2.5, 4.0, and 6.0 nm in methanol [243]. Moreover, the
largest particles showed only bridging CO on the metal sur-
face [243]. Bradley has also used CO as a probe to study
metal-surface enrichment in bimetallic Cu/Pd nanoclusters
[214]; he finds that CO binds to both Cu and Pd, indicat-
ing that both metals are at the surface of the nanoparticles.
Others have studied the effect of pH on nanocluster surface-
bound CO [402], finding that increasing the pH leads to
reduced CO coverage on Pt nanoparticles. Grazing-angle
IR spectroscopy has been used to characterize the self-
assembled monolayers on gold and further treatment of it
in combination with cyclic voltammetry [403]. There are few
other examples where infrared spectroscopy is used as a pow-
erful tool in the characterization process [404–407].

To a lesser extent, surface enhanced raman spectroscopy
(SERS) has been used to probe the surfaces of small metal
particles, often involving metals like gold and silver [408,
409]. For example, the raman intensity of molecules adsorbed
on electrochemically roughened silver electrodes is enhanced
by factors of up to 105 [410]. The magnitude of this enhance-
ment is related to the roughness of the surface, that is to
say, the state of division of the adsorbing surface. In the
study of pyridine adsorbed on gold and silver hydrosols,
Creighton and co-workers demonstrated that these same
metals exhibit this effect. The initial yellow color of the
sol, due to the plasma resonance at 380 nm, changed to
red and then blue-gray as the particles agglomerated due to
the presence of pyridine and thus showed enhanced raman
scattering [411]. Multiplexed detection of oligonucleotide
targets has been performed with gold nanoparticle probes
labeled with oligonucleotides and raman-active dyes [408].
Raman spectroscopy has been recently used for the electro-
less addition of Pt to SnO2 nanopowders, and CdS incor-
poration into MCM-41 and SBA 15 systems [412, 413].
For the reduction of silver(I) salt by Fe(II) using citrate,
SERS has also been a very useful method of analysis to
detect the adsorbates on the surface [414]. There is limited
application of SERS because it should involve metals which
have a well-defined plasmon band [5] needed to provide the
required signal enhancement.

Mass spectrometry (also FAB-MS and TOF-MS) and
Mössbauer spectroscopy are used in some cases.

Nuclear magnetic resonance (NMR) is a powerful method
for characterizing the nanoparticulates associated with lig-
ands and for probing the intermetallic interactions, the sim-
plest one being 1H NMR that could be conveniently used
for characterizing organic ligands in the nanoparticle-bound
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ligand complex [376]. Characterization of Rh55(PPh3�12Cl6
nanocluster by proton decoupled 31P NMR was performed
by Günter Schmid and co-workers. Spectral results obtained
having a singlet with no 31P-103Rh coupling under differ-
ent solvents at room temperature, no appearance of addi-
tional peaks upon addition of phosphine, but rather result-
ing in an upfield shift of the signals, led to the conclu-
sion that there is a fast exchange between the free and
nanocluster-bound phosphine ligands with a calculated time
of 3 ± 0�5 �s. In addition, the 31P study in pyridine as sol-
vent regenerates free phosphine displacing the ligated phos-
phine from the surface of the metal. However, this is one
of the earlier studies which indicates the amount of infor-
mation one can obtain by an NMR study [415, 416]. In one
of the most important developments that took place in the
recent past, EC NMR (electrochemical NMR), it is possi-
ble to investigate in detail metal/liquid interfaces by solid-
state NMR under external potentiostatic control, in the pres-
ence of an electrolyte [417–419]. The multiple advantages of
this are, it permits the determination of electronic proper-
ties of electrodes and of adsorbates as well as the study of
the surface diffusion of adsorbates. This method also pro-
vides useful information on the dispersion of platinum-based
fuel cell catalysts, on electrochemically generated sintering
effects, and on the electronic effects caused by the pres-
ence of different surface adatoms. In general, EC NMR
provides information on local frontier orbitals of the metal
surface, adsorbate structure/bonding details, and even bond
lengths, rates, and activation energies for surface diffusion
and also, electrode potential effects on the electronic prop-
erties of the electrochemical interface, as seen by both metal
and ligand NMR. A detailed review on this subject has
been recently published byWieckowski and co-workers based
on their collective work performed on Pt-based fuel cell
catalysts [417].

A classic example of using NMR for characterization
of intermediates during nanoparticles synthesis is the one
described very recently for preparation of platinum nano-
particles by trialkylaluminum reduction of platinum acetyl
acetonate. The most revealing finding was the information
obtained from the in-situ 1H NMR studies on the solution
after 30 min from the addition of reactants to isolate the
intermediate complex (compound 3 of Fig. 2). In this ini-
tial measurement, a signal was observed at � = 0�51 ppm
that was assigned to methyl groups in an intermediate plat-
inum complex on account of the coupling with 195Pt (I = 1/2,
33.8% natural abundance), which increased in intensity over
the next few hours. Through a series of convincing assign-
ments, the methyl group not being located at the bridges
between platinum atoms but instead as a terminal group was
established. Additionally, long-range coupling (COSY; cor-
relation spectroscopy) between the hydrogen atoms on the
methyl carbons linked to platinum and aluminum established
the bridging group of the complex, giving almost all the infor-
mation needed for characterizing this intermediate. How-
ever, additional information from EXAFS (extended X-ray
absorption fine structure), XANES (X-ray absorption near
edge surfaces), and in-situ ASAXS (anomalous small-angle
X-ray scattering) measurements helped in confirming the
structure. From the EXAFS it was seen that Pt absorber
atom is directly surrounded by a light backscatterer in either

C atom at a distance of 2�11 ± 0�02 Å or O atom at a dis-
tance of 2�09± 0�04 Å and an Al atom at a distance of 2�45±
0�02 Å, but surprisingly no backscattering from Pt, indicating
no Pt-Pt bond in the complex [37]. EXAFS is a spectroscopic
technique that probes the local coordination environment of
an atom that corresponds well to the event of metal-metal
interactions and the number of coordination shells that might
be formed in a cluster of 1–2 nm range. The basis of this spec-
troscopic measurement involves the analysis of the absorp-
tion coefficient of a metal atom in a cluster from about 40
eV to about 1500 eV past the absorption edge. The oscilla-
tory behavior of the absorption coefficient in this region can
be thought of as being caused by an interference that occurs
between the outgoing and incoming photoelectron waves,
and given the formal scattering lengths associated with this
effect, the interference signal contains information about the
average atomic environment of an absorbing atom. There is
a great deal of information on the use of EXAFS to inves-
tigate the geometric and electronic structures of supported
metal particles [420–432]. Most of the recent structural eluci-
dations involve one of these XAS measurements for the sur-
face determination of metal nanoparticles. A recent review
by Frenkel et al. describes the structural dynamics of sup-
ported Pt nanoscale particles [420]. For detailed information
on the origin of X-ray absorption spectroscopy and the valid-
ity and use of these techniques for characterization of the
nanoparticle colloids, see [433]. XAS study of Pt-Ru sup-
ported on carbon [240, 434] and giant Pd clusters [435] are
some of the other recent major studies. There are men-
tions of the use of spectroscopic methods for characteriza-
tion of nanoparticles in other sections of this chapter, where
appropriate.

4. PHYSICAL PROPERTIES
OF NANOPARTICLES

Physical properties of nanoparticles and nanoclusters are
a subject of intense contemporary interest. As the size
decreases to the nanometer scale, many of the mechanical,
electronic, optical, magnetic, as well as the thermodynamic
properties are significantly altered from those of either the
bulk or the single molecule. An analogy in cyclohexane, ben-
zene (C6), and adamantine (C14� which represent the molec-
ular states, with C60 or C70 fullerenes (as clusters) with that
of diamond and graphite (representing bulk) with differences
in their chemical and physical properties is worth mentioning
[5]. The properties of nanoparticles depend on the following,
individually or in combination [217]:

(a) the grain size and size distribution,
(b) the chemical composition of the constituent phases,
(c) the presence of interfaces, more specifically grain

boundaries, heterophase interfaces, or the free sur-
face, and

(d) the interactions between the constituent atoms.

Production of inorganic clusters is a thermodynamically unfa-
vorable condition for the energy that is stored in such high
surface particles. The stability is also decided by the com-
plicated interplay of surface energy, surface tension, and
surface stress [436]. If two smaller-sized metal particles
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are allowed to come together, they spontaneously club to
become a single entity because of the exothermic coales-
cence, in order to have reduced total surface area. If two
naked metal particles are separated by protecting shells or
even have an impurity, then coalescence can be minimized,
but the particles will then undergo aggregation wherein the
two protected nanoparticles come together without a direct
contact between the metal particles. The minimization of
these two principles is possible if the nanoparticles are imme-
diately stabilized by deposition on a support, a concept well
known in literature as a “precursor method.” A detailed
description of the properties related to particle aggregation
and means of minimizing such effects are discussed [433].

Nanostructured materials bridge the gap between the
molecular level and the solid (bulk) state and therefore dis-
play distinct physicochemical properties because of which
many new technological applications can be found [437–440].
A simple case is Günter Schmid’s illustration (Fig. 1 of [69])
of the electronic states in a metal particle with bulk prop-
erties and its typical band structure (overlapped), a cluster
of cubic close packing of atoms with small bandgap and a
simple triatomic unit (representing a molecular status) with
completely separated bonding and antibonding molecular
orbitals [69]. Another important aspect of interest is that
as the particle size gets lower and lower, there are more
atoms at the surface that are coordinatively highly unsatu-
rated. The electronic structures and thus properties of these
metal atoms are different from those of the metals in the
core of a cluster. Such effects are pronounced if the sur-
face atoms are ligated. The other important issue is that a
cluster of 1.5 nm was found to have some bulk metal char-
acteristics and that the formation of metallic state is mainly
determined by the cluster nucleus and not the surface atoms.
This has been in some cases experimentally verified in that,
a SQUID measurement on Pd∼561 shows that the inner core
has bulk metal-like magnetic susceptibility while the outer
layer does not [69]. It is universally accepted now that as the
cluster size increases, some physical properties converge to
the crystalline value more rapidly than others. The changes in
the melting points is one such. Initial attempts at theoretical
understanding of the melting of small particles were made
within a macroscopic framework [441–444]. Theoretical phe-
nomenological considerations, based on the classical Kelvin
equations, led to the development of a quantitative relation-
ship between the melting temperature and the particle size
[441]. When computational resources became available, the
melting of specific clusters was treated microscopically using
molecular dynamics simulations. Using this, of late, metal
clusters of sodium [445], copper [446], gold [447, 448], beryl-
lium [449], lead [450], and nickel [451] have been studied.
These simulations reveal that some features of cluster melt-
ing are qualitatively different from bulk melting, such as a
difference between the melting and freezing points and the
coexistence of solid and liquid clusters.

Gold metal melts at 1064 �C whereas a 1.5-nm gold
nanoparticle melts between 500 and 600 �C. This trend
of depression in the melting point for nanosized materials
is not only restricted to metals but encompasses semicon-
ductors, and even molecular organic crystals. This led to
the suspicion that the surface plays important roles [452–
459], which has now been confirmed [460]. These include

structural demonstrations of liquid-skin formation on flat
surfaces below the melting temperature of the interior crys-
tal [461–463] and, in the case of some mono- and bimetal-
lic nanoparticles [464–468], are readily studied by TEM. On
the contrary, by exposing gold nanorods in solution to fem-
tosecond and nanosecond laser irradiations, structural rear-
rangement of the gold atoms has been observed that starts
at the interior of the rods by the creation of point and line
defects which then evolve into planar defects on the spher-
ical nanoparticles [468]. This is explained by the conversion
of �110� facets into the more stable �100� and �111� facets
and hence minimization of their surface energy. These obser-
vations suggest that short laser pulsed photothermal melt-
ing begins with the creation of defects inside the nanorods
followed by surface reconstruction and diffusion, in contrast
with the thermal melting on the rods or the bulk material,
where the melting starts on the surface. Similarly, using laser
irradiation, induced interdiffusion of Au-Ag core-shell nano-
particles has been evidenced indicating a reduced temper-
ature for the melting of bimetallic nanoparticles [206]. The
size-dependent melting and surface melting of Pb nanocrys-
tals is demonstrated by X-ray powder diffraction in ultra high
vacuum. Measurements indicate that the melting tempera-
ture varies inversely with the crystallite size and quantita-
tively favors the liquid-skin melting model over the homoge-
neous melting model. Surface melting is also demonstrated
via the reversible growth of a 0.5-nm liquid skin on 50-
nm crystallites just below the size-dependent melting tem-
perature [469]. Molecular-dynamics simulations using the
Sutton–Chen body potential function, and the melting char-
acteristics of nickel core and copper shell of Cu0�25Ni0�75 and
Cu0�5Ni0�5 were examined. The melting characteristics deter-
mined on the basis of the variations of potential energy and
heat capacity with temperature showed this bimetallic system
to melt in two stages [470]. A similar study on the melting
behavior of narrow-dispersity alkanethiol-functionalized Au
and Pt nanoclusters in inverse micellar solutions has been
performed [471].

There are, however, some anomalies to the observa-
tion that metal nanoparticles melt at a lower temperature
than the bulk. A tin nanocluster melts at a higher melting
point than that of the bulk, indicating a different structural
arrangement in the nanocrystal than in the bulk. It is demon-
strated that cluster ions of tin between 10 and 30 atoms
remain solid at ∼50 K above the melting point of bulk tin. A
similar trend is expected of silicon and germanium owing to
their heavily restructured geometries [472]. Investigations on
the structural and dynamic properties of gold nanocrystallites
with Au75, Au146, and Au459 were performed using molecular-
dynamics simulations employing embedded-atom interac-
tions. Diffusionless solid-to-solid structural transformations
from the low-temperature optimal structures to icosahedral
structures have been seen. These structural transformations
were found to be precursors to the melting transition that
occurs below the bulk melting temperature [473].

At the size of a few nanometers, metallic particles might
become liquid, possibly labeled as droplets, even if their
bulk metal temperatures are hundreds of degrees higher.
This implies that even if composite particles are originally
constructed as core-shell structures, they may spontaneously
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alloy at relatively low temperatures and over relatively short
periods of time. This has already been stated in the case of
Au-Ag core-shell bimetallics [206]. The situation could be
similar while considering the co-reduced bimetallics and their
easy alloying at lower temperatures [317, 474].

Similar to melting, the changes in the structure upon
incorporation of metals have been seen in the case of incor-
poration of ruthenium into platinum nanoparticles. The pro-
gressive incorporation of ruthenium into platinum matrix
leads to structural changes from face-centered cubic (fcc) for
high platinum contents to hexagonal close-packed (hcp) for
high ruthenium contents [251]. Preparation of FePt monodis-
perse nanoparticles (3–10 nm) and further thermal annealing
converts the internal particle structure from a chemically dis-
ordered face-centered cubic phase to the chemically ordered
face-centered tetragonal phase and transforms the nano-
particles superlattices into ferromagnetic nanocrystal assem-
blies [89]. There have been some reports on the effect of
additives on the thermal ordering of sputtered films of either
CoPt or FePt alloys. Addition of Sn, Pb, Sb, Bi, or Ag into
sputtered CoPt films is found to promote the disordered fcc
to ordered tetragonal transformations, resulting in significant
reductions in the temperature required for ordering [475,
476]. Similarly, reduction in the ordering temperature for
FePt sputtered films by addition of Cu was seen [477]. Addi-
tion of Ag was found to promote the fcc to tetragonal phase
transition, thereby reducing the temperature required for this
transition by some 100 to 150 �C compared with pure FePt
nanoparticles [125].

Nanoparticles, especially of the alkali metal and noble
metals copper, silver, and gold, have a broad absorption band
in the visible region of the electromagnetic spectrum. Solu-
tions of these metal nanoparticles show very intense col-
ors which are absent for the bulk material as well as for
the atoms [467]. Their origin is attributed to the collective
oscillation of the free conduction electrons induced by an
interacting electromagnetic field. This has made them to be
detected by spectral methods which have been discussed ear-
lier. These resonances are also designated as surface plas-
mons. There have been many attempts to prepare Au-Ag sys-
tems using various reducing agents, obtaining different sized
nanoparticles [478–483]. It is generally seen that when the
reduced Au and Ag exist as separate entities, they possess
two plasmon bands corresponding to each metal based on
the Mie theory [484] which is widely applicable to explain the
experimental results. These distinct bands get changed to a
single absorption band upon alloying [478, 485, 486], which
happens rapidly under reaction conditions.

An effective method for manipulating the semiconductor
nanoparticles is impurity doping. Addition of, for example,
Mn2+ to bulk semiconductors imparts unusual giant Zee-
man, Faraday rotation, and magnetic polaron effects that
characterize this class of materials [487]. Nanostructured
magnetic materials also have received considerable atten-
tion for their fascinating applications in both mechanical
and biomedical sciences. When magnetic nanoparticles are
agglomerated in dense systems as granular films, the mag-
netic properties largely differ from those of both the indi-
vidual particles and the bulk material. Thus, in order to
understand the collective behavior of the two-dimensional
and three-dimensional assemblies of magnetic nanocrystals,

models have been developed [285]. It has been quite clearly
demonstrated that nanocrystals having a low size distribu-
tion are able to self-organize in a very-large-scale hexag-
onal network. On increasing these nanocrystal concentra-
tions, 3D superlattices are obtained. Clarity over this issue
can be had from the work which envisages control over the
melting and optical properties of gold nanoparticle linked
to DNA which has been studied in great detail by Mirkin,
Schatz, and co-workers [488, 489].

Understanding the properties of protected colloids is not
easy, as the protective groups change the electronic states
of those metal atoms which are linked with the protec-
tive molecules. The protected nanoparticles will therefore
not have the same properties as those without protection.
This has been evidenced clearly in a few instances [65,
490–493]. The electronic behavior of Au55 clusters stabi-
lized by [P(C6H5�3]12Cl6 was analyzed by scanning tunneling
microscopy. The arene rings of the ligand molecules could
be imaged at 7 K. During spectral investigations, the dis-
crete energy levels with an average spacing of 170 emV were
attributed to Au55 core [494]. Aromaticity of Au5Zn+ clusters
involving only � orbitals has been demonstrated. The con-
tention here is aromaticity is not restricted to organic com-
pounds even M2−

4 (Al, Ga, and In) has two delocalized �
electrons satisfying the 4n+ 2 electron counting rule. Of the
three low-energy confirmers, a triangular structure with Zn
atom located on a side of the triangle was the best fit. The
formation of Au5Zn+ was evidenced by cationic photofrag-
mentation mass spectroscopy [495]. The determination of
particle size, and compositional studies by XRD for crystal-
lites are the subject matter of all the scientific study done
on nanoparticle synthesis and can be had from any of the
references listed at the end of this chapter.

5. APPLICATIONS IN CATALYSIS

5.1. “Quasi-Homogeneous” Reactions

Lipophilic or hydrophilic nanostructured metal colloids dis-
solved in the form of organosols or hydrosols can serve
as catalysts either in organic solution or in the aqueous
phase. Schmid [70] has called these quasi-homogeneous
catalytic reactions, which include solvated metal atom dis-
persions (SMAD) [26] “heterogeneous catalysis in solu-
tion.” Rhodium hydrosols dissolved in water were proved
to be effective as hydrogenation catalysts in two-phase
systems where the olefin is in the organic phase [496].
Solutions of Moiseev’s giant Pd colloids [79–84] were
shown to catalyze a number of reactions in the “quasi-
homogeneous” phase, namely oxidative acetoxylation reac-
tions [79], the oxidative carbonylation of phenol to diphenyl
carbonate [84], the hydrogen-transfer reduction of multi-
ple bonds by formic acid [497], the reduction of nitriles
and nitroarenes, and the acetal formation [498] with
high turnover frequencies and significant lifetimes (see
[11]). Anion ligands-preserved cationic giant Pd clusters
were prepared and used for catalyzing oxidative acetoxy-
lation of toluene in the presence of molecular oxygen
[499]. Finke has reported remarkable catalytic lifetimes
for the polyoxoanion- and tetrabutylammonium-stabilized
transition-metal nanoclusters [137–141]. For example, in the
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catalytic hydrogenation of cyclohexene, a common test for
structure-insensitive reactions, the Ir(0) nanocluster [34]
showed up to 18,000 total turnovers with turnover fre-
quencies of 3200 h−1 [500]. As many as 190,000 turnovers
were reported in the case of the Rh(0) analogue reported
recently [501]. These results are quite unprecedented. Obvi-
ously, the polyoxoanion component prevents the precious
metal nanoparticles from aggregating so that the active met-
als exhibit a high surface area [501]. A review [7] com-
pares this new approach with the catalytic properties of
other nanometallic systems active in “quasi-homogeneous”
phase. The formation of olefins from aldehydes and ketones
via McMurry-type coupling reactions were reported when
nanostructured Ti colloids (3 nm) stabilized by Bu4NBr
were used [502]. THF-protected Ti13 nanoclusters [91] were
found to hydrogenate Ti and Zr sponges in the “quasi-
homogeneous” phase [503, 504]. The enantioselective hydro-
genation of ethylpyruvate in HOAc/MeOH solution was
performed using cinchonidine-stabilized Pt colloids [344].
Heck and Suzuki C-C–bond coupling reactions were cat-
alyzed with NR+

4 X
−-stabilized Pd and Pd/Ni colloids in

dimethylacetamide. The same reactions have been observed
when solvent-stabilized Pd particles in propylene carbonate
were applied as the catalyst [93, 505, 506]. Nanosized Pd
colloids generated in-situ by reduction of Pd(II) to Pd(0)
are involved in the catalysis of phosphine-free Heck and
Suzuki reactions [507]. Hexagonal or quasi-two-dimensional
Pd nanoparticles (hcp structure, 53 nm) encapsulated in
graphite have also been tested as catalysts for the Heck reac-
tion. Microphotographs confirmed that the nanoparticles
are located between the spacing layers of graphite. The
catalyst is very stable: Although no strong interaction is
present between the nanoparticles and the carbon lattice,
the particles cannot be washed out and they are still found
inside the carbon lattice after the Heck reaction [508]. The
[3 + 2] cycloaddition of methylenecyclopropane to methy-
lacrylate is effectively catalyzed by nanostructured nickel
colloids (2.5 nm) in solution [509]. The liquid-phase hydro-
genation of isomeric undecenoic acids has been demon-
strated to be catalyzed selectively by Pt colloids encapsulated
in polymerized micelles [510]. Metal colloids stabilized by
amphiphilic block copolymers were used as efficient cata-
lysts in the “quasi-homogeneous” phase [511–514]. A gener-
ally applicable synthesis of metal colloids in microemulsions,
in particular, of nanostructured noble metals in amphiphilic
block copolymers, has been worked out by Antonietti and
co-workers [511, 512]. Micelles in which nanosized metals
are incorporated are very stable; they undergo no signif-
icant change of the colloidal properties such as size and
polydispersity and consequently are effective hydrogenation
catalysts. The morphology of the metal core can be var-
ied between a “cherry” type and a “raspberry” type archi-
tecture depending on the strength of the reducing agent.
Block copolymer-stabilized Pd-“raspberry” colloids have an
extraordinary high metal surface and no additional sup-
port is needed for catalytic applications in solution. This
type of colloid catalyst combines the advantages of homo-
geneous and heterogeneous catalysis; that is, the high selec-
tivity and reactivity of homogeneous hydrogenation catalysts
are coupled with the long-term stability of the heteroge-
neous systems. Nanostructured metal colloids stabilized with

synthetic polymers [515–519] may be regarded as artificial
enzyme models. The interaction between the “polymeric
fields” and the reactive substrates determines the selectiv-
ity of the colloidal nanometal catalysts. Coordinating poly-
mers such as poly(N-vinyl-2-pyrrolidone) have been shown
to protect nanostructured metal particles that have an aver-
age diameter of ca. 1–3 nm and a narrow size distribu-
tion. The resulting materials are effective catalysts for olefin
hydrogenation [516], nitrile hydration [517], photoinduced
electron transfer [518], and Suzuki reactions [126]. The appli-
cation of dendrimer-encapsulated Pd nanoparticles to flu-
orous phase-soluble catalysts has been described recently
[519]. The scope of ligand-stabilized transition-metal nano-
particles in catalysis was recently summarized by Schmid
et al. [74, 520]. A very recent review on the catalytic activ-
ity of various soluble transition-metal nanoclusters as arene
hydrogenation catalysts has been critically reviewed [521].
This work on the hydrogenation catalysts describes compre-
hensively 18 prominent catalyst systems from the literature,
highlighting their synthesis and catalytic application.

5.2. Heterogeneous Reactions

Heterogeneous catalysts are readily obtained when pre-
prepared nanometal colloids are deposited on supports [2].
The so-called “precursor concept” for manufacture of het-
erogeneous metal colloid catalysts was developed on this
basis in the 1990s [6, 7, 9, 15, 95–97]. As a result, so-called
egg-shell catalysts were obtained which contain the active
metal particles as a thin layer (<250 nm) on the surface of
the support. Metal colloid catalysts of this type have success-
fully been applied to hydrogenate C,C double bonds, organic
carbonyl groups, unsaturated C,N bonds, and to reduce N,O
bonds [522]. An obvious advantage of the precursor concept
over the conventional salt-impregnation method is that both
the size and the composition of the colloidal metal precur-
sors may be tailored independently of the support. Further,
the metal particle surface may be modified by lipophilic or
hydrophilic protective shells and coated by intermediate lay-
ers, for example, of oxide. The modification of the precursor
by dopants is also possible. The catalyst is manufactured by
dipping the supports into organic or aqueous media contain-
ing the dispersed precursor at ambient temperature to adsorb
the pre-prepared particles. This has been demonstrated for
supports such as charcoal, various oxidic support materials,
and even low-surface materials such as quartz, sapphire, and
highly oriented pyrolitic graphite (HOPG). No subsequent
calcination is required (see Fig. 12). The feasibility of prepar-
ing catalysts in this way for industrial purposes has been
demonstrated by Degussa.

A combination of AFM, STM, and XPS [523, 524] has
revealed the interaction of platinum hydrosols with oxide
(sapphire, quartz) and graphite single-crystal substrates. The
metal core is immediately adsorbed onto the support surface
when dipped into aqueous Pt colloid solutions at 20 �C. The
carpet-like coat formed over the particles by the protecting
shell and the support surface cannot be removed from the
particle surface even by intense washing with solvent. The
organic protecting shell decomposes on annealing at 280 �C
and above in UHV. The thermal degradation can be mon-
itored by XPS up to 800 �C and by STM. It was shown
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Figure 12. The precursor concept. Adapted with permission from [7],
H. Bönnemann et al., J. Organomet. Chem. 520, 143 (1996). © 1996,
Elsevier Science.

that the Pt particles remain virtually unchanged at up to
ca. 800 �C. Sintering processes are observed only above this
temperature. Reetz et al. have used N(octyl)4Br-stabilized
Pd colloids (typical size, e.g., 3 nm) as precursors to form
so-called “cortex catalyst,” where the active metal forms an
extremely fine shell of less than 10 nm on the supports
(e.g., Al2O3� [525]. Within the first 1–4 s, the impregnation
of Al2O3 pellets by dispersed nanostructured metal colloids
leads to the time-dependent penetration of the support which
is complete after 10 s.

“Cortex catalysts” were reported to show a threefold
higher activity in olefin hydrogenation than convention-
ally prepared catalysts of the same metal loading (5%
Pd on Al2O3�. Schmid [70] has described phosphine-
stabilized Rh55 nanoclusters, namely Rh55[P(t-Bu)3]12Cl20
and Rh55[PPh3]12Cl20, deposited on TiO2. These systems
were used to catalyze the heterogeneous hydroformylation of
propene with high turnover numbers giving equal amounts
of n- and i-butanal. The observed turnover frequencies are
higher than seen with homogeneous complex catalysts but
the selectivity was found to be too low for practical appli-
cations. In the butyronitrile hydrogenation test, the activity
of surfactant-stabilized colloidal rhodium (5 wt % on char-
coal) was found to surpass that of conventional salt impreg-
nation catalysts of the same metal loading. The addition of
0.2% of colloidal Ti(0) to the supported noble metal [89]
resulted in a significant enhancement in activity [7] (see
Fig. 13).

The “dopants” are not restricted only to transition met-
als. The hydrogenation of acrylic acid can be promoted
significantly by the addition of neodymium ions onto the
palladium particles [526]. The selective transformation of
3,4-dichloronitrobenzene to the corresponding aniline has
been selected to test pre-prepared Pt hydrosols as heteroge-
neous catalyst precursors (see Fig. 14) [527].

In batch and continuous tests, the performance of the
colloidal catalyst system was evaluated and compared to
conventional Pt/C systems. In summary, the potential of
the colloidal heterogeneous catalyst lies in the possibil-
ity of tailoring the properties for specific applications by
the addition of special dopants or “poisons” (such as sul-
fur). Further “fine tuning” of the complex process shown
in Figure 14 has been achieved by using the synergistic
effect of bimetallic precursors (e.g., Pt/Cu). The influence
of metal ions on the hydrogenation of o-chloronitrobenzene
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Figure 13. Activity of conventional and colloidal Rh/C catalysts, even-
tually doped with 2% colloidal Ti(0), compared in the butyronitrile
hydrogenation test (2d). Adapted with permission from [15], H. Bön-
nemann and W. Brijoux, in “Advanced Catalysts and Nanostructured
Materials” (W. Moser, Ed.), Chap. 7, p. 165. Academic Press, San
Diego, 1996. © 1996, Elsevier Science.

over platinum colloids, and the effect of metal complexes
on the catalytic performance of metal clusters have also
been investigated [528–530]. It was found that the catalytic
properties of platinum clusters for the hydrogenation of
o-chloronitrobenzene to o-chloroaniline are very sensitive to
the metallic cations added. When Ni2+ ions were used as
the modifier, the activity and selectivity were enhanced. The
selectivity for o-chloroaniline jumped from 44.7% to 66.3%
while the activity of the catalyst was nearly doubled. The
maximum activity and selectivity (82.9%) to o-chloroaniline
was obtained at a molar ratio of Ni2+ to Pt of 8:1 [528].
The “doping effect” of additional metal complexes on the
activity and selectivity of platinum clusters in the homoge-
neous liquid-phase hydrogenation of cinnamaldehyde was
studied by the same authors [530]. The conversion was pro-
moted from 65.5% to 78.0% using Na3FeF6 as the additive,
while the selective formation of cinnamic alcohol increased
from 17.7% to 75.0%. The addition of Ni(bipy)3Cl2 to the
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Figure 14. Reaction scheme for the hydrogenation of 3,4-dichloro-
nitrobenzene.
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colloidal platinum catalyst raised the conversion to 82.1%,
while the selectivity towards hydrocinnamaldehyde was as
high as 97.3%. In the hydrogenation of cinnamic acid to
cinnamic alcohol, the selectivity can be varied by dop-
ing Rh colloid catalysts with Sn. A selectivity of 86% is
achieved with a colloidal Rh/Sn (Rh:Sn = 1.5:1) catalyst on
carbon [15]. Copper-catalyzed Suzuki cross-coupling reac-
tions using mixed nanocluster catalysts have been studied
recently. Copper-based catalysts were shown to be effective
as reagents which can present an inexpensive and environ-
mentally friendly alternate to noble metal catalysts. Remark-
ably, the stabilizing surfactant was shown to modify the col-
loidal metal surface and hence the catalytic properties [527].
Hanaoka et al. [531] have reported the selective photo-
catalytic transfer of hydrogen to 1,5-cyclooctadiene with a
light transition-metal modified rhodium colloid catalyst. Bulk
industrial processes often rely on alloy-like bimetallic cata-
lysts [532–535]. Here, nanostructured bimetallic colloid cat-
alysts have opened the possibility of differential studies on
the mutual influence of two different metals on the catalytic
properties. The controlled co-reduction of two different
metal ions has made bimetallic colloids readily accessible [6,
7, 15, 42–45, 76, 98–105, 535]. The structural characterization
and some catalytic aspects of bimetallic colloids have been
reviewed recently [10]. The successive reduction of mixed
metal ions allows the homogeneous structure of bimetallic
particles to be altered to colloidal particles having compo-
sition gradients from the core to the shell [516, 536–539].
Truly layered particles consisting of, for example, a gold core
plated by palladium or vice versa [76], have also been synthe-
sized. Bimetallic particles having a gradient metal distribu-
tion or a layered structure are most interesting for catalytic
applications. In the catalytic hydrogenation of crotonic acid
to butanoic acid, a clear synergistic effect of Pt and Rh [6]
was observed when bimetallic colloidal precursors (Pt20Rh80�
have a gradient core/shell structure with an increase in the
Rh concentration from the core towards the surface of the
particle [536] (see Fig. 15). Toshima has discussed a similar
effect in the partial hydrogenation of 1,3-cyclooctadiene with
Pt80Pd20 and Pd80Au20 colloid catalysts [10].
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The difference between the electronegativities of Pd and
Au together with the combination of the partially filled d
band of Pd and the completely filled d band of Au result in
a novel electronic structure. This may be the reason for the
catalytic behavior of gold-palladium alloys [540–549]. Fasci-
nating prospects for the design of new catalysts have been
opened up using bimetallic particles with layered structures.
First principles-based density functional methods and theo-
retical models have been used to investigate the reactivity
of different RhCu alloys towards molecular hydrogen dis-
sociation [550]. Schmid and Peschel [76] have applied the
classical seed growth method [551] to synthesize layered
bimetallic Au/Pd and Pd/Au colloids in the size range of
20 to 56 nm. The sequential reduction of gold salts and
palladium salts with sodium citrate allows the gold core to
be coated with Pd. The layered bimetallic colloid is stabi-
lized by trisulfonated triphenylphosphane and sodium sul-
fanilate. More than 90% metal can be isolated in the solid
state. The redispersion in water is possible in high concen-
tration. Au/Pd and Pd/Au systems on a TiO2 support have
been used in stabilized and nonstabilized forms as heteroge-
neous catalysts for the hydrogenation of hex-2-yne to cis-hex-
2-ene. Both the palladium-plated gold seeds and the gold-
plated palladium particles showed considerably increased
activities compared with the pure metals. The protecting lig-
and shell enhances the lifetime of the ligand-stabilized col-
loid catalysts considerably. The influence of the electroneg-
ativity difference between Au and Pd on the activity and
selectivity of the hydrosilylation reaction [552] on colloidal
Pt surfaces [150, 151] was carefully investigated. In essence,
the results demonstrate that the activity, selectivity, and the
lifetime of metal colloid catalysts may be optimized by a
defined variation of the core/shell composition in bimetallic
precursor.

Residues of the stabilizing agents which are still present at
the surface of the colloidal metal precursors (1 and 5 wt %
metal loading on charcoal, glassy carbon, zeolites, TiO2,
Al2O3, CaCO3, SiO2, single-crystal oxides, or HOPG) may
act as effective catalyst modifiers which control the selectiv-
ity and durability of heterogeneous colloid catalysts. Ligands
such as phosphines or phenanthrolines [75], surfactants of
various types [7, 15] or organic “envelopes” such as poly-
mers [510, 553, 554] were found to control the regio- and
enantioselectivity of heterogeneous metal colloid catalysts.
In case of the semi-hydrogenation of hex-2-yne to cis-hex-2-
ene, Schmid has found that even subtle changes in the chain
length of the substituents of the alkyl-substituted phenan-
throlines used as colloid stabilizers alter the regioselectiv-
ity significantly [555]. Seven- and eight-shell palladium clus-
ters on TiO2, protected by phenanthroline, catalyze the semi-
hydrogenation of hex-2-yne to cis-hex-2-ene with 93% cis-
hex-2-ene selectivity. With the 3-n-decyl phenanthroline as
the stabilizer, a similar selectivity resulted.

On substitution of the phenanthroline with n-butyl or
n-heptyl groups, however, the activity drops dramatically and
the consecutive isomerization or total hydrogenation of the
cis-hex-2-ene is completely suppressed. Geometric, that is,
steric, reasons were claimed to explain the strong influence
on the selectivity and this has been illustrated by further



798 Chemical Synthesis of Nanoparticles

examples. A surfactant was found to control the selectiv-
ity in the cis-selective partial hydrogenation of 3-hexyn-1-ol,
giving leaf alcohol, which is a valuable fragrance (Eq. (14))
[556]:

HO
HO HO HO

++
Pd

H2 (14)

The performance in this reaction (Eq. (14)) of het-
erogeneous Pd colloid catalysts on CaCO3 modified by
a number of surfactants was compared with conventional
Pd/C and Lindlar catalysts under optimized reaction con-
ditions. The selectivity was found to depend on the sup-
port and various promoters. The highest activity and
the best selectivity (98.1%) towards the desired cis-3-
hexen-1-ol was found when employing a lead-acetate-
promoted palladium colloid on CaCO3 modified by
the zwitterionic surfactant sulfobetaine-12 (N,N-dimethyl-
dodecylammoniopropanesulfonate). Chemisorption mea-
surements have shown that residual amounts of the
surfactant are still present on the surface of the immobilized
particles. This colloid catalyst was twice as active as a
conventional Lindlar catalyst, and surpassed its selectivity
by 0.5%. The contact of heterogenized metal colloid sur-
faces with substrates in aqueous media is improved when
hydrophilic protecting shells are present. For example, a
hydrophilic ruthenium colloid catalyst on lanthanium oxide
was shown to convert benzene into cyclohexene with 59%
selectivity at 50% benzene conversion when suspended in
an aqueous solution of sodium hydroxide [557]. Chiral
molecules on the surface of the metal colloid can induce
enantioselectivity control. Following this concept, a new
type of enantioselective platinum sol catalyst stabilized by
the alkaloid dihydrocinchonidine was designed (see Fig. 16)
[344, 558].

The colloidal catalysts have been prepared in different
particle sizes by the reduction of platinum tetrachloride
with formic acid in the presence of different amounts of
alkaloid. Optical yields of 75–80% ee were obtained in
the hydrogenation of ethyl pyruvate with chirally modified
Pt sols (Eq. (15)). The catalysts were demonstrated to be
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Figure 16. Enantioselective hydrogenation of ethyl pyruvate using
dihydrocinchonidine-stabilized Pt colloids. Adapted with permission
from [15], H. Bönnemann and W. Brijoux, in “Advanced Catalysts and
Nanostructured Materials” (W. Moser, Ed.), Chap. 7, p. 165. Academic
Press, San Diego, 1996. © 1996, Elsevier Science.

structure insensitive since turnover frequencies (ca. 1 sec−1)
and enantiomeric excess are independent of the particle size:
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(15)

In order to evaluate the catalytic characteristics of colloidal
platinum, the efficiency of Pt nanoparticles in the “quasi-
homogeneous” reaction shown in Eq. (15) was compared
with that of supported colloids of the same charge and of
a conventional heterogeneous platinum catalyst. The “quasi-
homogeneous” colloidal system surpassed the conventional
catalyst in turnover frequency by a factor of 3 [558]. Köh-
ler and Bradley [559, 560] and Liu and co-workers [561, 562]
have studied the enantioselectivity of the reaction (Eq. (15))
in the presence of polyvinylpyrrolidone as the stabilizer. In
addition, Köhler and Bradley [559] have observed that the
presence of HCl in as-prepared Pt sols modified by cinchona
alkaloids has a marked effect on rate and reproducibility. The
performance of the catalysts was improved in both repro-
ducibility and rate by the removal of HCl by dialysis. These
“purified” colloidal catalysts can be used as reliable test sys-
tems to screen chiral modifiers alternative to cinchona alka-
loids and for precise rate studies. In addition, a systematic
variation of the reaction parameters relevant to the catalyst
performance is possible without unwanted side effects. It was
shown that an excess of polyvinylpyrrolidone present on the
colloidal Pt catalyst is irrelevant to the access of modifier
molecules to the colloidal metal surface. However, the poly-
mer may adsorb at the metal surface, reducing the number
of modified surface sites available for the enantioselective
hydrogenation [560]. Nanostructured metal colloids can be
used for the stereoselective and enantioselective transforma-
tion of specific prochiral substrates into valuable fine chem-
icals. The application of a rational ligand-control based on
molecular modelling which has been successful in homoge-
neous metal complex catalysis promises similar results in het-
erogeneous metal colloid catalysis.

Superior lifetimes should be also achieved since it is rea-
sonable to assume on the basis of the chemisorption results
that the “coating” on catalytically active nanometal particles
which is permeable for small molecules such as H2 or O2
effectively prevents the contact of the metal surface with poi-
sons. In fact, the lifetime of the colloid catalysts is consider-
ably longer than of conventional precipitation catalysts. For
example, the activity of a conventional Pd/C catalyst expires
completely in the hydrogenation of cyclooctene to cyclooc-
tane after 38 × 103 catalytic cycles per Pd atom, but the Pd
colloid/C catalyst still shows a residual activity after 96 ×
103 catalytic turnovers [563] (Fig. 17).

Superior catalytic oxidation catalysts were obtained when
surfactant-stabilized Pd-Pt precursors were supported on
charcoal and promoted by bismuth. By comparison with
industrial heterogeneous Pd/Pt catalysts, charcoal-supported
Pd88/Pt12-(Oct)4NCl alloy particles (1.5 to 3 nm) show an
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Figure 17. Durability of colloidal Pd/C catalysts in the cyclooctene
hydrogenation test compared with a conventional Pd/C system. Adapted
with permission from [15], H. Bönnemann and W. Brijoux, in
“Advanced Catalysts and Nanostructured Materials” (W. Moser, Ed.),
Chap. 7, p. 165. Academic Press, San Diego, 1996. © 1996, Elsevier
Science.

excellent activity combined with high selectivity in the glu-
cose oxidation to gluconic acid by molecular oxygen (see
Eq. (16)) [564]:

CHO

HO
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OH
OH

CH2OH
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The greater durability of the colloidal Pd/C catalysts was
also observed in this case. The catalytic activity was found
to have declined much less than a conventionally manufac-
tured Pd/C catalyst after recycling both catalysts 25 times
under similar conditions. Obviously, the lipophilic (Oct)4NCl
surfactant layer prevents the colloid particles from coagu-
lating and being poisoned in the alkaline aqueous reaction
medium. Shape-selective hydrocarbon oxidation catalysts
have been described where active Pt colloid particles are
present exclusively in the pores of ultramicroscopic tung-
sten heteropoly compounds [565]. Phosphine-free Suzuki
and Heck reactions involving iodo-, bromo-, or activated
chloroatoms were performed catalytically with ammonium
salt- or poly(vinylpyrrolidone)-stabilized palladium or palla-
dium nickel colloids (Eq. (17)) [221, 565]:

R1

R2
base

R1

R2
+ HX

Pd catalyst 140 °C
+

X
(17)

(E)-stilbene was the exclusive product of the Pd colloid-
catalyzed Heck arylation of styrene with chlorobenzene.
Recently, a polymer-mediated self-assembly of functional-
ized Pd and SiO2 nanoparticles has been found to be a highly
active catalyst for hydrogenation and Heck coupling reac-
tions [566]. This type of C-C linkage is valuable for the
production of pharmaceutical intermediates and fine chemi-
cals. Turnover frequencies (TOF) of more than 80,000 have
been achieved in the coupling of p-bromobenzaldehyde with
butyl acrylate using poly(vinylpyrrolidone)-stabilized palla-
dium as the catalyst [567]. Reetz has applied colloidal,

water-soluble PtO2 (i.e., a colloidal “Adams catalyst”) in the
immobilized form for the reductive amination of benzalde-
hyde by n-propylamine (Eq. (18)) [323, 324]:

NH2
H2

H
N Ph+ PhCHO

cat.
(18)

The selectivity in favor of the desired monobenzylated prod-
uct was found to be >99% and the immobilized PtO2 was
found to be 4–5 times more active than the commercial
Adams catalysts. In solution or in immobilized form, the
PtO2 colloid is effective in the hydrogenation of carbonyl
compounds or of olefins. Recently, the heterogeneous cat-
alytic amination of aryl bromides by immobilized Pd(0) par-
ticles has been reported [565]. Secondary amines such as
piperidine and diethyl amine are used in the amination of
aryl bromides and the reaction proceeds with good turnover
numbers and regio-control. The catalysts can be reused
repeatedly without loss of activity or selectivity after filtration
from the reaction mixture.

Noble metals nanoparticles have been used as catalysts
for olefin hydrogenation, in C-C coupling reactions includ-
ing Heck and Suzuki coupling reactions. Co nanoparticles
are also being used as heterogenous Pauson–Khand catalysts.
Fabrication of hollow spheres composed of paladium nano-
particles and their application to heterogenous Suzuki reac-
tions have been recently performed [568–570].

A new class of heterogeneous catalyst has emerged from
the incorporation of mono- and bimetallic nanocolloids in
the mesopores of MCM-41 or via the entrapment of pre-
prepared colloidal metal in sol–gel materials [571–573].
Noble metal nanoparticles containing Mex-MCM-41 were
synthesized using surfactant-stabilized palladium, iridium,
and rhodium nanoparticles in the synthesis gel. The mate-
rials were characterized by a number of physical methods
which showed that the nanoparticles were present inside
the pores of MCM-41. They were found to be active cat-
alysts in the hydrogenation of cyclic olefins such as cyclo-
hexene, cyclooctene, cyclododecene, and norbornene [574].
Pre-prepared Pd colloids stabilized via phenanthroline by the
Schmid method [63–78] have successfully been embedded in
MCM-41 mesopores (some are deposited on the external
surface) to give CO oxidation catalysts [571].

A strategy for the entrapment of monodisperse nanometal
colloids, for example, NR4X-stabilized Pd particles, has
been developed by Reetz [572]. The nanosized particles (2
to 3.5 nm) are pre-prepared by electrochemical synthesis
[98–105, 572]. The entrapment in hydrophobic sol–gel mate-
rials occurs via the fluoride-catalyzed hydrolysis of mixtures
of CH3Si(OCH3� and Mg(OC2H5�2. Finally, the stabilizer
is extracted and the “naked” nanometallic particles are left
trapped in the pores. Ultramicrotomic techniques in combi-
nation with shadow casting TEM has confirmed that the Pd
particles are embedded in the oxide matrix and not fixed on
the outer surface. Reetz and Dugal [572] have investigated
the catalytic properties of the new material. By adjusting the
relative amounts of the CH3Si(OCH3�3 and Mg(OC2H5�2
in the gel, they were able to control the hydrophobicity of
the matrix. The catalytic activity and selectivity were tested
by the partial hydrogenation of COD to give cyclooctene;
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it was found that the activity of the new systems is gov-
erned by the specific pore volume and the hydrophobic
properties of the wall. The selectivity for cyclooctene was
93%. The most active of these sol–gel-entrapped Pd cata-
lysts had a considerably higher activity than the commer-
cially available Pd/Al2O3 samples. The preparation of a fully
alloyed Pd-Au colloid of 3.0 nm particle size, by a modi-
fied sol–gel procedure using THF as the solvent, from the
co-reduction of Pd and Au salts with tetraalkyl-ammonium-
triethylhydroborate [6] and its embedding in a silica has
been described [573]. The integrity of the incorporated
Pd-Au alloy particles remained virtually untouched. After
the removal of the protecting surfactant, a mesoporous
texture with a comparatively narrow pore distribution
remained. According to the physical characterization by a
combination of techniques, the SiO2-embedded Pd-Au col-
loid preserves the size and the structural characteristics of
the colloidal metal precursor. Tetraalkyl-substituted Ru in
either silica or zirconia sol–gel matrix has been used for
hydrogenolysis [575]. In a similar fashion, colloidal palladium
supported on silica gel has been conclusively proved to be
involved in the direct reaction of H2 and O2 to give H2O2
[576]. The material exhibits excellent catalytic properties
in selective hydrogenation test reactions. These few exam-
ples show that colloidal bimetallic precursors—embedded in
matrices or deposited on various supports, and promoted by
additives if necessary—may become of practical importance
in heterogeneous catalysis. A recent review describes var-
ious synthetic strategies applied for the synthesis of metal
nanoparticles which can be used as reusable catalysts with
almost all kinds of reactions studied so far. They include
hydrosilylation, oxidation, C-C coupling reactions such as
carbonylation, Heck and Suzuki reactions, hydrogenation,
chemoselective, regioselective, stereo-, and enantioselective
reactions [577].

5.3. Fuel Cell Catalysts

“Fuel cell technology” allows the direct conversion of chem-
ical energy into electricity [578]. The fuel cell is an electro-
chemical reactor where the catalyst systems are an important
component. Among the wide-ranging applications, fuel cells
are best suited for low-emission transport systems, stationary
power stations, and combined heat and power sources. The
classical studies were carried out in the early 1900s and major
innovations and improvements have been achieved over the
last few years. The first “new electric cars” are expected
to roll on the markets around the year 2010, but further
developments are still needed, notably in the catalyst sector.
Hydrogen fuel cell catalysts rely on pure Pt, whereas Pt-alloy
electrocatalysts are applied for the conversion of reformer
gas or methanol into electricity. The active components in
the latter cases are small Pt-containing bi- or trimetallic par-
ticles of 1–3 nm size which scatter X-rays as nearly perfect
“single crystals.” These systems offer improved efficiency and
tolerance against certain contaminations, especially CO in
the anode feed [579–584]. It was clear from patents filed in
the early 1970s that finely particulated colloidal platinum sols
should be the ideal precursors for the manufacture of fuel
cell electrodes [579].

This survey focuses on recent developments in catalysts for
phosphoric acid fuel cells (PAFC), proton exchange mem-
brane fuel cells (PEMFC), and the direct methanol fuel cell
(DMFC). There are six main types of fuel cell described
in literature [585–589]. In PAFC, operating at 160–220 �C,
orthophosphoric acid is used as the electrolyte, the anode
catalyst is Pt, and the cathode can be, for example, Pt/Cr/Co
[585–589]. For this application, a trimetallic colloidal pre-
cursor of the composition Pt50Co30Cr20 (size 3.8 nm) was
prepared by the co-reduction of the corresponding metal
salts [590–592]. From XRD analysis, the trimetallic particles
were found alloyed in an ordered fct structure. The electro-
catalytic performance in a standard half-cell was compared
with an industrial standard catalyst (trimetallic crystallites
of 5.7 nm size) manufactured by co-precipitation and subse-
quent annealing to 900 �C. The advantage of the trimetallic
colloid catalyst lies in its improved durability, which is essen-
tial for PAFC applications. After 22 h it was found that the
potential had decayed by less than 10 mV [593].

PEM fuel cells use a solid proton-conducting polymer as
the electrolyte at 50–125 �C. The cathode catalyst is based
on Pt alone, but because of the required tolerance to CO,
a combination of Pt and Ru is preferred for the anode
[579–584]. Colloidal Pt/Ru catalysts are currently under
widespread investigation for low-temperature (80 �C) poly-
mer membrane fuel cells [593–595]. These have also been
proposed for use in the DMFC or in PEMFC which are
fed with CO-contaminated hydrogen produced in on-board
methanol reformers. The ultimate dispersion state of the
metals is essential for CO-tolerant PEMFC, and truly alloyed
Pt/Ru colloid particles of less than 2 nm size seem to fulfill
these requirements [17, 18, 20, 579, 581, 596–603]. Alterna-
tively, bimetallic Pt/Ru PEM catalysts have been developed
for the same purpose, where nonalloyed Pt nanoparticles
<2 nm and Ru particles <1 nm are dispersed on the car-
bon support [581]. From the results it can be concluded
that a Pt/Ru interface is essential for the CO tolerance of
the catalyst regardless of whether the precious metals are
alloyed. For the manufacture of DMFC catalysts, in con-
trast, Pt/Ru nanopowders of 3–5 nm size or thin films are
used as the precursors [582–584]. For the electrocatalytic
methanol oxidation, a Pt metal or a Pt metal alloy cata-
lyst has been developed where a Ru phthalocyanine complex
is added as a dopant to reinforce the catalytic effect sub-
stantially [592]. For comparison, the electrocatalytic activity
was compared to that of a bimetallic Pt50/Ru50-N(Oct4�Cl
colloid prepared by the salt co-reduction method [6, 95–
97] toward the oxidation of CO and a CO/H2 gas mixture
(simulated reformer gas) [17]. According to high-resolution
transmission electron microscopy, the mean particle diam-
eter was 1.7 nm. Alloyed state of the particles was verified
by point-resolved energy-dispersive X-ray (EDX) analysis.
CO tolerance and direct methanol oxidation on Pt3Mo/C
have been investigated in PEM fuel cell conditions. This cat-
alyst has shown threefold enhancement for the CO toler-
ance, while for methanol oxidation no such enhancement was
seen. It is also emphasized that the mechanism involved in
CO oxidation is different from the conventional Pt-Ru cat-
alysts. While ruthenium gets converted into its oxide that
helps in the oxidation of CO, Mo oxide surface shows no
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affinity for CO providing a pathway of easy oxidation at lower
overpotentials [601].

Glassy carbon-supported Pt50/Ru50-N(Oct4�Cl colloids
were examined by CO-stripping voltammetry and the data
were found to be essentially identical with those found in
well-characterized bulk alloy electrodes. In a rotating disk
electrode, the activity of the colloid toward the continu-
ous oxidation of 2% CO in H2 was determined at 25 �C
in 0.5 M H2SO4, and the results led to the conclusion that
these Pt/Ru colloids are very suitable precursors for high-
surface-area fuel cell catalysts [20]. Structural information
on the precursor was obtained by in-situ XRD via Debye
function analysis. In addition, the XANES data support
the bimetallic character of the particles. In-situ XRD has
revealed the catalytic function of the alloyed Ru in the CO
oxidation: surface oxide species are formed on the Ru sur-
face at 280 �C which slowly coalesce to RuO2 particles. After
re-reduction the catalyst shows a pure hcp ruthenium phase
and larger platinum-enriched alloy particles [604]. Scanning
probe microscopy (SPM) has been applied in order to char-
acterize the real-space morphology of the electrode surfaces
of supported nanostructured metal colloids on the nano-
meter scale [605]. Colloidal Pt50/Ru50 precursors (<2 nm)
raise the tolerance to CO, allowing higher CO concentra-
tions in the H2 feed of a PEMFC without a significant drop
in performance [18–20]. A selective Pt/Mo oxidation cata-
lyst for the oxidation of H2 in the presence of CO in fuel
cells comprises PtxMoy particles, where x is 0.5–0.9 and y is
0.5–0.1 [606]. The colloid method was found to be a highly
suitable exploratory approach to finding improved formula-
tions for binary and ternary anode electrocatalysts. The met-
als used include Pt, Ru, W, Mo, and Sn [19]. The combi-
natorial screening method has successfully been applied to
electrocatalysts [607], and it is an obvious step to include col-
loids in these experiments. As an alternative to the reductive
metal colloid synthesis, the so-called “metal oxide concept”
was developed which allows the fabrication of binary and
ternary colloidal metal oxides as electrocatalyst precursors
(Eq. (19)) [323–325]:

PtCl4 +RuCl3
H2O/base−−−−−−→
stabilizer

PtRuOx colloid (19)

There are many recent reports of Pt-Ru being prepared
by different methods and supported on different carbon
supports to check their catalytic activity [608–613]. Col-
loidal Pt/RuOx (1�5± 0�4 nm) stabilized by a surfactant was
prepared by co-hydrolysis of PtCl4 and RuCl3 under basic
conditions. The Pt:Ru ratio in the colloids can be varied
between 1:4 and 4:1 by variation of the stoichiometry of the
transition-metal salts. The corresponding zerovalent metal
colloids are obtained by the subsequent application of H2
to the colloidal Pt/Ru oxides (optionally in the immobilized
form). Additional metals have been included in the “metal
oxide concept” (Eq. (17)) in order to prepare binary and
ternary mixed metal oxides in the colloidal form. Pt/Ru/WOx

is regarded as a good precatalyst especially for the applica-
tion in DMFCs. Main group elements such as Al have been
included in multimetallic alloy systems in order to improve
the durability of fuel cell catalysts. Pt3AlC0�5 alloyed with
Cr, Mo, or W particles of 4–7 nm size has been prepared

by sequential precipitation on conductant carbon supports
such as highly disperse Vulcan XC72® [614]. Alternatively,
colloidal precursors composed of Pt/Ru/Al allow the manu-
facture of multimetallic fuel cell catalysts (1–2 nm) having a
metal loading of >20%.

The colloidal Pt/Ru/Al precursor is pre-prepared via the
organoaluminum route. In the absence of stabilizers, the
co-reduction of organic Pt and Ru salts using Al(CH3�3
gives halogen-free, multimetallic Pt colloids, for example,
Pt50Ru50/Al (size 1�2 ± 0�3 nm). When the stoichiometric
ratio of the metal salts is changed, the ratio of Pt to the
second metal in the colloid can be adjusted. The addition
of alcohols or suitable surfactants allows the dispersivity
of the colloidal precursor in organic media or water to be
tailored without affecting the particle size. In the second
step, the Pt/Ru/Al colloid is adsorbed on high-surface-area
carbon by treatment at 40 �C for 24 h. In the third step
(conditioning), the dried Pt/Ru/Al Vulcan catalyst powders
are exposed to O2 and H2 for 30 minutes each at 250–
300 �C to remove the surfactants completely. The particle
size of the Pt/Ru/Al colloid adsorbed on the support was
found to be virtually untouched (1�3 ± 0�4 nm) and after
the thermal treatment only a moderate growth was deter-
mined (1�5±0�4 nm). The aluminum was found to be present
on the Pt/Ru surface in an oxidized form. This accounts
for the size-stabilization observed in the Pt/Ru particles and
for the improved durability of the resulting electrocatalysts.
Recently, a fuel cell for generating electric power from a
liquid organic fuel (“synfuel”) was described. It comprises
a solid electrolyte membrane directly supporting the anode
and cathode layers which contain 7–10% Pt and Ru, 70–80%
of perfluorovinyl ether sulfonic acid, and 15–20% polyte-
trafluoroethylene [599]. In conclusion, nanostructured metal
colloids are very promising precursors for manufacturing
multimetallic fuel cell catalysts that are truly nanosized (i.e.,
<2 nm) and have high metal loadings (20 wt % of metal).

6. APPLICATIONS
IN MATERIALS SCIENCE

Metal nanoparticles and their assemblies are expected to
have numerous applications in materials science. They
should exhibit a range of physical and chemical properties
that are promising for potential application in a new gener-
ation of optical, electronic, chemical, and biological devices.
Quantum size effects are related to the “dimensionality” of
a system in the nanometer range. “Zero-dimensional” metal
particles might still comprise hundreds of atoms. The dif-
ferences between the material properties of nanosized par-
ticle structures and the bulk material stem from the loss
of characteristic magnetic domain size, and from the parti-
cle sizes relative to the scattering length of conduction elec-
trons and the de Broglie wavelength of the electron. Size
reduction may even cause changes in the melting point. One-
dimensional nanoparticle arrangements (cluster wires) are
of potential practical interest as semiconducting nanopaths
for applications in nanoelectronics. One-dimensional par-
ticle arrangements may be induced through host tem-
plates. Using vacuum or electrophoretic methods Schmid
and co-workers [615–617] were able to fill the parallel chan-
nels of nanoporous alumina membranes with chains/rows
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of 1.4-nm gold particles giving one-dimensional “quantum
wires” consisting of insulated 20–100 Au55 clusters in a heli-
cal array. The diameter of the nanowire could be controlled
by varying the pore size. Interestingly, 1.4-nm Au parti-
cles were found to arrange themselves into a linear row
when attached to single stranded DNA oligonucleotide [618].
Driven by the technological significance associated with such
architectures, the fabrication of ordered two-dimensional
nanoparticle arrays has successfully been achieved by several
research groups. Their work was recently reviewed [619, 620].
Planar arrays of uniform metal nanoparticles would allow the
design of new “supercomputers” having a superior data stor-
age capacity. Langmuir–Blodgett films of nanometal systems
have frequently been studied in this respect. Starting with
nanoparticles of defined nuclearity, 2D lattices of thiolized
Au55, Pd561, and Pd1415 have been made [619]. Recently, the
first successful preparation of 2D hexagonal and cubic lat-
tices of Au55 nanoparticles by self-assembly on polymer films
was reported. Simply dipping polyethylenimine-modified sur-
faces into aqueous solutions of acid-functionalized Au55 clus-
ter was shown to generate Au55 monolayers [330]. A report
on the molecular organization with special emphasis on the
Langmuir–Blodgett and molecular self-assembly emphasizes
the need for heterogenizing the homogeneous catalysts in
achieving activity, selectivity, and recovery and recycling abil-
ity [621].

The interactions between the nanoparticles and the sur-
face are obviously strong enough to prevent mechanical
removal. Whereas the hexagonal form shown is normal for
an ordered monolayer, the cubic orientation is unprece-
dented. Most of the work published on organized nanometal
structures centers on gold particles and sulfur-containing
groups in various ligands [622–627]. Water-soluble gold
particles functionalized with a monolayer of 11-thioacetate-
undecanol-derivatized neoglycoconjugates of two biologi-
cally significant oligosaccharides have been prepared [628],
following a general method of in-situ functionalization
synthesis of nanoparticles and monolayer-protected gold
colloids [629].

Schiffrin and co-workers have achieved the self-organiza-
tion of nanosized gold particles using NR+

4 X
− surfactants

[630]. Ramos et al. have recently reported surfactant-
mediated two-dimensional crystallization of colloidal crystals
[631]. The use of attractive Coulombic interaction between
colloidal structures and surfactant structures offers a poten-
tial new route to self-assembly of ordered colloidal struc-
tures. Nanostructured palladium clusters, stabilized by a
monomolecular coat of tetraalkylammonium halide surfac-
tants, self-assemble on carbon surfaces in an ordered manner
resulting in a hcp structure [632].

The self-organization of magnetic nanosized cobalt par-
ticles was studied by the group of Pileni [633, 634].
A comparison of the magnetic properties of deposited cobalt
nanoparticles with those dispersed in a solvent indicates a
collective flip of magnetization of adjacent particles when
they are self-assembled. Additionally, Pileni and co-workers
have recently published a number of articles concerning the
self-assembly of nanoparticles and have developed numer-
ous methods for the manipulation of these systems [635–
637]. Marzan and Mulvaney have described in a recent
review two-dimensional and three-dimensional assemblies of

metal-core-silica-shell nanoparticles [638]. A feature article
by Balazs et al. [639] outlines how solid additives can be
used to tailor the morphology of binary mixtures contain-
ing nanoscopic particles and thereby control the macroscopic
properties (e.g., the mechanical integrity) of composites. In
addition, computer-aided design has been employed to estab-
lish how self-assembled nanostructures can be induced to
form arbitrary functional designs on surfaces [640]. Bifunc-
tional spacer molecules such as diamines have been tried to
link nanoparticles three-dimensionally [641]. The multilayer
deposition of particle arrays on gold has been successfully
achieved via the sequential adsorption of dithiol and near
monodisperse nanometal or CdS particles [370].

Several monometal-, bimetal-, and plurimetal-semicon-
ductor superlattices have been prepared by dipping a gold
substrate into the respective solutions with intermediate
steps involving washing and drying [642]. The stepwise three-
dimensional assembly of layered gold nanoparticles in porous
silica matrices has also been reported [643]. There are a few
important developments in the self-assembling of gold and
silver nanoparticles with varied applications foreseen [140,
644–658]. The Pileni description on the self-assemblies, their
fabrication, and collective properties is one of the recent
reviews in connection with Co nanoparticles [647]. In one
of the most recent developments, an ambitious goal in the
nanobiosciences has been realized in combining functional-
ity and stability of inorganic nanostructured solids and the
structural variety and self-organizing abilities of the biochem-
ical molecules. Au nanoparticles with a mean diameter 2.2
nm was functionalized and built up to achieve a stable and
specific conjugation with biotin linked to Avidin [659].

The ability of serotonin-labeled CdSe nanocrystals to
interact with antidepressant-sensitive, human, and Droso-
phila serotonin transporters (hSERT, dSERT) expressed in
HeLa and HEK-293 cells has been observed. These find-
ings support further consideration of using ligand-conjugated
nanocrystals as versatile probes for membrane proteins in liv-
ing cells [660]. Refractive index sensors have been developed
by the fabrication of a metal-coated three-dimensionally
ordered macroporous film [661]. A different field of tech-
nological interest stems from the high spin density of
nanostructured magnetic metals of the Fe, Co, Ni series
[662, 663]. Magneto switchable bioelectrocatalysis has been
performed by suitably derivatizing magnetite [664]. THF-
stabilized Mn(0) particles which exhibit superparamagnetism
below 20 K were described as the first example of an anti-
ferromagnetic metal colloid [665]. The superparamagnetic
properties of nanostructured Ni particles have also been
investigated [666]. Cobalt nanoparticles stabilized in block
copolymer micelles can be used as magnetic fluids [667].
Chaudret and co-workers have established the chemistry of
ligand-free ultrafine cobalt particles in a polymer surround-
ing and studied their magnetic properties [668–670]. Mag-
netic cobalt nanoparticles—besides their potential applica-
tions in magneto-optical data storage and fluid magnetic
lubricants—are of special interest in medicine. Three key-
words here are “magnetic separation,” “magnetic drug carri-
ers,” and “magnetic hyperthermia” [671–672]. The targeted
transport of drugs by a magnetic field and the biological
aspects of magnetic fluid technology have been reviewed
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from the medical viewpoint [673, 674], and superparamag-
netic nanoparticles have even been considered for the treat-
ment of AIDS [675]. The growth of cobalt nanoparticles
using wet chemical [6, 247] or electrochemical methods [676–
678] is well established in the literature. An important pre-
requisite for all medical or biological applications, how-
ever, is the long-term protection of the nanosized magnetic
material against water and air. In a first attempt to protect
tetraalkylammonium-stabilized cobalt particles (3 nm) from
corrosion by gold coating their surfaces, a toluene dispersion
was treated with AuCl3 which slowly dissolves and under-
goes a redox reaction at the cobalt(0) surface according to
Eq. (20):

12Co�0�+ 2AuCl3 −→ Co9Au2 + 3CoCl2 (20)

Comparative magnetic susceptibility measurements with the
naked and the gold-plated cobalt particles show that the
magnetic stability of the naked cobalt (50 hr) is increased
to 300 hr after the redox plating of the surface with gold.
However, only an incomplete gold coverage of the cobalt
surface is achieved by this simple method (Eq. (20)). Pro-
tection of the magnetic material is much improved by treat-
ing the cobalt particles with gold halides in the presence of
excess borohydride and an enhanced magnetic stability of
more than 1000 hr is observed. Similarly, using the afore-
mentioned trialkylaluminum method of colloids, Co parti-
cles with considerable stability against oxidation is achieved.
This property is going to be used in preparing magnetic flu-
ids with special properties [263–265]. Information on the fer-
rofluids with their potential application has been elaborated
[679].

New strategies utilizing DNA as a construction mate-
rial for the generation of biometallic nanostructures have
made it possible to develop larger “nanotechnology devices”
(<100 nm) for microelectronic photolithographic applica-
tions. DNA is regarded as a promising construction mate-
rial for the selective positioning of molecular devices because
of its recognition capabilities, physicochemical stability,
and mechanical rigidity. Seeman was the first to propose
DNA for the precise spatial arrangement of 3D networks
[680, 681]. Assemblies of DNA-derivatized gold colloids
were recently prepared via the DNA hybridization-based
self-organization pathway and the resulting defined arrange-
ments of nanometal particles have actual applications in
laser technology [682–692]. As already mentioned, Alivisatos
et al. [618] have obtained defined monoadducts from com-
mercially available 1.4-nm gold clusters where one reactive
maleimido group is attached to every particle. These were
coupled with thiolated 18-mer oligonucleotides in order to
add an individual “codon” sequence. When a single-stranded
DNA template containing complementary codons is added,
a self-assembly of molecules is observed [683, 693] (Fig. 18).
This work has been the subject of recent reviews [393,
693–695].

Niemeyer [393, 694] has reported the coupling of
metal particles bearing a biotin substituent with the
DNA-streptavidin hybrid. The growth of a 12 �m-long,
100-nm-wide conductive silver wire has been achieved using
a DNA molecule stretched between two gold electrodes as

c

a

b

Figure 18. Self-organization of conjugates from gold particles (shaded
spheres) and oligonucleotide codons to supramolecular assemblies by
the addition of a template strand. The derivatization of the oligonu-
cleotides in 3′- or 5′-position allows to control the mode of head-to-
head (a) or head-to-tail (b) homodimers. The trimer (c) is formed
using the complementary sequence in triplicate. Adapted with permis-
sion from [693], C. M. Niemeyer, Angew. Chem. Int. Ed. Engl. 36, 585
(1997). © 1997, VCH.

a template [696]. A recent inclusion in his study is deriving
nanomechanical devices based on DNA [697]. See also [698].

7. CONCLUSION
We have reported the synthetic methods used for the synthe-
sis of nanoparticles and highlighted their potential applica-
tions. It can now be said that during the last few decades an
array of synthetic methodology for the wet chemical prepa-
ration of nanoparticles has been established. Powerful tech-
niques for the detailed analysis of the geometrical and elec-
tronic structures of these materials have also been developed.
It now remains to be seen how practical applications of these
materials, namely, in the fields of catalysis and materials sci-
ence, will grow from these seeds over the next few years.

GLOSSARY
Fuel cell An electrochemical cell that convert the chemical
energy of a fuel and an oxidant to electrical energy.
Hydrosols and organosols Hydrosols are isolable, pro-
tected colloidal particles that can be readily redispersed in
water. If the protecting shell is lipophilic (eg., tetraalkyl-
ammonium), such colloidal particles can be readily redis-
persable in organic solvents and are termed organosols.
Nanostructured metal colloids Isolable metal particles in
the range of 1–50 nm that are prevented from agglomeration
by protecting shells.
Precursor method A very efficient method for the prepa-
ration of active catalyst on a support in an egg-shell form via
their precursor. The protected colloidal metal is loaded onto
a support and the protecting shell is subsequently leached.
Uniform coating of the metal catalyst on the support pre-
vents its agglomeration.
Reductive stabilization A process in which the reductant
is used in combination with the stabilizing agent. Protec-
tive shells for the reduced metals are formed immediately at
the reduction centre in high local concentration and prevent
their aggregation.
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1. INTRODUCTION
Interest in nanoparticle science and technology in the United
States and abroad has experienced resurgence over the last
10 years largely spurred by the Presidential Nanoscience Ini-
tiative that was sponsored by both the Clinton and Bush
administrations and their increased utility in a broad range
of application.

Nanoparticles are typically defined as being less than
100 nm in all three dimensions. More often, they are par-
ticles made to be spherical having diameters on the order
of 10 nm or less. At these length scales, a large fraction
of the particle’s atoms are at or near the surface provid-
ing them with unique properties. In the case of magnetic
nanoparticles, crystal symmetry breaking at the surface has
profound ramifications. For example, in metallic alloys the
surface atoms oxidize quickly, forming oxides that are typi-
cally ferrimagnetic or in some cases antiferromagnetic. If the
metallic alloy is not prone to oxidation, then there typically
exists a magnetic “dead” layer at the surface of the particle.
Atoms in the dead layer do not have enough magnetic neigh-
bors in their first and second coordination sphere to sup-
port long-range ferromagnetism. Alternatively, the surfaces
of magnetic oxide particles often experience bond bending
through surface relaxation. The magnetism in oxide systems
stems from double-exchange and/or superexchange interac-
tions, both of which are very sensitive to the bond angles

that form between cation-anion-cation arrangements. Sur-
face bond-bending in these cases leads to profound changes
in the magnetic interactions, in some instances changing its
behavior from ferromagnetism to antiferromagnetism or to
a spin glass-like behavior. This surface relaxation has been
linked to surface spin canting and spin disorder [1] which
cause anomalously large magnetic anisotropy that requires
very large fields to attain magnetic saturation.

In order to design magnetic nanoparticles for specific
applications, one is challenged by the need to understand
the atomic structure of the particle, surface structure, and its
magnetic structure or spin dynamics. Specifically, for metal-
lic nanoparticles, this includes understanding atomic symme-
try and chemistry of the interior atoms and surface atoms,
as well as the dynamics of both interior and surface spins.
In addition, for the case of oxide nanoparticles, the surface
energy and synthesis methodology may also lead to the stabi-
lization of defects. All of these issues become more difficult
to ascertain as the particle diameter is reduced, whereupon
traditional characterization tools like X-ray diffraction and
electron microscopy have only limited utility.

The goal of the present work is to provide a broad review
of magnetic nanoparticle research that has been carried out
during the past decade. We focus on chemical synthesis
methods for producing magnetic nanoparticles, methods of
effectively characterizing said particles, and finally a review
of the magnetic nature of these nanoparticles.

2. APPLICATIONS
Magnetic nanoparticles have a wide range of uses in many
diverse applications. These applications make use of mag-
netic nanoparticles in a variety of forms; for example, in
solution as ferrofluids for audio speakers; as surface func-
tionalized particles for biosensing applications [2]; as particle
arrays in magnetic storage media [3]; as powder compacts
for power generation, conditioning and conversion; in med-
ical applications including magnetic-targeted drug delivery,
contrasting agents in magnetic resonance imaging, and alter-
natives to radioactive materials as tracers.
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2.1. Ferrofluids

A ferrofluid consists of surfactant-coated magnetic nano-
particles in a liquid host that forms a stable colloidal sus-
pension. A typical ferrofluid has only 5 volume percent of
magnetic particles, 10 volume percent surfactant, and the
balance is the carrier liquid. The particles are coated with a
surfactant that disperses the particles and prevents agglom-
eration by overcoming the local magnetic fields and van der
Waals forces that exist between particles. As a result, when
the ferrofluid is not in the presence of an external magnetic
field it has no net magnetization. However, when a magnetic
field is applied to the solution, the particles spontaneously
orient with respect to and along the magnetic flux lines.
When the field is removed, the particles again disperse ran-
domizing their orientation and establishing a state of no net
magnetization. Since the ferrofluid is sensitive to external
fields, the particles can be positioned and controlled by fields
with the forces holding the particles in place proportional
to the applied field strength and the magnetization of the
particles. These unique properties make ferrofluids useful
in seals, bearings, dampers, stepping motors, loudspeakers,
and sensors [4].

2.2. Magnetic Recording Media

It has recently been shown that surfactant-coated magnetic
nanoparticles can self-assemble into periodic arrays. The
equal spacing of the particles allow them to be considered
for next generation magnetic storage materials as individ-
ually addressable bits. One example of this new material
is the array of FePt nanoparticles created by researchers
at IBM [3]. In this case, FePt monodispersed nanoparticles
were processed by reduction of platinum acetylacetonate
and decomposition of iron pentacarbonyl in the presence
of oleic acid and oleyl amine stabilizers. The particles self-
assemble into a disordered FCC particle lattice, whereas a
heat treatment provides a chemically ordered tetragonal lat-
tice of particles. The crucial properties for media applica-
tions is that the particles be monodispersed with a very tight
size distribution of <10% and a high magnetocrystalline
anisotropy. IBM is considering this form of media that may
hold 100 times more data that today’s products [5].

2.3. Power Generation, Conversion,
and Conditioning

High frequency (i.e., f > 1MHz) electronic components,
including switch mode power supplies, filters for power
conditioning, and power converters, typically use ferrite
cores. Ferrites are desirable since they are insulating mag-
netic oxides with high electrical resistance that minimizes
conduction-related losses. These cores are made by com-
paction of ferrite particles. Typically, these particles have
diameters on the order of microns and are processed using
chemical reduction methods followed by mixing, firing, com-
paction, and sintering. Recently, nanoparticle ferrites have
been considered for these applications. Benefits of using
nanoparticles include lower heat treatment temperatures,
fewer processing steps, and in some instances, improved
performance. Difficulties in the use of nanoparticle ferrites

include understanding cation disorder and the role of pro-
cessing and surfaces. In addition, the compaction of nano-
particles to near their theoretical densities is very difficult
and remains one of the major obstacles that are limiting the
wide scale acceptance of nanoparticle ferrites.

2.4. Targeted Drug Delivery

It is well known that chemotherapy is an effective treat-
ment to fight cancer cells, but since it is delivered as a full
body dose, the side effects of its toxicity are often severe
and devastating to the patient. One proposed use of mag-
netic nanoparticles that is particularly exciting is for targeted
drug delivery. In this application, the magnetic particle is
coated with activated carbon and serves to deliver phar-
maceuticals to specific sites. In practice, the administered
drug is absorbed to the particle and is localized to a specific
site in the body by an external magnet field. The physical
force created by the external magnetic field acts to transport
the particles through the vascular wall, thus positioning and
retaining the drugs in close proximity to the cancer cells.
This allows for more concentrated doses of the anti-cancer
drugs to be delivered to the cancer and keep them on site
for longer periods of time. This targeted drug therapy was
in phase I and II trials as of June 2000 [6].

Magnetic nanoparticle for targeted drug delivery must be
tailor-made for in vivo applications. In order to prevent dan-
gerous agglomeration of the particles in the blood stream,
the particles must be of a small size relative to dimensions of
the capillaries, spherical in shape, and have a size distribu-
tion (i.e., standard deviation) or less than 15%. In addition,
the particles must have a high magnetic moment and switch
their magnetization quickly and at low fields [7].

In this chapter, we discuss the chemical synthesis methods
that are used in processing monodispersed magnetic nano-
particles (Section 3), characterization tools that allow one
to determine the structure and phase of the nanoparticles
(Section 4), and finally the magnetic nature of fine particles
(Section 5). We limit our scope to 1990 to the present and
make reference to other reviews predating this period where
appropriate.

3. CHEMICAL SYNTHESES
Three approaches are most often used to produce mag-
netic nanoparticles. These include physical vapor deposition,
mechanical attrition, and chemical routes from solution.
In both the vapor phase and solution routes, the particles
are assembled from individual atoms to form nanoparticles.
Alternatively, mechanical attrition involves the fracturing of
larger coarse-grained materials to form nanostructures.

In this section, an overview of the chemical synthesis and
processing of nanostructured particles is presented. Chem-
ical routes often provide the best method for production
of nanoparticles. Solution chemistry techniques offer the
advantages of enhanced homogeneity due to molecular level
design of the materials and, in many cases, cost-effective
bulk quantity production. Solution chemical routes also
allow control of particle size and size distribution, morphol-
ogy, and agglomerate size through the manipulation of the
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parameters that determine nucleation, growth, and coales-
cence. Surface modification of the particles during synthesis
or post-synthesis is easily accomplished, providing additional
functionality to the nanoparticles.

The synthesis of particles in a solution occurs by chem-
ical reactions forming stable nuclei with subsequent parti-
cle growth. This phenomenon of precipitation of solids in
solution has been well-studied [8, 9]. Upon the addition of
precipitating, reducing, or oxidizing reagents to the solution
containing the reactants, chemical reactions occur and the
solution becomes supersaturated. Supersaturation drives the
chemical system far past the minimum free-energy configu-
ration for the precipitating species in solution. The thermo-
dynamically equilibrated state is restored by condensation of
nuclei of the reaction product.

Kinetic factors control the dynamics of approach to the
thermodynamic equilibrium of the system in the growth pro-
cess [10, 11]. These factors include reaction rates, transport
rates of reactants, removal and redistribution of matter. The
reaction and transport rates are affected by the temperature,
pH, and mixing of the solution, as well as the concentra-
tion of reactants and the order in which the reagents are
added to the solution. Reaction rates and impurities can
influence the structure and crystallinity of the particle. The
particle morphology is influenced by factors such as super-
saturation, colloidal stability, nucleation and growth rates,
recrystallization, and aging times. Generally, supersaturation
has a dominant role in determining the morphology of pre-
cipitates. At low supersaturation, the particles are small with
shape depending on crystal structure, composition, and sur-
face energies. As the level of supersaturation is increased,
larger, dendritic particles form. Finally, at high supersatu-
ration levels, smaller but compacted, agglomerated particles
form [10].

In a supersaturated solution when the nuclei form at nea-
rly the same time, subsequent growth of these nuclei results
in formation of particles with a very narrow size distribu-
tion [12]. This narrow size distribution can be maintained
as long as agglomeration, Ostwald ripening, and secondary
nucleation do not occur. The growth in solution is interface-
controlled when the particle is small; after reaching a critical
size, it becomes diffusion-controlled [12]. The formation of
stable colloids and dispersion of agglomerated particles have
been extensively investigated [13].

As a result of attractive van der Waals force, and the
tendency of the system to minimize the total surface or inter-
facial energy, nanostructured particles often form agglom-
erates. Agglomeration of particles can occur during any of
the following stages: synthesis, drying, handling, and/or post
processing. For applications where dispersed particles or sta-
bilized dispersions are required, agglomeration must be pre-
vented at each processing step. To produce monodispersed
particles without agglomeration, surfactants can be used to
control the dispersion during chemical synthesis. Surfactants
can also be used to disperse as-synthesized agglomerated
fine particles.

A surfactant (an acronym for “surface-active agent”) is
any substance that affects the surface or interfacial tension
of the medium in which it is dissolved. As such, surfac-
tants need not be completely soluble and may decrease or

increase surface tension by spreading over a surface or inter-
face. Surfactants are used during nanoparticle synthesis in
order to reduce interparticle interaction through an increase
in repulsive forces. Surfactants are used to control particle
size and distribution in most chemical synthesis routes.

In the following section, selected examples of various
chemical routes used to prepare magnetic nanoparticles are
given, highlighting some aspects of each route. Figure 1 gives
an extensive overview of the types of nanoparticles that have
been prepared using these methods.

3.1. Precipitation

One of the oldest techniques for the synthesis of nano-
particles is the precipitation of products from bulk solu-
tions. In precipitation reactions, the metal precursors are
dissolved in a common solvent (such as water) and a pre-
cipitating agent is added to form an insoluble solid. In
most cases, a further reduction step is required, either in
solution after synthesis (such as borohydride reduction) or
to the collected precipitate (i.e., heat treatment in hydro-
gen gas). Many magnetic nanoparticles can be synthesized
using these classical aqueous precipitation reactions to yield
nanoparticles that have broad size distribution and irregu-
lar morphology. These reactions can generate a wide range
of magnetic materials including spinel ferrites, perovskites,
metals, and alloys.

The major advantage of precipitation reactions is that
large quantities of particles can be synthesized. However, it
is difficult to tailor the particle size as only kinetic factors
are available to control growth. Chelating agents (or ligands

Figure 1. Transmission electron micrographs (TEMs) depicting anti-
ferromagnetic KMnF3 nanoparticles synthesized by reverse micelle
reactions. (a) Polyhedral 13 nm average particle size synthesized by
quenching the reaction after a short reaction time; (b) Spherical 39 nm
particles formed after reacting for two hours [405, 406].
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with multiple binding sites) may be used to help control the
particle size, decomposing as the precursor is heated. The
chelate-modified precipitation yields magnetic nanoparticles
that often have very well-defined crystallinity but lack con-
trolled morphologies. This method is used in precipitation
of many ferrites such as barium and strontium hexaferrite.

The size and morphology of precipitated nanoparticles
can be tailored with limited success through the tight con-
trol of synthesis parameters such as pH, metal cation con-
centration, and the type of the precipitating agent. These
parameters allow for the formation of nanoparticles that
have a large size distribution (greater than 30%) [14] and
are roughly spherical. The concentration of the metal species
present in the initial reaction mixture has the largest effect
on the overall nanoparticle size [15]. Unfortunately, low con-
centrations result in limited particle growth, although the
resultant particles are generally more uniform in size. As
the metal concentration is increased, there is increased par-
ticle growth with a subsequent loss of size uniformity. The
precipitating agent has a pronounced effect not only on the
overall particle size but also on the phase purity of the parti-
cle formed. This is especially true in the case of mixed metal
spinels. Numerous precipitating agents have been employed
in the past including, citric acid [16–18], and oxalic acid
[19]. In each case, there is a chelating effect that helps to
facilitate complete precipitation. The precipitating agent is
then evaporated through subsequent heating cycles. How-
ever, subjecting the metal solutions to alkaline media facil-
itates the precipitation of metal hydroxides that result in a
product with less agglomeration.

The first controlled synthesis of magnetic nanoparticles
utilizing this alkaline precipitation technique was performed
by Massart [14]. In this synthesis, Fe3O4 nanoparticles were
precipitated from FeCl3 and FeCl2 at a slightly basic pH of
8.2. These particles were roughly spherical, 10 nm in diam-
eter with greater than 50% size distribution. Through size
selection titration, the size distribution can be reduced to
less than 5% [20]. Size selection titration is a technique that
disperses nanoparticles in a solvent to form a stable colloidal
suspension. The solution is then titrated with an electrolyte
solution or a nonsolvent that disrupts the stable colloid caus-
ing larger nanoparticles to precipitate out, leaving the par-
ticles suspended in the supernatant nearly monodispersed.
Temperature reduction has the same result. The precipi-
tate can be collected using centrifugation or filtration. This
can reduce the size distribution to less than 5%, generat-
ing a monodispersed colloidal solution [21]. Massart later
expanded the synthesis of alkaline precipitation to include
mixed ferrites (MFe2O4, where M = Co [22–24], Mn [22,
23], MnZn [25], and NiZn [26]). These mixed ferrites result
in additional difficulties due to the varying solubilities of the
metal hydroxides. In the case of (Mn,Zn)Fe2O4, Fe(OH)3
starts to precipitate early at pH 2.6, while Mn(OH)2 precip-
itates at a much higher pH of 9.4. Zn2+ is amphoteric and
precipitates as Zn(OH)2 at pH 7.6 but starts to redissolve
at pH 9 forming Zn(OH)2−

4 [27]. Therefore, to create a uni-
form metal precipitate, the pH must be carefully controlled
at a pH of 8.6. The synthesis is further complicated by the
propensity of Fe to oxidize, forming the �-Fe2O3. The Fe3+

cation undergoes oxidation at pH >9, producing this com-
mon impurity phase resulting in poor magnetic properties.

Titration of the metal by the base increases pH to the target
value more slowly than does a titration of the base by the
metal. A slow titration tends to cause additional problems
due to inhomogenity. As the pH is slowly increased, the Fe3+

will be precipitated first and nearly completely before the
Zn and finally the Mn. This results in a central core, which
oxidizes to form �-Fe2O3, coated by a shell of iron-deficient
ferrite.

3.2. Borohydride Reduction

The reduction of metal salts using sodium borohydride can
form very uniform spherical nanoparticles. Although the
chemistry of the reduction can be very complex, the reduc-
tion of iron [28], cobalt [29], and nickel [30] have been
explained in detail by Glave et al. Although boride forma-
tion is a side reaction, it can be eliminated with careful con-
trol of atmosphere and water content in the reaction. For
this reason, the reactions are typically carried out in non-
aqueous media (dimethylglyoxime, tetrahydrofuran, etc.) to
obtain a pure phase material. Mixing metal salts to form one
reaction before reduction can form alloys [31–33]. FeNiCu
(Cu-Invar) is one example presented by Stolk and Manthi-
ram [34]. In this case, the particles reduced by borohydride
are spherical, 10–20 nm in diameter, and of predominantly
Invar phase with some impurities of Cu2O and Fe(BO2)2
present. This material can be heated where it undergoes
a conversion to pure phase Cu-Invar, but the particle size
increases to 200 nm.

3.3. Hydrothermal

Hydrothermal reactions are aqueous reactions carried out
using autoclaves or high-pressure reactors where the pres-
sure can be over 2000 psi at temperatures over 200 �C. At
these supercritical conditions, water acts as a reactant, accel-
erating the kinetics of the hydrolysis reactions. At increased
temperatures, the solubility of most ionic species increases
and, with the lower viscosity of water, exhibits greater
mobility. The increase mobility allows Ostwald ripening to
continue at a faster rate increasing the uniformity of the
precipitates.

Size and morphological control in hydrothermal reactions
is achieved by controlling the conditions of time and tem-
perature. The reactant conditions of precursor material and
pH have an impact on phase purity of the nanoparticles.
There are two main routes for the formation of ferrites via
hydrothermal conditions: hydrolysis and oxidation, and neu-
tralization of mixed metal hydroxides. Some lesser routes
involve the hydrothermal treatment of mixed metal oxides
[35, 36], or the use of other solvents such as ethylene glycol
at supercritical conditions [37, 38]. Hydrolysis and oxidation
reactions are very similar to neutralization reactions, except
ferrous salts are used instead of ferric salts.

Rozman and Drofenik [39] gave a detailed account of
the synthesis of MnZn ferrite nanoparticles using neutral-
ization of the mixed metal hydroxides. The hydrothermal
parameters of temperature and time were the first variables
tested with 11 nm nanoparticles synthesized at both 95 �C
for 50 h and 140 �C for 0.5 h. The shorter reaction time
resulted in a nanoparticle surface with a greater amount
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of hydroxide groups, while reduced temperatures allowed
additional water to be incorporated in the crystal structure
which caused increased lattice distortions. Differential ther-
mal analysis showed that the water is actually incorporated
into the lattice with final dehydration at temperatures in
excess of 700 �C. This distortion and poor surface quality
deteriorates magnetic properties. Rozman also noted that
the spinel phase starts to crystallize at 90 �C and continues
through to 200 �C. At temperatures greater than 200 �C,
the spinel phase can recrystallize as �-Fe2O3. The nano-
particle grains grow via Ostwald ripening to a maximum
value. Longer times under hydrothermal conditions result in
improved crystallinity but not larger grains.

Strontium [40] and barium [41] hexaferrites are more dif-
ficult to form due to the less thermodynamically favored
magnetoplumbite structure. Initial reactants have a greater
impact on the final size, morphology, and phase of the hex-
aferrites than in other mixed metal ferrites. As with other
ferrite preparations, temperature and reaction time influ-
ence size, as does the ratio of Fe/Ba. The choice of pre-
cipitating reagent has a pronounced effect on nanoparticle
crystallinity. The larger the spectator ion of the precipitat-
ing agent, the poorer the crystallinity. This phenomenon is
presumably due to a change in the electrostatic potential
of the metal hydroxides. The lower the electrostatic poten-
tial of the metal solution, the greater the likelihood that
the metal sols coagulate. This coagulation tends to facilitate
the formation of �-Fe2O3 [42]. Since coagulation favors side
reactions, stirring is often used. Stirring the hydrothermal
solution has resulted in improved nanoparticle uniformity
and phase purity.

3.4. Micelle Routes

Surfactant molecules may spontaneously form spherical
aggregates called micelles or microemulsions. The difference
between microemulsions and micelles is more than simple
semantics, although recently, these terms have been used
interchangeably. The difference lies in the size of the aggre-
gate, with micelles being 1 to 10 nm in diameter, while
microemulsions contain aggregates that are 10 to 100 nm in
diameter [43].

Direct micelles have the hydrophilic portion of the sur-
factant on the outside of the aggregate, while reverse or
inverse micelles have the hydrophobic portion on the out-
side. Micelles can form in the presence or absence of water.
In the case of reverse micelles formed in hydrocarbon, water
can be readily solubilized forming a “water pool,” where
size is characterized by a water-to-surfactant ratio. In this
fashion, the water pools within micelles impose kinetic and
thermodynamic constraints on particle formation resulting
in restricted “nano-reactors”.

Aerosol OT or AOT (sodium dioctylsulfosuccinate) was
the first and most characterized surfactant system used in
the synthesis of magnetic nanoparticles [44, 45]. Other sys-
tems, such as cetyltrimethylammonium bromide (CTAB)
[46], sodium dodecylsulfate (SDS) [47], and polyethoxylates
(Igepal, Brij, Tween, C12E5) [48] have been used, and more
are being developed to optimize morphology and chemical
parameters. Many of the reactions carried out in micelles

are very similar to those performed in bulk aqueous reac-
tions but with the added morphological controls afforded by
the surfactant system.

The first magnetic nanoparticles formed in micelles were
from the oxidation of Fe2+ salts to form Fe3O4 and �-Fe2O3
[49]. This reaction was carried out in an AOT/isooctane
system and formed spherical nanoparticles with surprisingly
tight size distributions of less than 10%. Later, other reac-
tions, using hydrogen peroxide, were used to form MnFe2O4.
The initial reaction conditions not only controlled the parti-
cle size, but also the cation occupancy [50].

An interesting phenomenon seen with iron reductions is
the influence of the surfactant on the iron crystal struc-
ture. If anionic surfactants (such as AOT) are used �-Fe is
formed with the expected body-centered cubic (BCC) crystal
structure [51]. Conversely, if a nonionic surfactant is used
(for instance, nonyl phenol polyethoxylate), a face-centered
cubic (FCC) crystal structure forms [52]. The process for the
formation of metals can be expanded to form metal alloys.
Instead of using a single metal salt, mixed metal salts are
used and reduced simultaneously [53]. It is essential that
the reduction is carried out simultaneously or mixed phase
products will be formed.

The precipitation of precursors that are subsequently fired
to produce the end product is an important synthetic pro-
cess. This has been used in the synthesis of many different
ferrite materials: (Mn,Zn)Fe2O4, (Ni,Zn)Fe2O4, ZnFe2O4
[54], and BaFe12O19 [55]. In these cases, the particles were
formed with sizes between 5 and 50 nm. The particles had
spheroidal morphology with typical size variations of 10%,
although higher conversion temperatures generally widen
the size distribution to 10–20%.

Transmission electron microscopy (TEM) images of anti-
ferromagnetic KMnF3 nanoparticles synthesized using reve-
rse micelles are shown in Figure 1. The reaction time of
the metathesis reaction controlled the morphology and size
of the particles for this reaction. Particles synthesized by
quenching the reaction after short reaction times devel-
oped polyhedral morphology and 13 nm average particle size
(Fig. 1a). Similar reactions carried out for 2 h resulted in
particles with spherical morphology and 39 nm average grain
diameters (Fig. 1b) [405, 406].

Although there are many examples of inverse micelles
used as micro-reactors, there are only a few examples of the
use of direct micelles. Sodium dodecylsulfate is the principle
surfactant used in these reactions due to the morphology of
the aggregate. The most striking example of direct micelle
synthesis was presented by Liu et al. with the synthesis of
CoFe2O4 [56]. In this example, Liu et al. created a chemo-
metric model for predicting the size of a ferrite from the
synthesis conditions of surfactant concentration, metal con-
centration, base concentration, and temperature. The syn-
thesis was later expanded to include the mixed ferrites of
MnFe2O4 and MgFe2O4 [57].

In order to control side reactions and precipitation com-
mon to aqueous systems, micelles are formed using alcohol
as the polar phase. Fang et al. [58] utilized ethanol-based
micelles to form SrFe12O19. In this case, Sr(OH)2 has such a
high solubility in water that inhomogeneous and Sr-deficient
precipitates are formed. Although the particles formed
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display a large size distribution, they also display a plate-like
morphology with an average particle size of 100 nm.

Heating causes an increase in crystallinity, which in
turn greatly affects the magnetic and electronic properties
[59]. The heat treatment, however, can be carried too far
resulting in increased grain growth. Excessive grain growth
adversely affects the magnetic and electronic properties
(e.g., magnetic domain formation). Microwave heating typ-
ically increases crystallinity with significant grain growth.
The annealing temperature at which significant grain growth
occurs has been shown to be half the melting point of the
material [60]. It is important to note that nanoparticles gen-
erally possess reduced melting temperatures, primarily due
to the large surface-to-volume ratio.

3.5. Thermolysis, Photolysis,
and Sonolysis Methods

One of the simplest methods to prepare nanoparticles is the
decomposition of organometallic precursors. This decompo-
sition may be driven by heat (thermolysis), light (photolysis),
or sound (sonolysis). Advantages of using organometallic
compounds are that precursors can be decomposed at rela-
tively low temperatures to form the final product. By con-
trolling the decomposition temperature, the growth of the
nanoparticles can be controlled. Since size and morphology
have an effect on the properties of the nanoparticles, con-
trol of these properties is a primary goal. In many cases,
polymers, organic capping agents, or structural hosts are
used to limit the size of the nanoparticle growth [61–72]. If
these restraints interact with the particle surface, then the
magnetic properties may be altered. Polymers and capping
agents are generally used to stearically protect the particles
so that they do not coalesce. The biggest disadvantage of this
approach is that most of the reactions involve air-sensitive
reactants as well as the final precursor; therefore, glove box
or schlenck line techniques must be used. Because of the air-
sensitive nature of some of reactants, greater care must also
be taken in preparation of solvents and the choice of atmo-
spheres used. The particles synthesized are often agglomer-
ated and have a large size distribution (<15%), and if they
are stabilized with surfactants or other organics to prevent
agglomeration, they can interact with the surface, changing
the magnetic properties. It has been shown that the mag-
netic properties of nickel are effected by the presence of
surface moieties [72–74].

There has been a renewed interest in the synthesis of
magnetic nanoclusters with unique properties such as enhan-
ced magnetization [75]. One polymer—polyvinylpyrrolidone
(PVP)—has been shown to interact minimally with the sur-
face of Co [61, 62]. It is suggested that the polymer matrix
determines the cluster size and efficiently protects the par-
ticles. Cobalt nanoclusters were prepared by reduction of
organometallic compounds of Co(�3-C8H13)(�4-C8H12) in
hydrogen and in the presence of PVP [61]. Dried col-
loids were noninteracting, superparamagnetic particles with
enhanced magnetization relative to that of the bulk. By
varying the decomposition temperature, the size of particles
could be controlled. Organometallic precursors were also
used to prepare other colloidal metal with a variation of size
and structure.

In most cases, when carbonyls are decomposed in the
presence of stabilizing polymers, spherical nanoparticles are
formed. However, Dinega and Puntes et al. have shown
that Co nanorods could be prepared by modifying the
thermal decomposition of cobalt carbonyl in the presence
of oleic acid and trioctylphospheneoxide (TOPO) [63–65].
They rapidly injected the organometallic precursor into a
hot surfactant mixture. This rapid injection of the precursor
allowed for a “size distribution focusing” [64–65] by sepa-
rating nucleation from growth. The decomposition of the
precursor and nucleation occurs immediately upon injection
and metal nuclei are coated with the coordinating ligands.
When a surfactant mixture is used, such as oleic acid and
TOPO, and quenched shortly after injection, nanoparticles
(4 nm × 25 nm) of hcp Co are formed. This indicates that
the surfactants absorb to different crystal faces with differ-
ent strengths [64, 65]. If the reaction is allowed to proceed,
the rods transform to monodispersed spherical �-Co nano-
particles. This �-Co crystal structure has been reported for
Co nanoparticles prepared by a variety of solution tech-
niques [63–66].

When the organometallic precursor, nickel bis-cycloocta-
1,5-diene (Ni(COD)2) undergoes thermolysis in the pres-
ence of hexadecylamine (HAD) or TOPO, nanorods,
spheres, or tear-shaped nanorods are formed, the shape
being related to the concentration of the organic species
[76]. Varying the organic stabilizing agents used could result
in other shapes. Bracelet arrays of 27 nm Co are formed
in the presence of resorcinarene tetraphosphonate [77] and
tetrahedral structures [78] are found when cobalt nano-
clusters are reacted with NaAOT/toluene at 130 �C.

CoPt alloys and Co with a Pt shell have been prepared
using transmetallation and CO decomposition [79]. Alloys
are prepared by the addition of Co2(CO)8 to a hot solution
of an organic solvent containing a platinum organometallic
compound and oleic acid. As the carbonyl decomposes to
form Co nuclei, it also undergoes a transmetallation reac-
tion with the platinum organometallic compound. To pre-
pare a core/shell material, cobalt colloids are first formed
by the decomposition of the carbonyl and then they are
refluxed with the platinum organometallic compound with
dodecane isocyanide as a stabilizer. The decomposition pro-
cess may also be applied to form magnetic oxides [80].
This can be done by either oxidizing the metal particles or
through an oxidative decomposition. In the first case, an
iron oleate precursor is formed from the decomposition of
iron carbonyl in the presence of octyl ether and oleic acid
at 100 �C. This solution is cooled to room temperature and
the mild oxidizing agent, (CH3)3NO, is added and the solu-
tion refluxed. This results in 11 nm Fe2O3 particles that will
also form a two-dimensional hexagonal, close-packed lat-
tice. When the solution is refluxed, the iron oleate complex
breaks down and iron particles are formed and then oxidized
by (CH3)3NO. Changing the amount of reactants could vary
the particle size and adding already prepared 11 nm nano-
particles into a fresh solution and reheating could form
larger particles. Oxidative decomposition occurs when the
oxidizing agent and surfactant are added to the original solu-
tion. If a bimetallic organometallic precursor is used, such
as (�5-C5H5)CoFe2(CO)9, CoFe2O4 nanoparticles with sizes
of 4–9 nm are formed [81].
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In sonolysis or sonochemistry, ultrasound or acoustic
waves are used to decompose the organometallic precur-
sors. The formation, growth, and collapse of bubbles in
a liquid drive high-energy, sonochemical reactions, without
any molecular coupling of the ultrasound with the chemical
species. This acoustic cavitation involves a localized hot spot
of temperature of about 5000 K, a pressure of ∼1800 atm
and a subsequent cooling rate of about 109 K/sec, due to
implosive collapse of a bubble in the liquid [82–92]. Gener-
ally, volatile precursors in low vapor pressure solvents are
used to optimize the yield. Ultrasonic irradiation is carried
out with an ultrasound probe, such as a titanium horn oper-
ating at 20 kHz.

Nanostructured particles are easily produced by sono-
chemically treating volatile organometallic precursors [82–
100]. The powders formed are usually amorphous, agglom-
erated, and porous. To get the crystalline phases, these
powders must be further annealed; however, this annealing
temperature is lower than that needed to do the solid state
conversion.

When organic solvents with high boiling points are used
for sonolysis, highly porous amorphous powders are formed.
For example, an amorphous iron powder was produced by
the sonocation of iron carbonyl in decalin [82–84]. This pow-
der was comprised of small crystallites (5 Å) and had a sur-
face area of 120 m2g−1. Annealing this powder at 350 �C
under nitrogen resulted in �-Fe that was 50 nm in diam-
eter. FeCo [85, 86], FeNi [87], and CoNi [93] alloys have
been prepared by this method. The as-synthesized powders
are amorphous. Annealing these powders in argon at 450 �C
for 5 h yields crystalline material. The FeCo is comprised of
BCC Fe and a mixture of FCC and cobalt. The (Fe,Ni) and
(Co,Ni) alloys possess a single set of FCC peaks.

If stabilizers or polymers are added postsonication or dur-
ing sonication, then metal colloids result [84, 85, 88, 94].
These stabilizers could be alkyl thiols [86, 89, 94], PVP [84],
oleic acid [84], octadecyltrichlorosilane (OTS) [94], sodium
dodecylsulfate (SDS) [71]. Gedanken et al. [87, 88, 95] have
also used sonochemical routes to prepare nanoparticles of
Fe, Fe3O4, Fe2O3, cobalt ferrite and copper ferrite. If the
sonication is done in the presence of oxygen, then oxides
are formed [95, 96]. In the case of Fe2O3, when the coating
solution was present during sonolysis, amorphous powder
resulted that was then converted to �-Fe2O3 upon annealing
at 300 �C for 3 h under an argon atmosphere. If the pow-
der is first converted to �-Fe2O3, the OTS does not coat the
powder. In general, nanoparticles with dimensions less than
10 nm will self-assemble to the lowest thermodynamically
stable form. By pressing the nanoparticle solution on a sub-
strate or interface, careful removal of the solvent will result
in self-assembled monolayers (SAMs). The size of the SAM-
coated nanoparticles is determined by the surfactant con-
centration in the coating solution. Oxide formation (Fe3O4,
Co3O4) was also seen if the sonication was done in aqueous
conditions and with noncarbonyl precursors; however, the
resulting powders are crystalline [96–99].

If the sonolysis is done in the presence of a support or
porous host, then colloidal metal particles are formed. These
powders have a surface area, over 100 times greater than
powders commercially available. For example, 3–8 nm amor-
phous iron particles on silica support were synthesized at

20 �C from iron pentacarbonyl (Fe(CO)5), decane, and sil-
ica gel [85]. These materials are generally considered for
catalytic reactions and not for magnetic applications.

3.6. Sol–Gel Methods

Sol–gel processing can be used to prepare a variety of mate-
rials, including glass, powders, films, fibers, and monoliths.
Traditionally, the sol–gel process generally involves hydrol-
ysis and condensation of a metal alkoxides. Metal alkoxides
are good precursors because they readily undergo hydrol-
ysis; that is, the hydrolysis step replaces an alkoxide with
a hydroxide group from water and free alcohol is formed.
Once hydrolysis has occurred, the sol can react further and
condensation (polymerization) occurs.

Factors that need to be considered in a sol–gel process
are solvent, temperature, precursors, catalysts, pH, addi-
tives, and mechanical agitation. These factors can influence
the kinetics, growth reactions, and hydrolysis and conden-
sation reactions [101]. The solvent influences the kinetics
and conformation of the precursors, and the pH affects
the hydrolysis and condensation reactions. Acidic condi-
tions favor hydrolysis, which means that fully or nearly full
hydrolyzed species are formed before condensation begins.
Under acidic conditions, there is a low cross-link density
that yields a denser final product when the gel collapses.
Basic conditions favor condensation reactions; therefore,
condensation begins before hydrolysis is complete. The pH
also affects the isoelectric point and the stability of the
sol. These, in turn, affect the aggregation and particle size.
By varying the factors that influence the reaction rates of
hydrolysis and condensation, the structure and properties of
the gel can be tailored. Because these reactions are done
at room temperature, further heat treatments need to be
done to get to the final crystalline state. Because the as-
synthesized particles are amorphous or metastable, anneal-
ing and sintering can be done at lower temperatures rather
than at conventional solid-state reactions.

Sol–gel routes can be used to prepare pure, stoichiomet-
ric, dense, equiaxed, and monodispersed particles of TiO2
and SiO2 [101]. But this control has not been extended to the
metal ferrites. Generally, the particles produced are agglom-
erated. Ultrafine powders of CoFe2O4 (∼30 nm) [102] and
NiFe2O4 (5–30 nm) [103] after being fired at 450 �C and
400 �C, respectively. Most of the ferrite sol–gel synthesis
focus has been on cobalt ferrite doping studies with Mn
[104], Cr [105], Bi [106], Y, La [107], Gd, Nd [108], and Zn
[109].

Sol–gel routes have been attractive for the preparation of
hexagonal ferrites. For example, the M-type hexagonal fer-
rite, Ba1−xSrxFe12O19, formed 80–85 nm hexagonal platelets
after a 950 �C calcination for 6 h [110]. Nanospheres of the
W-type ferrite, BaZn2−xCoxFe16O27, resulted after calcina-
tion in air for 4 h at 650 �C [111]. The particle size ranged
from 10 nm to 500 nm (650 �C–1250 �C) and increased with
increasing calcination temperatures. U-type hexagonal fer-
rite was also prepared, with 10–25 nm spherical particles
formed at 750 �C [112]. The grain size could be changed by
increasing the calcination temperature. These calcined pow-
ders had an amorphous layer on them. Yttrium iron garnets
with particle sizes from 45–450 nm have also been prepared
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[113]. Mathur and Shen [114] have prepared the manganite
perovskite, La0	67Ca0	33MnO3, by dissolving the metal pre-
cursors in an acidic ethanolic solution. Drying the solution
at 120 �C and calcining at 300–400 �C leads to prece-
ramic foam, which forms nanocrystalline La0	67Ca0	33MnO3
(40 nm) after a heat treatment at 650 �C.

It should be noted that the sol–gel process is particularly
attractive for the synthesis of multicomponent particles with
binary or ternary compositions, using double alkoxides (two
metals in one molecule) or mixed alkoxides (with mixed met-
aloxane bonds between two metals). Atomic homogeneity is
not easily achieved by coprecipitating colloidal hydroxides
from a mixture of salt solutions, since it is difficult to con-
struct double metaloxane bonds from metal salt [101].

Hybrid materials such as metal oxide-organic nano-
composites can be prepared using the sol–gel approach.
For example, controlled nanoheterogeneity can be achieved
in metal/ceramic nanocomposites [101]. Reduction of metal
oxide particles in hydrogen provided the metal-ceramic
nanocomposite powders such as Fe in silica [115], Fe2O3
[116], and NiFe2O4 [117]. The metal particles, a few nano-
meters in size with a very narrow size distribution even for
high metal loading, were statistically distributed in the oxide
matrix without any agglomeration, as a result of anchoring
the metal complexes to the oxide matrix. The narrow parti-
cle size distribution could not be achieved if the sol–gel pro-
cessing was performed without complexation of metal ions.

3.7. Polyol

The polyol method, in which the polyol acts as a solvent
as well as the reducing agent and a surfactant, is a suitable
method for preparing nanophase- and micron-size particles
with well-defined shapes and controlled particle sizes [118–
151]. By this method, precursor compounds such as oxides,
nitrates, and acetates are either dissolved or suspended in a
diol, such as ethylene glycol or diethylene glycol. The reac-
tion mixture is then heated to reflux between 180 �C and
199 �C. During the reaction, the metal precursors become
solubilized in the diol, form an intermediate, and are then
reduced to form metal nuclei that will then nucleate and
form metal particles. Submicron-sized particles can be syn-
thesized by increasing the reaction temperature or inducing
heterogeneous nucleation via adding foreign nuclei or form-
ing foreign nuclei in-situ. Nanocrystalline powders such as
Fe, Co, Ni, Cu, Ru, Rh, Pd, Ag, Sn, Re, W, Pt, Au, Fe-Cu,
Co-Cu, Co-Ni, and Ni-Cu were also synthesized using differ-
ent salt precursors by this method [118–146]. In many cases,
use of nucleating agents to assist formation of nanoparticles
was not required. For example, nanostructured powders of
CoxCu100−x (4 ≤ x ≤ 49 at. %) [118, 119] were synthesized
by reacting cobalt acetate tetrahydrate and copper acetate
hydrate in various proportions in ethylene glycol. The mix-
tures were refluxed at 180–190 �C for 2 h, the powders pre-
cipitated out of solution, and were subsequently collected
and dried. Since Cu was more reducible than Co, nucle-
ation of Cu occurred first, and Co subsequently nucleated on
Cu crystallites. X-ray diffraction, often conventionally used
to study alloy formation, showed some evidence to suggest
that metastable alloy could have formed. Diffraction peaks
due to FCC Cu were detected in all samples with different

copper concentrations, but Co diffraction peaks were not
detected until x = 19 atomic percent. To confirm the struc-
ture of powders, studies of local atomic environment were
performed using extended X-ray absorption fine structure
(EXAFS) spectroscopy and solid-state nuclear magnetic res-
onance (NMR). The results from these investigations and
vibrating sample magnetometry (VSM) ruled out the for-
mation of metastable alloys, but confirmed the synthesis of
nanocomposites of Co-Cu.

The polyol method has also been shown as a useful
preparative technique for the synthesis of nanocrystalline
alloys and bimetallic clusters. Fievet et al. have extensively
studied the ferromagnetic system of Co-Ni, Fe-Co, Fe-Co-Ni
[123–132]. The Co-Ni alloy particles had densities and satu-
ration magnetization close to the bulk values, and showed a
shift to higher resonance frequencies as the Co/Ni increased.
This was also observed in the Fe-Co-Ni particles that were
50–150 nm in size. An example of the morphology of alloy
nanoparticles formed by the polyol technique is shown in
Figure 2. The particles depicted by the scanning electron
microscope (SEM) image consist of Fe48Co52 [143].

Nanocrystalline Fe10Co90 powders with a grain size of
20 nm were prepared by reducing iron chloride and cobalt
hydroxide in ethylene glycol without nucleating agents [133].
Nickel clusters were prepared using Pt or Pd as nucleation
agents [134]. The nucleating agent was added 10 min after
the nickel-hydroxide-PVP-ethylene glycol solution began
refluxing. The Ni particle size was reduced from about
140 nm to 30 nm when nucleating agent was used. Reduction
of particle size was also obtained by decreasing the nickel
hydroxide concentration and by the use of PVP. Nickel pre-
pared without nucleating agents had an oxidation temper-
ature of 370 �C. Smaller nickel particles synthesized with
nucleating aids oxidized at a lower temperature of 260 �C, as
expected from the higher surface area of finer particles. Des-
orption studies showed the adsorbed surface species were
CO moieties and H2O, and nitrogen-containing species were
not observed. This indicated that ethylene glycol, not the
polymer, was adsorbed on the surface of particles. The ethy-
lene glycol had only half monolayer coverage. When this
protective glycol was completely removed from the surface,
oxidation occurred. It was suggested that the Ni-Pd and Ni-
Pt particles had a 7–9 nm Pd nucleus and a 6–8 nm Pt

100 nm

Figure 2. Scanning electron microscope (SEM) image of Fe48Co52

nanoparticles prepared by a polyol method [143].
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nucleus, respectively. Oxidation studies showed that some
alloying of Ni with Pt occurred. Cobalt nickel alloys of 210
to 260 nm particle sizes were also prepared using either Ag
or Fe as nucleating agents [135].

Polymer-protected bimetallic clusters were also formed
using a modified polyol process [135]. The modification
included addition of other solvents and sodium hydroxide. In
the synthesis of Co-Ni with average diameters between 150–
500 nm, PVP and ethylene glycol were mixed with either
cobalt or nickel acetate with PVP. The glycol and organic
solvents were removed from the solution by acetone or fil-
tration. The PVP-covered particles were stable in the air for
extended periods of time (i.e., months).

Compared to aqueous methods, the polyol approach
resulted in the synthesis of metallic nanoparticles protected
by surface-adsorbed glycol, thus minimizing the oxidation
problem. The use of nonaqueous solvent, such as polyol,
also further reduced the problem of hydrolysis of fine metal
particles as did often occur in the aqueous case.

By modifying the polyol method with the addition of
water to act more like a sol–gel reaction (forced hydroly-
sis), oxides can be prepared [136–139]. For example, 5.5 nm
CoFe2O4 was prepared by the reaction of ferric chloride and
cobalt acetate in 1.2-propanediol with the addition of water
and sodium acetate.

Other heating sources for the polyol method have been
reported [150–153] besides the conventional heating man-
tle. An alternative heating source includes a 2.45 GHz
microwave gyrotron [150] and millimeter wave beam sources
[151]. One technique, the laser-liquid method, uses a laser to
heat the solution [152, 153]. This has been used to prepare
submicron nickel particles.

3.8. Electrochemical/Electrodeposition

Electrochemical and electrodeposition routes are generally
used to prepare nanocrystalline coatings, and are not the
focus of this article. However, electrodeposition has been
used to prepare wires of magnetic materials [154–164] and
recently it has been used to prepare particles [165–173]. In
electrodeposition, nucleation occurs by either the formation
of new nuclei or the build-up of existing nuclei in solution.
These two processes are in competition with each other.
Grain growth is favored at low overpotentials and high sur-
face diffusion rates, and nuclei formation is favored at high
overpotentials and low diffusion rates. These conditions are
experimentally achieved when using pulsed modes. Under
pulsed conditions, the peak current density can be consider-
ably higher than the limiting current density attained for the
same electrolyte during direct current plating. It has been
shown that nanostructured materials will result when the
deposition variables (i.e., bath composition, pH, tempera-
ture, current density, overpotential, and additives) are cho-
sen so that nucleation is favored with reduced grain growth.

Recently, Penner et al. [165] has done a detailed study
and modeling of the parameters that effect this nucleation
and growth in electrodeposited nanoparticles and wires. He
has tried to follow the LaMer [11] model to explain the for-
mation of electrodeposited nanoparticles (Pt) on graphite
electrodes, and found that when instantaneous nucleation
and diffusion-controlled growth conditions were satisfied to

produce monodispersed particles, the particles formed were
7.2 nm with a standard deviation of 3.2 nm [174]. It was
reasoned that there are two factors causing this particle size
broadening. In electrodeposition, the nuclei are distributed
on the electrode surface in a “pseudo-random” process. On
the terraces, the nucleation process is random, yet while
on the step edges, the nucleation process is aligned. The
growth step is dependent on the number and proximity of
the neighboring nuclei. Penner points out that these inter-
particle diffusion coupling (IDC) are the most important
mechanisms for broadening of randomly nucleated particles.
This condition also exists in solutions, but instead of being
attached to a surface, the particles in solution collide and
react and move on. Experimentally, to overcome IDC, the
slow growth method [165, 166, 174, 175] or H2 coevolution
method were used. In the slow growth method, a high over-
potential is applied to nucleate the electrode. A second low
overpotential pulse is then applied to promote the growth
step. Nickel nanoparticles were synthesized using this slow
growth method [167]. In H2 coevolution, convective mixing
equalizes the growth rate of the nanoparticles. The forma-
tion of gas bubbles and their release and movement through
the solution causes convective mixing. By varying the deposi-
tion time and potential, nickel nanoparticles from 2–250 nm
were synthesized [165, 166].

Another electrochemical method that has been used to
prepare nanoparticles involves the use of a sacrificial anode
[167–169, 176]. Based on a method developed by Reetz
[177], Pascal et al. [169] have prepared 3–8 nm maghemite
from a sacrificial iron electrode in an aqueous solution of
dimethylformamide (DMF) and cationic surfactants. Adjust-
ing the current density controls the particle size. The as-
prepared nanoparticles showed a broad scattering peak
by X-ray diffraction consistent with an amorphous phase.
Raman and selected area electron diffraction determined
the magnetite phase. Hemplemann has used a similar strat-
egy to prepare other metal oxides [167]. This technique
is coined electrochemical deposition under oxidizing condi-
tions (EDOCs). Here the anode is oxidized to produce Mn+
species in solution, which are then reduced by electrons gen-
erated by the cathode in the presence of stabilizers. These
stabilized metal species are then oxidized by oxygen that is
bubbled into the system [167]. Electrochemical deposition
under oxidizing conditions has been used to prepare nano-
particles Fe2O3, Fe3O4, Co3O4, NiO, and CoFe2O4 [154].
The difference between Pascal’s method and EDOC, is that
in EDOC, oxygen is bubbled in, whereas in Pascal’s synthe-
sis, oxygen is produced from the electrochemical breakdown
of water. Mixed oxides of Sr-Fe oxides [170] and Mn-Zn-
Fe oxides [171] have also been prepared using sacrificial
electrodes.

Nanowires are easily formed in porous templates by
electrodeposition. In precipitation methods and chemical
vapor deposition, care must be taken so as not to plug the
pores during wire formation. In templated electrodeposition,
material growth is from the base and there is not the prob-
lem of plugging the pores. This technique has been used to
prepare nanowires of Co [155–159, 177], Ni [156–160, 168,
172], FePt [161], FeCo [162], FeNi [154], CoPt [161]. Com-
mon templates are polycarbonate [178], anodized alumina
[155, 160], and mica [154].
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3.9. Multi-Synthesis Processing Methods

The IBM nanoparticle synthesis route [3] is a combination
and variation of the polyol method and the Alivisatos ther-
mal decomposition routes [64, 66]. This synthesis involves
a high temperature organic- or solution-phase synthesis
followed by a size selective separation technique to get
relatively monodispersed (<5%) nanoparticles. More specif-
ically, by rapidly injecting the organometallic precursor into
a hot solution containing the stabilizing agents, allows for
the formation nuclei immediately upon injection. Because
the capping agents/surfactants are present, the size and
shape of the nanoparticles are controlled. By adjusting the
reaction conditions such as time temperature, precursor con-
centration, and surfactant type and concentration, size and
morphology can be controlled.

Sun and Murray et al. [3] have prepared monodispersed
FePt nanoparticles and superlattices by the high tempera-
ture reduction of platinum acetylacetonate and the thermal
decomposition of iron carbonyl in the presence of stabiliz-
ing agents. In the case of FePt, both reactions were carried
out together in the presence of oleic acid and oleyl amine.
The composition was controlled by the ratio of the iron pre-
cursor to that of the platinum precursor. The nanoparticles
were produced with sizes tunable in the range of 3–10 nm.
A colloidal solution of the nanoparticles was prepared by
flocculating the particles and redispersing them in a non-
polar solvent. This solution was put on a substrate and the
solvent allowed to evaporate. This led to the self-assembly
of the nanoparticles. A hcp three-dimensional superlattice
was formed by the self-assembly of 6 nm Fe50Pt50 with the
stabilizers oleic acid and oleyl amine. Changing the alkyl
group on the stabilizers can change the interparticle dis-
tance. By changing the alkyl group from dodecyl to hexyl
leads to a particle spacing of 1 nm, and a superlattice that
is cubic close-packed. This hcp to cubic transition was also
seen above with �-Co. The superlattices show no aggrega-
tion at temperatures up to 600 �C.

The as-synthesized 4 nm Fe52Pt48 had a fcc structure and
annealing at 560 �C for 30 min lead to particles with a fct
internal structure. Superlattices of these particles exhibit a
similar trend. The as-synthesized assembly has a chemically
disordered fcc structure and annealing results in the Fe and
Pt atom rearranging into the chemically ordered fct struc-
ture. The amount of ordering can be controlled by temper-
ature and annealing time. Since the initial paper on FePt
synthesis [3] there has been an explosion of research on
FePt prepared by this method [179–186] or variations on this
method [187, 188] or other magnetic materials (i.e., CoPt
[189], FePd [189], and SmCo [178]).

One of the greatest advantages of chemical routes is that
they are done in solution. This allows for a great deal of
versatility and compatibility. Since many of the chemical
routes use similar or the same solvent systems, they may be
interchanged for one another or done concurrently. There-
fore, combining one or more techniques is relatively simple.
Micellar techniques are often used to regulate the size of
the nanoparticles in sol–gel synthesis. The versatility also
comes from the fact that a broader spectrum of materials
can be prepared by combining techniques. And because this
is a solution technique, additives, capping agents, functional-
ities are easily added to the reaction. These additives can be

added presynthesis, in-situ, or post-synthesis. It is also possi-
ble to prepare nuclei or cores by one technique and injecting
them into the solution of a second, and either forming par-
ticles or core/shell structures.

4. STRUCTURAL CHARACTERIZATION
The magnetic properties of nanoparticles are determined
by their physical structure: the size and shape of the parti-
cles, their microstructure, the chemical phase or phases that
are present, the defects, and differences between the crystal
structure of nanoscale phases and their bulk counterparts.
Although individual structural probes are sometimes capa-
ble of providing definitive information about some aspect of
the particles, in many cases the results of a single probe are
ambiguous, inconclusive, or difficult to interpret. This may
be true even when the technique is reliable for bulk mea-
surements. Consider, for example, an X-ray diffractogram
of nanoparticles believed to consist of a single phase (see
Fig. 3). Compared to a bulk standard, the peaks will be
broadened. In the case of subnanometer particles, structural
relaxation may change the lattice constant measurably. Sur-
face effects, negligible in a bulk crystal, may play a signif-
icant role. These effects will result in differences between
the nanoparticle diffractogram and the diffractogram of a
standard bulk material, reducing the utility of diffraction as
a “fingerprinting” technique.

Accordingly, a suite of complementary tools generally
determines the physical characteristics of nanoparticles.
Self-consistency between these techniques increases the cer-
tainty of a given characteristic’s accuracy. In some cases, the
use of parameters from one technique can be used to refine
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Figure 3. Diffraction patterns for a sample of (a) manganese zinc fer-
rite nanoparticles (12 nm in diameter) and (b) bulk manganese zinc
ferrite sample. Although the diffraction patterns look similar, EXAFS
analysis of these samples indicated that the particles were multi-phase.
The broad peaks of the manganese zinc ferrite largely mask the iron
oxide impurity phase.
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parameters by another technique, thereby providing a better
picture of the particle assembly. This is especially true of
diffraction techniques (XRD and TEM) aiding Mössbauer
effect or synchrotron radiation analyses.

The advent of increasingly sophisticated synchrotron radi-
ation analyses have been important in this regard. Concur-
rent with the rapid increase in the intensity of ultraviolet and
X-ray beamlines available to the scientific community has
been the development of increasingly powerful experimental
and analytical techniques for structural determinations.

The first portion of this section will discuss conven-
tional tools for determining the structure of magnetic nano-
particles; a discussion of applying synchrotron radiation to
the problem follows. A subjective summary of the relative
applicability of the various probes discussed here is given in
Table 1 [190].

4.1. Conventional Techniques

4.1.1. Size and Morphology Determinations
The defining characteristic of nanoparticles is, of course,
their size. In principle, most structural probes are sensi-
tive in one way or another to the size of the particles.
In practice, however, nanoparticle “size” is an ambiguous
concept. An assembly of nanoparticles generally consists of
some distribution of sizes, approximating a log normal dis-
tribution. Often this distribution is significant. For magnetic
nanoparticles, the superparamagnetic blocking temperature
is strongly dependent on the size and size distribution of the
particles. A different value will be obtained depending on
whether a technique is sensitive to the median size or the
mean size, and whether that median and mean is number-
weighted or volume-weighted (the former case will yield
smaller sizes than the latter). In addition, nanoparticles are
not always single crystals. Many techniques yield a crystallite
size; others give the size of the aggregate particles.

One of the most powerful tools for determining par-
ticle size and morphology is TEM. Transmission electron
microscopy will generally report the total particle size (as
well as crystallite size) and has the virtue of providing
details of the size distribution. In many cases, aggregates
of smaller particles can be discerned. If the nanoparticles
consist of more than one phase and the phases provide
enough contrast, then the individual phases may also be vis-
ible (Fig. 4). For further discussion of the capabilities of
electron microscopy for investigating the physical and mag-
netic structure of nanostructured materials, see the review
article by Thomas and Hütten [191]; imaging of small metal-
lic nanoparticles is discussed by Ascencio et al. [192]. A few

Table 1. Applicability of structural probes to magnetic nanoparticles. One check indicates a technique which provides uncertain or incomplete
information for a wide range of materials, or is only applicable in especially favorable situations. Three checks indicates a technique which is widely
(but not universally) applicable and often gives fairly reliable information. Two checks is, of course, intermediate.

TEM/SAD DLS XRD ND Mössbauer XAS XPS EDXAS DAFS

Size ��� ��� �� �� � � �

Morphology ���

Phase identification ��� �� �� � �� � �� ��

Site occupancy � �� �� �� � �� ���

Kinetics �� � � � � �� ��� �

representative examples of the application of TEM imag-
ing to magnetic nanoparticles are given in the references
[169, 193–199]. Dynamic light scattering [200] (DLS), also
known as photon correlation spectroscopy (PCS) or quasi-
elastic light scattering (QELS), is an important supplemental
technique for determining the sizes of particles in solution,
particularly when the size distribution is approximately log
normal. Because of the ability to size particles in solution
(including aerosols), DLS shows promise for in-situ studies
of nanoparticle synthesis [201]. Dynamic light scattering is
sensitive to total particle size, and yields information that
is weighted by the square of the particle volume, although
results are generally converted to volume- or number-
weighting prior to publication.

For determinations of crystallite size, Scherrer analysis of
XRD is commonly used [39, 202, 203]. This technique relies
on the broadening of diffraction peaks due to the finite
number of diffracting planes. Because other factors, such as
strain, can broaden XRD peaks, Scherrer analysis generally
provides a lower limit on mean crystallite size.

4.1.2. Phase Identification
Although XRD is often considered the gold standard for
determination of crystal structure, it does possess significant
limitations. As discussed in the introduction to this section,
differences between nanoparticle and bulk crystal structures
in combination with peak broadening and multiple phases
may make XRD results less than conclusive. Sometimes, it
yields almost no information: very small particles less than
a nanometer across, core/shell structures with shells a few
monolayers thick, and amorphous phases are all difficult
to discern using conventional XRD. Certainly, XRD is still
the method of choice for confirming the presence of a sin-
gle expected phase with crystallite size greater than about
10 nanometers. But the nature of magnetic nanoparticles
often yields samples that do not meet those criteria.

In some cases, the high intensities and small spot sizes of
electron beams may make electron diffraction useful [195,
199, 204, 205]. Selected area electron diffraction (SAED or
SAD) sometimes allows discrimination of phases as small
as 1–2 nanometers in size, but at this scale, double diffrac-
tion, calibration issues, and the close proximity of diffraction
spots arising from different phases often prevents an unam-
biguous identification [191].

4.1.3. Site Occupancy
Magnetic materials with the same nominal chemical com-
position, even when very high phase purity, often differ
markedly from one another due to a different distribution of
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10 nm

Figure 4. TEM of nanoparticles comprising an iron oxide shell on an
iron core. The difference in contrast between the oxide and the metal
allows the shells to be clearly visible.

species (atoms, ions, or vacancies) among the available crys-
tallographic sites. This is especially true for ferrimagnetic
materials containing multiple sublattices. Spinel ferrites, for
example, have two sublattices with parallel coupling of the
magnetic moments within each sublattice and antiparallel
coupling between them. The result is that the magnetiza-
tion of the material arises from the difference in magneti-
zation of the sublattices. Often, different species reside on
each sublattice. If vacancies are found preferentially on one
sublattice, or if some of the atoms on one sublattice are
switched with those on the other, the magnetization may be
altered substantially [206]. It is thus very important to deter-
mine site occupancy in these materials.

If the material possesses atomic ordering, then diffrac-
tion techniques are often applicable. Even if the occupancy
is random or quasi-random in nature, diffraction can often
be used to obtain the average structure. For example, XRD
can reveal the percentage of sites in the octahedral sub-
lattice of a spinel compound that are vacant [207]. X-ray
diffractograms cannot, however, conclusively reveal the local
distortions caused by these vacancies, nor the tendency of
vacancies to cluster or disperse. In the case of one atom
substituting for another, however, XRD is only useful if the
substituted atom differs substantially in its atomic scattering
factor from the one being substituted for. The atomic scat-
tering factor for a given scattering angle is, in turn, primarily
a function of the number of electrons in the atom. Since
in ferrimagnetic oxide materials, the substitution is often
one first-row transition metal for another (particularly man-
ganese, iron, cobalt, nickel, and zinc), this prevents XRD
from being used to find average site occupancy in many
cases. The same restrictions apply to electron diffraction.

Neutrons, on the other hand, are uncharged, and thus
interact predominantly with the nucleus of atoms rather than
the surrounding electrons. Since the coherent scattering

cross-section of nuclei is not correlated with atomic num-
ber, elements with very similar atomic scattering factors
for X-rays may have very different scattering cross-sections
for neutrons. For example, iron (with its isotopes present
in their natural abundance) has about six times the cross-
section for coherent scattering of thermal neutrons as does
manganese, and more than 14 times that of cobalt. The
atomic scattering factors for X-rays for these three elements,
in contrast, are within a few percents of each other. In some
cases, therefore, neutron diffraction (ND) can be useful for
probing differences in site occupancy to which XRD is not
sensitive [208, 209]. Since this is a diffraction technique, only
the average structure can be obtained. In addition, neutrons
possess a magnetic dipole moment, and thus are sensitive to
magnetic ordering (for some examples of this use, see [210,
211]). Unfortunately, due to the small number of neutrons
available for experimentation, relatively large sample sizes
are necessary for this technique. This is sometimes difficult
for nanoparticles synthesized by chemical means.

Mössbauer spectroscopy depends on the ability of Fe57

nuclei embedded in a crystal to emit “recoil-free” gamma
radiation (i.e., momentum is conserved by recoil of a macro-
scopic number of atoms, rather than an individual nucleus).
Because essentially, no energy is lost to recoil, the energy
distribution of the gamma rays is extremely narrow, and is
dependent on the chemical and magnetic environment of
the Fe57 nuclei. To create a spectrum, the source of the
photons is vibrated, imparting a time-dependent Doppler
shift to the photons. These photons can then undergo the
inverse process in a sample, in which those of the appropri-
ate energy are absorbed by Fe57 nuclei (“resonant absorp-
tion”). Thus, information is conveyed regarding the local
environment of Fe57 in the sample, generally including coor-
dination number and oxidation state. The dependence on
the coordination number implies a dependence on domain
size as well; it is possible to use this method to yield an esti-
mate of domain size, even when the domain size cannot be
extracted from magnetic parameters such as the superpara-
magnetic blocking temperature [212]. Because Mössbauer
spectroscopy also depends on the magnetic environment, it
is an important tool for investigating iron-containing nano-
particles [198, 203, 213–219].

Remarkably, thermal analysis techniques such as ther-
mogravimetric analysis (TGA), differential thermal analysis
(DTA), and differential scanning calorimetry (DSC) have
been used to determine site occupancies. Each technique
measures the value of a physical parameter as the tem-
perature is changed in a controlled fashion. For TGA, the
parameter is the mass of the sample (outgassing or oxida-
tion accounts for the mass changes); for DSC, the parameter
is the power required to keep the sample at the same tem-
perature as a reference material; for DTA, the temperature
of the sample relative to a reference material is measured.
Some site occupancies in magnetic nanoparticles have been
deduced from DSC and TGA [220], since the temperature
at which ions oxidize (e.g., Fe2+ going to Fe3+) is dependent
on the local environment of the ion [221]. Depending on
the synthesis technique and particle size, however, this effect
may be obscured by the effects of materials adsorbed onto
the surface of the nanoparticles.



Chemically Prepared Magnetic Nanoparticles 827

4.2. Synchrotron-Based Techniques

The suite of techniques discussed above can provide consid-
erable structural information about many types of magnetic
nanoparticles. There are, however, significant gaps. Diffrac-
tion, for example, can provide only very limited information
about amorphous phases. Likewise, the structure of nano-
particle materials consisting of multiple chemical phases may
resist solution via the above techniques. Fortunately, tech-
niques that utilize synchrotron radiation are well suited to
both of these scenarios.

About 40 dedicated “light-source” synchrotrons on four
(soon to be five) continents are currently available to the
scientific community. Although each facility has different
capabilities, they generally provide broad-spectrum ultravi-
olet and X-ray radiation that is more than six orders of
magnitude brighter than a conventional X-ray tube. These
characteristics allow high-resolution spectroscopy to be con-
ducted in a reasonably short time-frame, sometimes even
allowing the kinetics of a synthesis to be observed in-situ.
Although there are a variety of modes in which this spec-
troscopy can be conducted, many of which will be discussed
later, the essential feature of these spectra is that they
provide information about electronic structure and/or local
environment that is completely element-specific. Because
the information is inherently local, amorphous materials can
be investigated; because the information is element-specific,
the structures of materials consisting of multiple phases, or
of those exhibiting point defects, can often be clarified.

4.2.1. Modes of Data Collection
X-ray absorption spectroscopy (XAS) experiments filter the
photons emerging from the synchrotron with a monochro-
mator so that only a narrow band of energies impinge on
the sample at any given time; this energy is then varied
to produce the spectrum. The intensity of transmitted pho-
tons, yield of fluorescent photons, total electron yield, may
be measured independently. Total electron yield is surface-
sensitive, with most of the signal coming from the first few
nanometers of material (depending on the material and
the energies involved). Fluorescence is less surface-sensitive,
typically probing to a depth on the order of 10 microns, and
is suitable for extremely dilute samples or those that are too
thick for transmission. Transmission is sensitive to the entire
thickness of the sample, but requires the sample to be on
the order of several microns thick.

In emission techniques, a monochromator is still used, but
the energy is left fixed. Instead, the distribution of kinetic
energies produced by the emitted electrons is recorded,
providing information about the electronic structure of the
material. This is known as X-ray or ultraviolet photoelectron
spectroscopy (XPS, UPS), or sometimes as electron spec-
troscopy for chemical analysis (ESCA).

Energy-dispersive X-ray absorption spectroscopy [222,
223] (EDXAS or DXAS) utilizes a curved polychromator
to send photons through the sample with a range of ener-
gies corresponding to different diffracted angles, so that an
entire spectrum can be collected simultaneously with a lin-
ear or areal detector. Energy-dispersive XAS holds promise
for investigating the kinetic and mechanisms of reactions on
the subsecond time scale [224–228]. The high intensity and

selectable energy of synchrotron radiation can also be used
advantageously in XRD; this can be combined with XAS in
a number of ways. For example, in diffraction anomalous
fine structure [229–230] (DAFS) experiments, the angle of
diffraction is varied simultaneously with the incident photon
energy in such a way that the same Bragg peak is being sam-
pled at different energies. The result is an element-specific
spectrum that is sampling only atoms in sublattices that obey
the Bragg condition for that peak. In this way, the local envi-
ronment of an element in a particular phase, or under favor-
able conditions, a particular type of lattice site [231–234],
can be probed. A comparison of DAFS and XAS analyses
of nanoparticulate metals is given by Bazin et al. [235].

In DAFS, many energies are sampled at one Bragg peak.
In anomalous diffraction, entire diffractograms are sampled
at a small number of energies. This technique has recently
been used to determine the site occupancy not only by ele-
ment, but by valence as well [236].

4.2.2. Data Interpretation and Analysis
The interpretation of synchrotron-based X-ray absorption
spectra is often not straightforward. For example, a por-
tion of the X-ray absorption spectrum for iron is shown in
Figure 5. The binding energy of the K electrons in iron is
7112 eV; therefore, the absorption shows a large jump (the
“edge”) as the energy of the incident photon exceeds that
energy. This binding energy will increase by a few eV if the
iron is oxidized and the edge will shift accordingly; thus, the
position of the edge can be used to estimate the oxidation
state. The detailed structure within about 30 eV of the edge,
known as X-ray absorption near-edge structure (XANES),
is generally interpreted in terms of core electron transi-
tions to available energy states (either above or below the
Fermi level); XANES, therefore, yield information on bond-
ing and the local symmetry of the atoms surrounding the
absorber.

Extended X-ray absorption fine structure (EXAFS), the
quasi-oscillatory features above 30 eV, are due to coher-
ent scattering of atoms in the local environment up to a
distance of several Ångstroms from the absorbing atom.
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Figure 5. XAS of an iron foil near the K edge. Dotted line divides
XANES from EXAFS region.
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Depending on the sample, type, and region of spectrum, and
desired information, several techniques are used to analyze
this information (references immediately after the technique
name are to applications of the technique to magnetic nano-
particles):

(a) Fingerprinting [237]. The simplest method of analysis
is to compare the spectrum with a known reference
compound (the “empirical standard”). Of course, if
the material is crystalline and sufficiently similar to
the reference, XRD can perform this task without the
need for a synchrotron. On the other hand, nano-
particle materials are often similar on a local scale
to a bulk analogue, but lacking (or different) in long-
range order. If the XANES (or the XPS) of the mate-
rial is similar to the reference, it suggests that the
immediate environment of the atoms is similar; if the
EXAFS are similar, then the local environment may
be similar out to several Ångstroms.

(b) Comparison to theory [219, 238, 239]. This may repre-
sent either qualitative assignments of particular spec-
tral features to particular causes (e.g., a particular
electronic transition or backscattering from a partic-
ular coordination shell) or comparison to an ab-initio
calculation [240, 241] of a spectrum (a “theoretical
standard”).

(c) Curve-fitting to a theoretical standard [242–243]. This
technique is used most often to analyze EXAFS,
including the oscillatory portion of DAFS [244]. In
this technique, a model of the material, with several
parameters left free, is hypothesized. For example,
a sample may be hypothesized to consist of nano-
particles composed of bcc iron mixed with Fe2O3.
Free parameters might include the size of the particles
and the fraction of each phase present. A theoretical
standard is then calculated for reasonable values of
the free parameters; theoretical expressions can be
used to compute how the spectrum changes for dif-
ferent values of the parameters. Subsequently, the
values of the free parameters are optimized by a least-
squares fit of the modified theoretical standard to the
data. A poor fit indicates that the model is poor; a
good fit indicates that the model may be good. If the
model is good, then the values of the free parameters
that produce the fit are expected to reflect the actual
structure of the material.

When used judiciously, this technique is among
the most powerful and can be used profitably even
when the material is made up of multiple phases.
It is, however, prone to misinterpretation if used
carelessly, partly because more than one model may
correspond to the same spectrum or similar spectra
(the model that does not correspond to the mate-
rial is often termed a “false minimum”). For this
reason, an EXAFS fit of a single coordination shell
of a single sample under a single set of conditions
is difficult to interpret uniquely. There are, how-
ever, several methods of reducing the likelihood of
false minima. For example, the probability of a good
fit being achieved with a poor model is consider-
ably reduced if more than one absorption edge is

refined simultaneously. Likewise, fitting more than
one coordination shell simultaneously is advisable, at
least for crystalline phases, because this will reduce
the correlation between parameters (a single-shell
fit, for example, cannot distinguish the coordination
number from the EXAFS quantum efficiency S2

o)
and because it will act as a powerful constraint on
valid models. Of course, it is helpful if the num-
ber of free parameters can be reduced by using the
results of other probes. Stoichiometry, for example,
can be determined reliably by methods such as induc-
tively coupled plasma-atomic emission spectroscopy
(ICP-AES). The stoichiometry, in turn, can be used
to constrain site occupancies of materials exhibiting
substitutional disorder. It is also worth noting that
analyses of EXAFS by the curve-fitting method are
almost always dominated by systematic error; this
error may stem from limitations of the ab-initio calcu-
lation, the choice of free parameters, the values cho-
sen for fixed parameters, the method used to extract
the EXAFS oscillations from the raw data, or the
way in which the samples were prepared for measure-
ment. Fortunately, these sources of systematic error
do not vary much for a set of samples prepared and
analyzed in the same way. Thus, if a series of mea-
surements and fits are performed on a sample while
varying some extrinsic parameters (e.g., temperature,
pressure) or measurements are performed on a series
of samples differing in some way (e.g., nanoparticle
size, amount of dopant), the differences between the
values of the parameters as determined by the fits are
much more reliable than the values themselves. This
is a particularly valuable strategy if one of the sam-
ples has been well-characterized by another method
(i.e., it is an empirical standard), since the degree of
systematic error can then be ascertained.

(d) Principal component analysis [245] (PCA): This techni-
que requires a family of samples presumed to have
differing (but unknown) proportions of chemical
phases present, some (or all) of which may be
unknown. For example, a sequence of core/shell nano-
particles could be prepared in such a way that the
ratio of shell volume to core volume varies. As anot-
her example, an aging study could be performed on
metallic nanoparticles: the ratio of oxide to metal
could be expected to increase over time. If all the
phases are unknown, PCA will yield only the num-
ber of phases present. If the identity of all of the
phases are known and empirical or theoretical stan-
dards are available, then PCA reveals the fraction
of each phase that is present. Finally, if the struc-
tures of some phases are known and others unknown,
PCA may be combined with curve-fitting to a theo-
retical standard; this combination is sometimes called
residual phase analysis (RPA). Principal component
analysis has recently been used to analyze EXAFS
[245–247], XANES [226, 228, 248, 249], and XPS
[250, 251].
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4.3. Future Trends

As the synthesis of magnetic nanoparticles has become more
sophisticated, moving from ball-milling methods which gen-
erate a broad size distribution of disordered single-phase
particles to wet chemical techniques which show promise for
producing nearly monodisperse particles with a high degree
of structural order, so have the techniques used to charac-
terize them. Increasingly, synchrotron radiation has played
a role, with both experimental and analytical techniques
rapidly advancing and proliferating. High-intensity sources,
for example, have stimulated the development of DAFS,
enhancing the element-specificity of XAS with the ability,
in many cases, to probe individual phases. Energy-dispersive
XAS is now allowing the progress of synthesis reactions to
be monitored at a scale of seconds or below; this technique
as yet has been little-used with magnetic nanoparticles, but
is likely to change as researchers broaden their focus from
the end product of a synthesis to its mechanism and kinetics.
Curve-fitting to theoretical standards is becoming increas-
ingly sophisticated, with simultaneous multiedge refinements
[243, 252] and models that account for the size and shape of
nanoparticles [253–255] beginning to appear. Finally, PCA
promises to yield significant structural information from
materials that had previously resisted characterization.

5. MAGNETIC PROPERTIES
OF NANOPARTICLES

This section emphasizes the magnetic characteristics impor-
tant to nanoparticles. The following sections provide a gen-
eral overview of the relevant parameters, behavior, and
experimental tools used to examine magnetic properties.
Additionally, select examples from recent literature have
been included as examples of the types of research being
conducted and to emphasize the strengths of the character-
ization techniques.

5.1. Magnetism of Fine Particles

The magnetic behavior of nanocrystals is largely dependent
on the physical characteristics of individual particles (includ-
ing particle morphology, intrinsic materials parameters, sur-
faces/interfaces, and size) and their environments (such as
interparticle distance, temperature, and applied magnetic
fields). When the particles are isolated and sufficiently small,
magnetic responses similar to bulk magnetic materials fail to
describe their conduct. However, their magnetic behavior is
sufficiently similar to bulk materials as to warrant discussion
in the following sections.

When the critical length scales for physical proper-
ties are similar in size to the structural length scales of
the material, interesting physical phenomena arise. In the
case of exchange-coupled magnetic materials, this length
is called the exchange correlation length and is on the
order of 1–100 nm. This naturally leads to the consideration
of nanoparticulate materials for interesting magnetic phe-
nomenon. Control of the processing of nanoparticle materi-
als will yield a host of applications in the burgeoning fields

of nanoelectronics and bioelectronics. Size, shape, compo-
sition, and distributions of these qualities about the parti-
cle mean will determine the success of these materials for
application.

In recent years, new processing techniques and novel use
of proven characterization techniques have advanced our
knowledge of magnetic nanoparticles. However, the recent
technological attention simply adds to over half a century of
basic research in this field. A number of excellent reviews
have been published over the years that encompass many of
the aspects of the topics contained herein [256–258].

5.1.1. Magnetism Terms and Units
Units of measurement for magnetic applications suffer from
unusual definition conventions, making it difficult to easily
convert between systems. This article will solely use SI mag-
netic units for clarity. This section provides definitions for
some of the salient terms necessary for understanding the
magnetics of nanoparticles. More in-depth descriptions of
these terms and their uses are found elsewhere [259, 260].

Intrinsic magnetic characteristics of materials include
Curie temperature, saturation magnetization, exchange stiff-
ness, and magnetocrystalline anisotropy. These characteris-
tics are generally invariant with respect to microstructure of
the material. However, this is not necessarily the case for
nanoparticles, where the large amount of surface area tends
to affect these properties due to surface relaxation and trun-
cation. As might be expected, the deviations from the bulk
intrinsic properties grow as the particle size is reduced.

Each of the intrinsic magnetic properties mentioned
above are described here as an introduction to their mean-
ing. The phase transformation temperature from ferromag-
netic (or ferrimagnetic) behavior to paramagnetic behavior
occurs at the Curie temperature (Tc). The saturation magne-
tization (Ms) is the magnetic moment per unit volume of the
material (amperes per meter) when a sufficiently large mag-
netic field is applied. The exchange stiffness (A) is a mea-
sure of the strength with which adjacent magnetic moments
remain aligned with units of joules per meter. The magne-
tocrystalline anisotropy (K) is the internal energy density
dependent on the direction of the magnetic moment, with
respect to the crystalline lattice and has units of joules per
cubic meter. Magnetic anisotropy will be discussed in more
detail due to its strong influence on the magnetic properties
of nanoparticles.

The extrinsic magnetic properties include coercivity,
remanent magnetization, and magnetic susceptibility. These
parameters depend upon the microstructure of the mate-
rial and are naturally affected by the size of the particles.
The coercivity (Hc) or coercive field is the applied magnetic
field required for reduction of a saturated magnetic material
to zero magnetization (amperes per meter). The remanent
magnetization (Mr) is the magnetization that remains after
an applied field has been removed (amperes per meter). The
magnetic susceptibility (�) is the magnetization normalized
by the applied magnetic field (with proper normalization, it
is unitless). The magnetic susceptibility acts as a technolog-
ical figure of merit for magnetic nanoparticles, since it links
the particles (through their magnetization) with a readily
applied field.
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5.1.2. Paramagnetism
Paramagnetic materials possess unfilled electronic shells giv-
ing them a permanent magnetic moment. This moment con-
sists of contributions from the spin and orbital momentum
of the atom’s electrons. Paramagnets differ from the more
technologically useful ferromagnetic materials due to the
fact that their magnetic moments do not interact strongly
with each other. The magnetic moments tend to align with
an applied magnetic field in a stochastic manner, yielding
a slightly positive magnetic susceptibility (∼10−6). The tem-
perature dependence of the susceptibility for many paramag-
netic materials follows the well-known Curie law (� = C/T ,
where C is the Curie constant).

5.1.3. Ferromagnetism/Ferrimagnetism
More complex (and interesting) magnetic phenomena are
found when the magnetic moments on adjacent atoms inter-
act. Ferromagnetic materials have interactions causing the
alignment of the magnetic moments. These materials have
high susceptibility and net magnetic moments even in the
absence of an applied field.

Still more complex, yet equally interesting from a techno-
logical standpoint, are ferrimagnetic materials. These mate-
rials consist of anti-parallel arrangements of the magnetic
moments, yet the material maintains a net magnetization.
This is due to either the numbers of moments being differ-
ent in each direction, or the size of the magnetic moments
in alternating directions being different (or both). Ferrimag-
nets have high susceptibility (up to 106) and net magnetic
moments even in the absence of an applied field, much
the same as ferromagnets. At sufficiently high temperatures,
the magnetic ordering of both ferromagnetic and ferrimag-
netic materials is disturbed causing a change to paramag-
netic behavior (at the Curie temperature).

The most important technological materials in the bulk
come from the classes of ferrimagnetic and ferromagnetic
materials due to their high susceptibility and net magneti-
zation. Common examples of technologically important fer-
romagnetic materials include Fe, Co, Ni, and their alloys
and rare earth intermetallics (i.e., Nd2Fe14B and Sm2Co17).
Prevalent ferrimagnetic materials include Fe-based oxide
materials with the inverse spinel crystal structure (called fer-
rites) and rare earth/iron-based oxides (called garnets).

5.2. Ideal Particle Systems

The magnetic behavior of nanoparticles is diverse and com-
plicated. The characteristics of particles and their environ-
ments will be discussed in the simplest manner in this
section. This means a discussion of spherical, monodis-
perse particles without magnetic interactions between adja-
cent particles or agglomerations. Some complications of real
nanoparticle systems will be discussed in the succeeding
section.

5.2.1. Single-Domain Particles
As in the case of their bulk counterparts, a feature of pri-
mary interest for magnetic nanoparticles is magnetization
reversal. In bulk magnetic materials, the nucleation and
motion of domain walls through the material control the

reversal. The ease with which the domain walls move
through the material when a magnetic field is applied deter-
mines the application for which the material is best suited.
Pinning of domain walls on grain boundaries, voids, or non-
magnetic inclusions cause an increase in the field neces-
sary for magnetization reversal by hindering the motion of
domain walls. The nucleation of magnetic domains arises to
minimize the magnetostatic energy. As the size of a bulk
ferromagnet is reduced, the nucleation of reverse domains
becomes more difficult because of the large magnetostatic
energy.

Bulk ferromagnetic materials are generally polycrystalline
with each grain consisting of thousands of magnetic domains
separated by boundaries called domain walls. In the sim-
plest case, the magnetization in adjacent domains contin-
uously changes direction by 180� over the width of the
domain wall. The domain wall is a defect in the material that
requires energy to form. As mentioned previously, the mul-
tiple domains form in a grain to alleviate the magnetostatic
field exiting the grain. The first panel of Figure 6 shows a
multidomain particle with 90� domain walls.

For a small ferromagnetic particle made up of a single
spherical grain, the magnetostatic energy has the form
(��0M

2
s r

2w)/9 and the domain wall energy (2��3�)/w,
where r is the particle radius, � is the domain wall energy
per unit area, and w is the domain width. Minimizing the
total energy with respect to the particle radius yields a rela-
tion for the critical radius under which a domain wall will not
form in terms of materials parameters ((18(AK)1/2/(�0M

2
s ))

[261]. In a practical sense, particles below this limit consist
of a single domain that thermodynamically cannot support
the formation of a domain wall, and therefore have mag-
netization reversal by rotation of the spins into the applied
field direction (as indicated by the second panel of Fig. 6).

The preferred direction of the magnetization for a ferro-
magnetic material is determined by magnetic anisotropies,
which arise from many causes, including the shape of the
magnet, the crystalline structure and chemistry of the mate-
rial, and the strain in the material. Their origins are quite
different and affect the characteristics of magnets of all
sizes, particles and bulk alike. Generally, many types of
anisotropy should be combined to fully describe the nano-
particles [262].

Shape anisotropy arises from the field formed by the mag-
netization of the material (a consequence of the Maxwell
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Figure 6. Noninteracting particles (compositionally invariant and single
phase) as a function of the particle size, indicating the magnetization
reversal mechanism regimes at an isothermal temperature, T0.
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equations) [263, 264]. It is described analytically for ellip-
soids of revolution, with a uniaxial form for prolate ellipsoids
(i.e., acicular particles): E = 1/2M2

s �Nb −Na� Sin[ ]2, where
 is the angle between the magnetization and the applied
field, Ms is the saturation magnetization and Nb and Na

are the demagnetizing factors for the long and short axes
of the spheroid, respectively. Slight aspheric distortions of
near-spherical particles yield inconsequential differences in
the shape anisotropy until the length of the aspheric axis
exceeds approximately 30% of the sphere radius.

The magnetocrystalline anisotropy forms due to the spin-
orbital coupling of the material and is linked with the
symmetry of the crystal structure for the magnetic mate-
rial. Uniaxial anisotropy for tetragonal, rhombohedral, and
hexagonal crystal structured materials have the form: E =
K1 Sin[ ]2 + K2 Sin[ ]4, while cubic materials follow: E =
K1(�2

1�
2
2 + �2

2�
2
3 + �2

3�
2
1� + K2(�2

1�
2
2�

2
3), where �i are the

direction cosines for the magnetization. The strain deriva-
tive of the magnetocrystalline anisotropy provides additional
anisotropic response through the magnetostriction coeffi-
cient ("s). For a single axis of stress, this term is uniaxial,
with the form: E = 3/2"s# Sin[ ]2, where # is the stress on
the material.

A simple, elegant model of the hysteretic behavior of
single-domain particles was developed in the late 1940’s.
This Stoner–Wohlfarth (S-W) model [265, 266] considers
the energy due to the magnetocrystalline anisotropy, shape
anisotropy, and magnetostatic interactions of the particle as
a function of a magnetic field applied at a fixed angle from
the magnetic easy axis. As the applied field is increased, the
magnetization is coherently rotated into the field direction.

Calculations based on the S-W model are presented
in Figure 7. The ideal cases of isolated, monodisperse,
noninteracting nanoparticles, both single domain and super-
paramagnetic, are shown. For an assembly of noninteract-
ing particles with aligned magnetization, a square hysteresis
loop with high coercivity and remanent magnetization is

H

M
(a)

(b)

(c)

Figure 7. Hysteresis loops for an assembly of: (a) aligned single domain
particles; (b) randomly oriented single domain particles; (c) superpara-
magnetic particles.

found (Fig. 7(a)). An assembly of randomly oriented par-
ticles, on the other hand, exhibits lower remanence and
coercivity (Fig. 7(b)). The S-W model works well for single-
domain particles; however, as the particle size is reduced
further, the magnetostatic and anisotropic magnetic energies
are no longer the only two of consequence—thermal energy
plays an increasing role. As demonstrated in Figure 7(c)
and discussed in the next subsection, this superparamag-
netic behavior exhibits no remanent magnetization and no
coercivity.

5.2.2. Superparamagnetism
Superparamagnetism is a magnetization reversal mecha-
nism for fine particles driven by thermal energy [267]. At
large particle sizes, the magnetization is confined to specific
directions determined by the shape, crystal structure, lattice
strain, etc. As the particle size is reduced, stochastic thermal
fluctuations exceed the energy barrier, keeping the magneti-
zation in its energy well. Similar to a ferromagnetic material,
the magnetic moments of adjacent atoms remain aligned
and acting as one large magnetic moment for the whole par-
ticle (i.e., exchange coupled); however, their direction is not
fixed. An assembly of these particles with “super moments”
acts like a paramagnetic material—hence, the term super-
paramagnetism.

The thermal activation over the magnetic anisotropy
energy barrier takes the form: f = f0 Exp[−Eb/kT ] with
Eb as the energy barrier (equal to KV for no applied
field), f0 is an attempt frequency on the order of 109 Hz,
and kT is the Boltzmann energy term. When the time for
activation over the energy barrier is long, the superparamag-
netic particles are “blocked.” The blocking of superparamag-
netic particles occurs below a temperature aptly named the
blocking temperature. However, the blocking temperature is
dependent on the time of measurement, applied magnetic
field, and particle size distribution, making it an ill-defined
parameter.

The size scale in-between superparamagnetism and single-
domain particles is best described by its magnetization
reversal behavior. The constant fluctuation of the superpara-
magnetic particles is not entirely present; however, magnetic
relaxation does occur. The coherent rotation mechanism of
the single-domain particles does not describe the particles,
although they maintain hysteretic behavior. This size range
for nanoparticles can best be described by incoherent rota-
tion of the magnetization, one example of which is the mag-
netization curling mechanism (see the center panel of Fig. 6)
[268].

5.2.3. Isolated Particles
The magnetization of an assembly of superparamagnetic
particles has the same dependence on applied magnetic
field as a paramagentic material, with the replacement of
the atomic magnetic moment of the paramagnet with the
particle magnetic moment of the superparamagnet. The
Langevin function describes this behavior L&b' = Coth&b'−
1/b, where b = �H/kT and � =MsV . This function reveals
two of the characteristic features of the superparamagnet
response to a magnetic field, namely, no coercivity and no
remanent magnetization.
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Since superparamagnetism is a stochastic phenomenon,
the direction of the particle’s magnetic moment fluctuates
with time. Any specific particle will change its direction of
magnetization during the time of magnetization measure-
ment. Now the magnitude of the magnetic moment of an
individual particle is a strong function of particle radius (or
volume), and therefore, the magnetic properties of the nano-
particles will be dependent on the measurement time of the
experiment. For example, measurement by SQUID magne-
tometry has a measurement time of roughly 102 s, yielding
a blocking temperature defined by 25 = KV/kTb, whereas
Mössbauer spectroscopy has a measurement time of 10−8 s,
providing a blocking temperature of 2	7 =KV/kTb. In other
words, when the measurement times are much greater than
the relaxation time, thermal activation will provide a statis-
tical average of the magnetization (for temperatures above
a particle’s blocking temperature).

As illustrated in the schematic Figure 8, the perceived
blocking temperature can be manipulated by changing the
measurement time ()) or the applied field (H) for a
given set of nanoparticles (possessing constant magnetic
anisotropy, K). Increasing the measurement time increases
the blocking temperature when the particle assembly and
magnetic fields are kept constant. This is illustrated by
the comparison in the previous paragraph between SQUID
magnetometry and Mössbauer spectroscopy. When the mag-
netic field is increased (for a single measurement time and
particle assembly), the blocking temperature is reduced.
This is due to the stabilizing effect of the magnetic field on
the particle assembly.

The smallest nanoparticle materials, with sizes below
1–2 nm, behave in manners that are difficult to relate to
their bulk counterparts. Superparamagnetic materials have
enough particle volume to remain bulk-like in the case of
magnetocrystalline anisotropy and magnetization. However,
when the fraction of surface atoms becomes too great, these
intrinsic material properties are highly influenced by surface
relaxation effects, thereby modifying their values. This, in
turn, makes comparisons to the models for superparamag-
netism difficult. This has been indicated in Figure 6 by the
final panel with the title, “sub-superparamagnetic” particles
for lack of a better term.
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Figure 8. Diagram for the blocking temperature as a function of the
particle diameter at constant measurement time, where up-arrows indi-
cate the variation of ) or H .

5.3. Mechanisms for Complicating
Magnetic Behavior

Up to this point, the magnetic properties have been sim-
plified to a large degree to avoid confusing issues. These
ideal particle systems have avoided the effects of oxidation,
organic ligands bound to the particle surface, particle shape,
agglomeration, multiphase materials, etc. All of these con-
tribute to the difficulty of characterization and analysis of
the magnetic characteristics of nanoparticles. The magnetic
behavior of the nanoparticles is sensitive to the physical
characteristics of individual particles (including morphology,
intrinsic materials parameters, and size) and their environ-
ments (such as interparticle interactions, material at the
particle surfaces, temperature, and applied magnetic fields).
Therefore, a complete characterization of the particles and
their surroundings should accompany any magnetic study.
Failure to provide these prerequisites makes meaningful
determination of the intrinsic magnetic properties of the
nanoparticles difficult.

5.3.1. Interparticle Interactions
Interparticle interactions cause a host of complications in
the magnetic properties of nanoparticle assemblies. The
magnetostatic field generated by the particles can promote
chaining of particles and agglomeration if the particles are
free to move. As schematically shown in Figure 9, inter-
particle interactions play an increasing role as the distance
between particles decreases. Particles are considered to be
isolated when they have a sufficiently small interaction, as
the magnetic field generated by adjacent particles is gener-
ally the longest range interaction; this limit is determined
by some small arbitrary field generated by the particles in
the assembly. The particles shown in Figure 6 are consid-
ered isolated; this is indicated on Figure 9 by a dashed
line.

At large separation distances (d12), the simple cases of
superparamagnetic and single-domain particles are found.
The hazy region between the two indicates the region where
incoherent reversal modes make significant contributions to
the magnetization reversal.

When the particles touch each other, short-range excha-
nge interactions are possible. Depending on the amount of
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Figure 9. Schematic phase diagram for interparticle interactions as a
function of the particle size.
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interface, this might be considered a polycrystalline ferro-
magnetic material at this point (assuming a large fraction
of particle surface is represented by interparticle interfaces).
This is the desirable case for using nanoparticles as precur-
sors for bulk compacted material, although the difficulties
in achieving this goal are immense.

5.3.2. Intraparticle Effects
Other forms of anisotropy may form when a copious surface
area is available. Anisotropy due to surface termination of
the particle, exchange coupling to antiferromagnetic oxides,
or bonding to surfactants alter the magnetic behavior and,
in some cases, the anisotropy of the material directly.

In many cases, a desirable passivating coating has been
applied to protect metallic nanoparticles, either from oxida-
tion or as a means of making them compatible with specific
environments (biological or chemical). The addition of shells
to nanoparticles adds new dimensionality to the complexity
of the magnetic response. As demonstrated in Figure 10,
the simplest form of a core/shell nanoparticle is represented
schematically. Six regions are enumerated for their potential
to affect the magnetic properties of the composite material.
It is noteworthy that the interface of some of these regions
may be coherent and therefore difficult to ascertain. The
shell surface has been shown to modify the “magnetic vol-
ume” of the particle, making it differ from that of the struc-
tural volume (as found by TEM, for instance). This might
be due to the direct bonding of ligands to the surface or the
missing bonds at the interface.

Depending upon the thickness of the shell, there may be
a region with near bulk properties for the shell material.
However, that region is sandwiched between a surface dom-
inated region and an interphase, interfacial region near the
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Figure 10. Schematic diagram of a metallic nanoparticle with oxidation
at the surface, indicating various structural regions: 1) shell exterior
surface; 2) shell relaxation region; 3) shell material; 4) shell interphase
interface region; 5) core interphase interface; 6) core material.

core material. The shell material within a few unit cells of
the surface of the particle presumably has a relaxation of the
bonds due to the missing bonds at the surface, which can sig-
nificantly change the magnetization, especially in magnetic
oxides. The interdiffusion of material from the core into the
shell material has significant feasibility, depending on how
the particles were passivated. This region may also have sig-
nificant strain produced during the formation of the shell
and the interphase interface. Similarly, the diffusion of oxy-
gen into the core material is possible with the same conse-
quences as for the shell material. Finally, presuming that the
particles due not fully oxidize, a metallic core with magnetic
properties similar to the bulk resides at the center.

5.4. Measurement Techniques

Due to the stochastic nature of many magnetic nanoparticle
effects, the magnetic properties obtained by different mea-
surement techniques are dependent on the time scales
of measurement, the measurement temperature, and the
applied magnetic field strength. Complications arise when
the effects of surface atoms, particle size distributions, and
interparticle interactions are considered.

5.4.1. Direct Current Susceptibility
Direct current (DC) susceptibility measurement is a com-
mon method of determining the superparamagnetic blocking
temperature. This is accomplished by examining a particle
system assembly under zero-field cooled (ZFC) and field-
cooled (FC) experimental conditions. The ZFC experiment
requires cooling the sample to a low temperature with sub-
sequent application of a small, applied magnetic field. The
temperature is then raised at a constant rate and susceptibil-
ity data are collected. The susceptibility reaches a maximum
at a temperature near the blocking temperature, with super-
paramagnetic decay of the susceptibility above the blocking
temperature. The FC experiment provides more certainty
in the temperature at which superparamagnetic behavior
sets in. This experiment requires cooling the sample in a
small magnetic field of the same strength as the ZFC experi-
ment, again collecting susceptibility data as the temperature
increased. The measurement time for these experiments is
near 10 s.

Sun and Murray show that ZFC experiments on monodis-
perse self-assembled nanoparticles can be used for exami-
nation of interparticle interactions [269]. The magnetostatic
fields generated by the nearby nanoparticles in the array
shift the peak in the ZFC curve to lower temperatures in
addition to sharpening the peak. It should be noted that
these experiments were supported by evidence from X-ray
diffraction, TEM, and inductively coupled plasma experi-
ments, all of which added to the analysis of the magnetic
properties.

The work of Puntes and Krishnan show interparticle dipo-
lar interactions through the use of ZFC/FC experimentation
[270]. The experiments on �-Co self-assembled nano-
particles showed a broad peak in the ZFC susceptibility
characteristic of dipolar interactions. They also observed
a strong increase in the FC susceptibility at low tempera-
tures, presumably due to Brownian motion of the particles
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in the viscous oleic acid when the field was applied at high
temperature.

5.4.2. Direct Current Hysteresis
Lack of coercivity in a particulate sample is a hallmark of
superparamagnetic samples. The hysteretic behavior of a
magnetic material can be probed by cycling a large mag-
netic field between opposite directions relative to the sam-
ple. The theoretical hysteresis curves shown in Figure 7
compare the ideal cases of isolated, monodisperse, nonin-
teracting nanoparticles, either single domain, or superpara-
magnetic. More generally, a particle size distribution, where
some of the particles are large enough to be blocked while
others remain superparamagnetic, is necessary to describe a
real material. As first demonstrated by Bean in 1955 [271], a
weighted average of contributions from the superparamag-
netic (Langevin function) and blocked particles (S-W model)
describe the hysteretic behavior, barring interparticle inter-
actions. Realistic models of this behavior have been devel-
oped in recent years to describe the variety of measured
loop shapes [272, 273].

A basic type of hysteresis loop study for nanoparticle
materials entails the measurement of loops above and below
the blocking temperature of the material. This is illustrated
by Chen and Zhang for MgFe2O4 spinel ferrites [274]. They
show the increased susceptibility for large-sized superpara-
magnetic particles at high temperatures and the coercivity
dependence on particle size for blocked particles.

Sun et al. used a SQUID magnetometer to examine the
phase transformations via hysteresis loops of monodisperse
self-assembled FePt nanoparticles [180]. Their hysteresis
results identify annealing conditions and composition ranges
that were optimized for large coercivity.

SQUID magnetometry studies of the surface effects
on the magnetization of nanoparticles were performed by
Toneguzzo et al. [130, 145]. These experiments showed a
common effect in nanoparticle systems, namely, that the sat-
uration magnetization is inversely proportional to the parti-
cle diameter (or proportional to the surface area divided by
the volume). This has been explained by pinning of magne-
tization at the surface of the nanoparticles, the introduction
of a “dead” layer at the surface [275], and the formation of
surface oxides during various studies. Toneguzzo et al. use
a metallo-organic and oxide phase shell model to analyze
their data.

A similar study of yttrium-iron garnet (Y3Fe5O12) by
Sanchez et al. showed the saturation magnetization is
inversely proportional to the particle diameter [113]. In this
case, the oxide particles have a decreased magnetization
presumably due to either a nonmagnetic surface layer or
noncollinear spin arrangement. Shafi et al. have examined
the surface effects of various surfactants on the surfaces
of amorphous Fe2O3 nanoparticles [96]. They attribute low
magnetization found in hysteresis loops for particles coated
with octyl phosphonic acid as an indication of antiferromag-
netic coupling to the nanoparticles.

5.4.3. Temporal Remanent Magnetization
The switching and relaxation behavior of nanoparticles can
be examined by a number of different temporal remanent
magnetization techniques. Thermoremanent magnetization

(TMR) studies provide relaxation information about par-
ticles that have been field cooled below the blocking
temperature with ensuing removal of the magnetic field at
the measurement temperature. Isothermal remanent mag-
netization (IMR) experiments require zero field cooling to
the measurement temperature with subsequent application
and removal of a magnetic field. Finally, similar to the IMR
curves, DC demagnetization curves involve zero field cool-
ing of the sample; however, a large magnetic field is applied
to the sample and then a field is applied in the opposite
direction from which it is finally removed. The combination
of DC demagnetization and IMR experiments can provide
interparticle interaction information through the calculation
of the +M parameter [276, 277]. Since superparamagnetic
particles do not have remanent magnetization, the magnetic
remanence will come from the blocked magnetic particles at
a given temperature.

The experiments of Zeng et al. have shown the inter-
particle interactions of FePt nanoparticles by use of +M
curves [278]. The particles in this case are annealed, and
thereby aggregate showing a trend of negative +M values
indicating dipolar interactions for low annealing tempera-
tures and large positive +M indicating exchange coupling at
high annealing temperatures.

5.4.4. Alternating Current Susceptibility
Alternating current (AC) susceptibility measurements are a
valuable source of magnetic characterization with measure-
ment frequencies from 10 to 10 kHz. This technique gives
information about the dynamic behavior of the nanoparticles
with the capability for initial susceptibility measurements at
very small fields. Experiments show the real part of the sus-
ceptibility (� ′) is frequency independent at high tempera-
tures due to thermal equilibrium of the superparamagnetic
particles. When some of the superparamagnetic particles are
blocked as the temperature is reduced, increased frequen-
cies cause an increase in the temperature at which � ′ peaks
and a decrease in its magnitude.

These attributes are clearly shown by the work of Dor-
mann et al. on �-Fe2O3 nanoparticles [279]. Nanoparticles
in varying sizes and degrees of interaction were exam-
ined by AC susceptibility. Particle samples (7.1 nm diame-
ter) were examined as chains of particles and as entangled
chain agglomerates. The particles with a chain-like environ-
ment possessed larger susceptibility for all measurement fre-
quencies than the agglomerated sample. Additionally, the
chained particle sample exhibited lower peak temperatures
for � ′, indicating lower stability of the particles to thermal
fluctuations than the agglomerated sample that possesses
more near neighbors (thus higher magnetostatic interparti-
cle interactions).

The effect of dilution on relaxation times of amorphous
Fe0	78C0	22 particles as a function of temperature were exam-
ined by Djurberg et al. [280]. The more dilute sample
showed much smaller relaxation times for a given temper-
ature. This reflects the significance of interparticle inter-
actions, where higher degrees of magnetostatic interaction
provide stability to the system of particles.
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5.4.5. Ferromagnetic Resonance
Ferromagnetic resonance (FMR) experiments provide infor-
mation about the anisotropy, the distribution of particle
easy axis orientations, and surface effects of magnetic nano-
particles. The experiment uses a strong magnetic field to
align the magnetic moments of the particles and a transverse
high frequency field to produce a precession of the magnetic
moment about the strong applied field. These experiments
are generally accomplished by fixing the high frequency field
component and measuring the magnetic susceptibility as a
function of the direction and magnitude of the large applied
field. The many GHz frequency range of the high frequency
field component gives a measurement time of greater than
10−9 s.

Studies carried out by Diehl et al. show the general trends
of line sharpening for smaller particle size and higher mea-
surement temperatures for �-Co and twinned face centered
cubic Co samples [281]. These effects are due to the thermal
relaxation of the nanoparticles, yielding a single sharp reso-
nance peak. The peak shape changes were accompanied by
shifts in the resonance lines due to changes in the presence
or magnitude of the particle anisotropy.

5.4.6. Mössbauer Spectroscopy
Mössbauer spectroscopic measurements use the absorption
and emission of gamma rays to examine the local hyper-
fine fields at atomic nuclei. Generally, gamma rays with fre-
quencies in the range 1018 to 1019 Hz are used for these
experiments to excite the 57Fe isotope within the sample.
This technique can be used to reveal information about the
crystal structure and magnetic characteristics of the nano-
particles with roughly a 10−8 s measurement time. Mod-
eled Mössbauer spectra can be superimposed to incorporate
many crystalline and amorphous phases, including separate
contributions from surface atoms when relaxation effects
are not significant. Due to thermal activation, superparam-
agnetic particles exhibit fluctuations in the hyperfine field
parameters as a function of time. The effects of large surface
area were examined by Bodker et al. by Mössbauer exper-
iments on metallic Fe nanoparticles [282]. The anisotropy
of the particles was determined in-situ as a function of
grain size from the observed hyperfine field. The results
indicted an increase in the anisotropy as the particle size

Table 2. Summary of Magnetic Nanoparticles.

Compound∗ Method† Size (nm) Morphology Characterization‡ Ref.

Fe PPC <200 Agglomerates TEM, XRD, ICP, SQUID [283]
�-Fe(.-FeOOH) PPC and M 30–180 Needles TEM, XRD, VSM [284]
Fe(Fe3O4) PPC 20–200 Spheres TEM, XRD, FTIR, VSM, ACSus [285]
�-FeOOH PPC 7–48 — XRD, BET, MS [286]
�-FeOOH PPC 20–200 Needles TEM, XRD, FTIR [287]
�-FeOOH PPC 10–150 Needles SEM, XRD, SAXS, SQUID, [288]

magnetic birefringence
.-FeOOH PPC 10–450 Needles TEM, XRD, EXAFS, BET, ICP [289]
�-FeOOH PPC <400 Needles TEM, XRD, ICP, FTIR [290]
+-FeOOH PPC 10–100 Platelets TEM, XRD, FTIR [291]
MgFe2O4 PPC 5–20 — XRD, ND, ICP, MS, SQUID [274, 292]
MnFe2O4 PPC ∼40 Spheres? TEM, XRD, ND, EELS [209]
MnFe2O4 PPC 4–15 Spheres TEM, XRD, BET, DSC, SQUID [293]

continued

decreased, which was mainly attributed to magnetocrys-
talline anisotropy of the particles.

6. CONCLUSIONS
The goals of this chapter are to describe the chemi-
cal synthesis options available for the processing of mag-
netic nanoparticles, provide a review of useful and novel
characterization methodologies to better understand the
structure and chemistry of these particles, and to broadly
review the magnetic properties of these particles in terms
of their intrinsic magnetism as well as cooperative effects.
We have limited our review to the time period beginning in
1990 and extending through 2002. Where appropriate, we
direct the reader to other reviews and articles that provide
the needed background to understand the outstanding issues
addressing magnetic nanoparticles.

Table 2 summarizes different magnetic nanoparticles. Our
scope has focused on the chemical methodologies that have
been used to synthesize magnetic nanoparticles. Since these
techniques use similar solvent systems, they offer the widest
versatility and flexibility in processing. Combining one or
more of these techniques is relatively simple and allows for
the synthesis of many types of oxides and alloys. Of par-
ticular interest is the use of surfactant-mediated synthesis,
including micellar, sol–gels, and polyol techniques. These
techniques offer the ability to control particle size to less
than 10% and allow for a wide range of materials and mor-
phologies. Notwithstanding these powerful processing meth-
ods, gaining insight into the particles composition, phase,
and structure remain elusive. To address this challenge,
we propose the use of synchrotron radiation techniques to
supplement the more routine laboratory characterization
tools. Extended X-ray absorption fine structure has recently
been used to analyze magnetic nanoparticles to determine
element-specific phase purity, cation disorder, and particle
size. This powerful tool can address many of the difficul-
ties that exist in determining the nature of nanoparticles.
Finally, we review the intrinsic and extrinsic magnetic prop-
erties of nanoparticles. Since the magnetism of these mate-
rials depend not only on particle chemistry and phase, but
also on the particle size and environment, we explore the
roles of interparticle interaction and surface functionaliza-
tion in determining the magnetic properties of the system.
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Table 2. Continued.

Compound∗ Method† Size (nm) Morphology Characterization‡ Ref.

MnFe2O4 PPC 7–25 Spheres TEM, XRD, magnetic fluxmeter [22]
MnFe2O4 PPC 5–15 Spheres TEM, XRD, VSM [23]
Fe3O4 PPC <80 Spheres TEM, XRD, ICP, FTIR [290]
Fe3O4 PPC <10 Spheres TEM, XRD, SQUID, ACSus [294]
Fe3O4/surfactant PPC <10 Spheres TEM, XRD, SQUID, ACSus [295]
CoFe2O4 PPC 7–12 Spheres TEM, VSM [21]
CoFe2O4 PPC 5–20 Spheres TEM, XRD, magnetic fluxmeter [22]
CoFe2O4 PPC 5–130 Spheres, Needles TEM, XRD, VSM [23]
CoFe2O4 PPC 600–1000 Spheres TEM, XRD, XPS, FTIR, AA, [296]

magnetic susceptibility
NiFe2O4 PPC 50–200 Spheres SEM, XRD, TGA, BET [297]
NiFe2O4 PPC 4–6 — XRD, SQUID [298]
NiFe2O4 PPC 3–5 Spheres TEM, XRD, magnetic birefringence [299]
NiFe2O4 PPC 700–900 Spheres TEM, UVvis, Zeta potential, VSM? [300]
ZnFe2O4 PPC <100 Spheres SEM, XRD, TGA [301]
Mn1−xZnxFe2O4 PPC 3–20 — TEM, XRD, TGA, FTIR, ESR, [25, 302]

SANS, VSM
Mn0	66Zn0	34Fe2O4 PPC ∼9 — TEM, XRD, AA, FMR, VSM [303]
Ni1−xZnxFe2O4 PPC 10–20 Spheres TEM, XRD, AA, FTIR, VSM [26]
Ni1−xZnxFe2O4/�-Fe/ PPC ∼20 Spheres TEM, SEM, XRD, MS, VSM [304]
�-Fe2O3

Ni0	8Zn0	2Fe2O4 PPC 14–1000 Spheres, SEM, XRD, VSM [305]
Agglomerates

Ni0	5Zn0	5Fe2O4 PPC ∼9 — TEM, XRD, AA, FMR, VSM [303]
�-Fe2O3 PPC 20–50 Spheres SEM, XRD [306]
�-Fe2O3

�-Fe2O3 PPC 4–12 — XRD, ND, SANS, FMR [307]
�-Fe2O3 PPC 2–9 Spheres TEM, XRD [308]
�-Fe2O3 PPC 6–12 Spheres TEM, VSM [21]
�-Fe2O3 PPC 2–15 Spheres TEM, XRD, AA, DLS, SQUID [309]
�-Fe2O3 PPC <100 Platelets, Rods TEM, XRD, XPS, MS [310]
SrFe12O19 PPC 35–40 Spheres TEM, XRD, TGA, DTA, SQUID [311]
BaFe12O19 PPC 250–1000 — SEM, XRD, TGA, DTA, XPS [312]
BaFe12O19 PPC 100–500 Hexagonal Platelets, SEM, XRD, MS [313]

Agglomerates
BaFe12O19 PPC 100–3000 Hexagonal Platelets, SEM, XRD, DTA, VSM [314]

Agglomerates
BaFe12O19 PPC 10–50 — TEM, XRD, MS, VSM [17]
BaFe12O19 PPC 10–500 Hexagonal Platelets, HRTEM, TEM, XRD, TGA, [315]

Agglomerates DTA, Raman, VSM
BaFe12O19 PPC 400–3000 Hexagonal Platelets SEM, XRD, TGA, DTA, VSM [316]
BaFe12O19 PPC 10–3000 Platelets TEM, XRD, TGA, VSM [317]
(Fe,Ni,Cu) BH 10–200 Spheres TEM, XRD, TMA [34]
Co BH 20–100 Spheres TEM, XRD, ICP [318]
Co BH <40 Agglomerates TEM, XRD, ICP, DSC, BET, SQUID [29]
Ni BH 25–30 — XRD, ICP [30]
CoPt (L10) BH 20–25 Spheres TEM, XRD, ICP, EDX, VSM, SQUID [319]
(Fe,Zr,B)(Fe3B)(ZrO2) BH 5–15 — SEM, XRD, EDX, EXAFS, [320]

AA, FTIR, DSC, MS, SQUID
(M,B)M = Fe,Co,Ni,Mn BH 7–12 — XRD, MS, ACSus [31]
(Fe,Ni,B) BH <50 Agglomerates TEM, MS [32]
(Fe,B) amorphous BH 50–150 Spheres TEM, DSC, BET, ICP, MS [321]
Fe80−xCrxB20 BH 20–200 Spheres TEM, XRD, TGA, MS, SQUID [322]
Fe80−xCrxB20 amorphous BH 3–200 Spheres, Agglomerates TEM, XRD, MS, SQUID [323, 324]
(Co,B) amorphous BH ∼40 Spheres TEM, XRD, XPS, ICP, MS [325]
MnFe2O4 H ∼25 — XRD, FB [326]
MnFe2O4 H ∼540 Spheres, Polyhedra TEM, MS, SQUID [327]
Fe3O4 H ∼340 Polyhedra TEM, MS, SQUID [327]
Fe3O4 H 30–200 Polyhedra TEM, XRD, AA [328]
Fe3O4 H 50–150 Spheres SEM, XRD, BET [38]
CoFe2O4 H ∼400 Spheres, Polyhedra TEM, MS, SQUID [327]

continued
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Table 2. Continued.

Compound∗ Method† Size (nm) Morphology Characterization‡ Ref.

NiFe2O4 H 20–100 Polyhedra TEM, XRD, AA [328]
NiFe2O4 H ∼680 Polyhedra TEM, MS, SQUID [327]
ZnFe2O4 H 20–80 Polyhedra TEM, XRD, AA [328]
Mn1−xZnxFe2O4 H 5–200 Spheres, Polyhedra TEM, SEM, XRD, AA, DTA, [39]

TGA, AES, FB
Mn1−xZnxFe2O4 H 10–17 — XRD, ICP [329]
Mn1−xZnxFe2O4/ H <12 Spheres, Large TEM, XRD, VSM [330]
�-Fe2O3 � Polyhedra

Ni1−xZnxFe2O4 H 40–70 Spheres SEM, XRD, VSM [331]
SrFe12O19 H 50–2000 Hexagonal platelets SEM, XRD, AA, VSM [40]
SrFe12O19 H 8–30 Spheres TEM, XRD, DTA, EPR [332]
BaFe12O19 H 100–1900 Hexagonal platelets SEM, XRD [333]
BaFe12O19 H 50–800 Hexagonal platelets SEM, XRD, VSM [42]
BaFe12O19 H 200–1000 Hexagonal platelets SEM, XRD [334]
BaFe12O19 H 150–1500 Hexagonal platelets SEM, XRD, BET, VSM [335]
BaFe12O19 H 150–10000 Hexagonal platelets, TEM, SEM, XRD, DLS, [41]

Needles DTA, TGA, VSM
BaFe12O19 H 40–700 Hexagonal platelets TEM, XRD [336–338]
BaFe12O19 H 100–200 Hexagonal platelets TEM, XRD [339]
BaFe12O19/Ba5Fe8O17 H <1000 Polyhedra, Spheres TEM, XRD, VSM? [36]
REFeO3/RE3Fe5O12 H <80 Spheres TEM, XRD [37]

RE = Er-Lu
�-Fe M 10–100 Spheres TEM, XRD, EELS, AGM, MS [51]
Fe M 2–15 Spheres HRTEM, SAD [52]
Fe M 5–150 Needles TEM, XRD, SAD, VSM [283]
Fe M <5 Spheres TEM, XRD, optical absorption, [340]

VSM, SQUID
�-Fe M 50–150 Spheres TEM, XRD, VSM? [341]
�-Fe M 20–1000 Spheres, Needles TEM, XRD, VSM [342, 343]
�-Fe(.-FeOOH) M 10–200 Polyhedra, Spheres, TEM [344]

Needles
Fe/FeB M <3 — TEM, XPS, BET, MS [345]
Co M <10 Spheres TEM, XRD, SQUID [75, 346]
Co M 5–110 Spheres TEM, Conductivity, AGM [53]
Co M 5–10 Spheres, SA SEM, SQUID [347, 348]
.-Co M 2–10 Spheres TEM, STM, XRD, SAXS, SQUID [349–351]
Co M 5–12 Spheres, SA TEM, SEM, SQUID [352]
.-Co M <5 Spheres TEM, XRD, SQUID [353]
Co/Au c/s M 5–25 Spheres TEM, AFM, UVvis [354]
Ni M 2–16 Spheres TEM, XRD, SQUID [204]
(Fe,Cu) M 5–50 Spheres TEM, XRD, EDS, Conductivity, [355]

EELS, AGM, MS, SQUID
FePt3 M 8–10 Spheres TEM, XRD, SQUID [356]
(Fe,Cu,B) M 5–30 Spheres TEM, SEM, XRD, EDS, EELS, [357, 358]

MS, AGM, SQUID
Co2B M 2–20 Spheres TEM, SAD, UVvis, AGM [359]
FeOOH M <80 Needles SEM, XRD, UVvis, Conductivity [49]
MnFe2O4 M 5–10 Spheres TEM, XRD, ND, ICP, MS, SQUID [360]
MnFe2O4 M 3–10 Spheres TEM, XRD, SQUID [361]
Fe3O4 M 3–15 Spheres TEM, DSC, TGA, SANS, SQUID [360]
Fe3O4 M 3–10 Spheres TEM, XRD, SQUID [361]
Fe3O4 M 3–12 Spheres TEM, XRD, AGM, MS, VSM [362]
Fe3O4 M 3–12 Spheres TEM, XRD, VSM [363]
Fe3O4 M 5–20 — TEM, XRD, AA, DLS, SQUID [364]
Fe3O4(�-FeOOH) M 8–100 Spheres, Needles TEM, XRD, BET, DSC, VSM [365]
CoFe2O4 M <15 — TEM, XRD, ND, ICP, SQUID [56]
CoFe2O4 M 3–10 Spheres TEM, XRD, SQUID [361]
CoFe2O4 M 10–18 Spheres TEM, XRD, EXAFS, SQUID [366]
CoFe2O4 M 2–8 Spheres TEM, XRD, XANES, SAXS, [367–370]

Conductivity, MS, AGM, SQUID
CoFe2O4 M 2–15 Spheres TEM, XRD, EDS, MS, SQUID [371, 372]

continued
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Table 2. Continued.

Compound∗ Method† Size (nm) Morphology Characterization‡ Ref.

CoFe2O4 M 2–8 — TEM, XRD, SAXS, EDS, SQUID [373]
CoFe2O4 M 5–35 Spheres TEM, XRD, ND, ICP, MS, SQUID [208, 374]
CoFe2O4 M 5–20 Spheres TEM, XRD, VSM [375]
Co1−xRExFe2O4 M 17–23 — XRD, SQUID [376]

RE = Ce-Er
Zn1−xFe2+xO4 M 2–6 Spheres TEM, EDS, MS, SQUID [377]
Zn1−xFe2+xO4 M 2–50 Spheres TEM, XRD, DLS, BET, ICP, [378]

SQUID
Mn1−xZnxFe2O4 M 25–130 Spheres TEM, XRD, BET, PCS [54]
Mn1−xZnxFe2O4 M 3–1000 Agglomerates SEM, XRD, BET, DTA, TGA [379]
Co1−xZnxFe2O4 M <7 Spheres TEM, SAD, EDS, AGM, FMR, [380, 381]

SQUID
Ni1−xZnxFe2O4 M 20–150 Spheres TEM, XRD, BET, PCS [54]
�-Fe2O3 M 3–12 Spheres TEM, XRD, AGM, MS, VSM [362]
�-Fe2O3 M 4–20 Spheres TEM, SEM, XRD, MS, SQUID [382]
�-Fe2O3/Fe3O4 M 2–14 Spheres TEM, XRD, VSM [383]
SrFe12O19 M 9–120 Hexagonal platelets TEM, XRD, BET, DTA, TGA, VSM [18]
SrFe12O19 M 65–1000 Hexagonal platelets, TEM, XRD, BET, DTA, TGA, FTIR, [58]

Agglomerates MS, VSM
SrFe12O19 M 3–100 — TEM, XRD, DTA, TGA, SQUID [384]
BaFe12O19 M 3–15 — TEM, XRD, VSM [55]
BaFe12O19 M 5–100 Spheres TEM, XRD, DTA, TGA, VSM [385]
Co[Fe(CN)5NO] M 22–31 Polyhedra TEM, FTIR [386]
Cr3[Cr(CN)6]2H2O M 15–200 Polyhedra TEM, FTIR [386]
Co4[Fe(CN)6]4 M 12–22 Polyhedra TEM, FTIR [386]
Co/PVP T(OM) <2 Spheres TEM, HRTEM, SQUID [61]
Ni/PVP T(OM) <5 Spheres, SA TEM, EELS, FTIR, EDS [387]
Ni/PVP T(OM) <5 Spheres, SA HRTEM, WAXS, SQUID [72]
Ni T(OM) 4 × 15 Rods TEM, SQUID [76]
CoPt, CoPt3, T(OM) <10 Spheres TEM, SQUID [79]

Co/Pt c/s
CoO, Co3O4/PVP T(OM) 5–12 Spheres TEM, HRTEM, WAXS, SQUID [62]
CoFe2O4 T(OM) 4–9 Spheres, SA TEM, XRD, SQUID [81]
SrFe12−xO19−1	5x T(OM) 200–500 — XRD, DTA, TGA, FTIR, FB [388]
Fe T(CO) 5–8 Spheres TEM, SQUID [78]
Fe/TOPO T(CO) 2–11 Needles TEM, SQUID [69]
Fe/polymer c/s T(CO) <100 Spheres TEM, DSC, ICP, FTIR, [389]

NMR, SQUID
Fe, �-Fe2O3 T(CO) 10–15 Spheres TEM, XRD [80]
Co, CoO T(CO) 4–5 Spheres TEM, EELS [67]
Co T(CO) 50–100 Spheres TEM, SQUID [77]
Co T(CO) ∼12 Spheres TEM, SQUID, FMR [390]
Co, �-Co T(CO) 3–17 Spheres, Rods, TEM, XRD, EELS, HRTEM [65, 66]

Cubes, SA
Co/PS T(CO) 5–30 Agglomerates TEM, FTIR [70]
Co/HPS T(CO) 2–15 Spheres TEM, XRF, FMR [68]
�-Co/TOPO T(CO) 4–25 Spheres, Rods, SA TEM, XRD [64]
�-Co/TOPO T(CO) 15–25 Spheres, Polyhedra TEM, XRD [63]
MnO T(CO) 5–10 Spheres TEM, XRD, SQUID [391]
.-Fe2O3, T(CO) ∼30 Spheres TEM, XRD, XPS, FTIR [392]
�-FeOOH

Fe UV 2–15 Chains STM, ESR [176]
Fe/PPO S 1–12 Spheres HRTEM, SQUID [393]
Fe/SiO2 (Fe,Co) S 3–8 Agglomerates TEM, XRD, DSC, TPD, TPR-MS [85]

10–20
Fe/Thiol S 3–25 SA Monolayers AES, XRD, XANES, XPS, DSC, [88, 89, 94]

TGA, FTIR, MS
Fe/PVP S 3–8 Spheres TEM, SQUID [84]
Fe amorphous S <30 Spheres TEM, XRD, TGA, DSC, SQUID [82, 394]
Fe, Co, (Fe,Co) S 2–20 Spheres TEM, XRD, DSC [83]
Co S 30–200 Platelets TEM, SAD, Lorentz microscopy [91]

continued
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Table 2. Continued.

Compound∗ Method† Size (nm) Morphology Characterization‡ Ref.

Ni S 5–20 Spheres TEM, XRD, TGA, DSC, SQUID [92]
Ni/SiO2 S 10–50 Spheres TEM, AFM [90]
(Fe,Co) S <10 Spheres TEM, SANS, DSC [86]
(Fe,Ni) S <25 Agglomerates TEM, XRD, TGA, DSC, BET, MS, [87]

SQUID
(Co,Ni) S <10 SA Monolayers TEM, SEM, XRD, TGA, BET, VSM [93]
Fe3O4/PVA S 12–20 Spheres TEM, AFM, XRD, DSC, TGA, MS, [97]

SQUID
Fe3O4 S <20 Spheres TEM, XRD, TGA, MS, SQUID [99]
Co3O4Fe3O4 S 5–30 Polyhedra TEM, XRD, DRS, BET [98]
NiFe2O4 S <25 Agglomerates TEM, XRD, BET, ESR, TGA, DSC [95]
Fe2O3/UDA/OPA/ S 5–25 Spheres TEM, XRD, FTIR, EPR, TGA, MS, [96, 100]

DSA/OTS SQUID, VSM
M1−xPxM = Fe,Co,Ni SG 2–10 Hexagonal platelets TEM, XRD [395]
Fe/SiO2 SG <10 Agglomerates TEM, XRD, MS, VSM [115]
(Ni/Pd)/PVP SG 1–5 Spheres HRTEM, XRD, XPS, VSM [149]
Fe2O3/SiO2 SG 5–15 c Spheres TEM, Fluorescent microscopy [396]
Fe3O4/SiO2 2–100 s
CoFe2O4 SG 10–50 — XRD, MS, VSM [102]
Co0	9Mn0	1Fe2O4 SG 10–50 — TEM, XRD, MS, VSM [104]
Co1−xCrxFe2O4 SG 5–20 Spheres TEM, XRD, ICP, VSM [105]
CoBi0	1Fe1	9O4 SG 10–80 — AFM, XRD, RBS, TGA, MS, VSM [106]
CoGd0	1Fe1	9O4 SG 11–30 — XRD, MS, VSM [108]
CoNd0	1Fe1	9O4

Co1−xZnxFe2O4 SG 10–90 Agglomerates SEM, XRD, MS, VSM [109]
CoY0	1Fe1	9O4 SG 6–30 — XRD, MS, VSM [107]
CoLa0	1Fe1	9O4

NiFe2O4/SiO2 SG 5–20 Agglomerates XRD, TGA, FTIR, ESR, MS, VSM [117]
NiFe2O4 SG 5–30 Spheres? TEM, XRD, DTA, BET, SQUID [103]
Ni0	25Cu0	25Zn0	5Fe2O4 SG 40–50 Agglomerates TEM, XRD, DTA, FTIR, ACPerm [397]
Ni0	5Zn0	5Fe2O4/Mg2SiO4 SG 100–200 Agglomerates SEM, XRD, ACPerm [398]
�-Fe2O3 SG 20–60 Spindles, Spheres TEM, XRD, SAXS [399]
�-Fe2O3 SG 50–3300 Spheres, Platelets TEM, SEM, XRD, ICP, [400]

EDX, FTIR, UVvis
Fe2O3/SiO2 SG 9–50 Agglomerates TEM, ESR, BET [116]
BaFe12O19 SG 100–250 Polyhedra TEM, XRD, VSM [401]
Ba4Co2Fe36O60(Co2-U) SG 10–100 Spheres, Cubes TEM, XRD, XPS, BET, VSM [112]
Ba1−xSrxFe12O19 SG 80–85 Hexagonal Platelets SEM, XRD, MS, VSM [110]
BaZnCoFe16O2 SG 5–500 Spheres TEM, XRD, VSM [111]
La0	67Ca0	33MnO3 SG 30–60 Agglomerates TEM, XRD, TGA, XPS, FTIR, VSM [114]
Y3Fe3O12 SG 30–4520 Agglomerates TEM, SEM, XRD, VSM, SQUID [113]
Fe, Ni, Co, (Fe,Co), P 5–50 Spheres TEM, SEM, XRD [122, 143]

(Fe,Cu), (Co,Cu)
Fe, (Fe,Co), (Fe,Ni), P 5–250 Spheres SEM, XRD, VSM [125]

(Co,Ni,Fe)
Co P ∼1200 Agglomerates SEM, XRD, FMR [147]
Co/Mica P 1–500 Agglomerates SEM, XRD, UVvis, IR [144]
Co, Pt, CoPt, CoPt3 P 1–3 Spheres TEM, XRD [140]
Co/Ni/LDH P 5–20 Turbostratic Aggregate TEM, XRD, TGA, DTA, FTIR, [146]

UV-NRIR
Co, Ni, (Co,Ni)/PVP P 100–600 Spheres SEM, XRD, TGA, VSM [135]
Co, (Co,Ni), (Co,Ni,Fe) P 30–1000 Spheres SEM, XRD, EDS, FMR, ACPerm [127]
Ni, Co P 20–500 Spheres TEM, XRD [150]
Ni/montmorillonit e P 8–45 Spheres HRTEM, XRD, VSM [141]
Ni/PVP P 5–2000 Spheres SEM, XRD, FTIR, TPD [134]
(Fe,Co) P ∼20 Spheres TEM, XRD, EELS, ACPerm [133]
(Ni,Co) P 200–700 Spheres SEM, XRD, TGA [120]
(Ni,Co) P 200-2000 Spheres SEM, XRD, VSM, Permeability [123, 124]
(Ni,Co) P 150–700 Spheres SEM, XRD, TGA [121]
(Ni,Co) P 210–260 Spheres TEM, SEM, XRD, EDS, [128]

Microwave permeability

continued
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Table 2. Continued.

Compound∗ Method† Size (nm) Morphology Characterization‡ Ref.

(Ni,Co) P 60–500 Spheres TEM, XRD [132]
(Ni,Co) P 25–600 Spheres SEM, XRD, WAXS, VSM [148]
(Ni,Co), (Fe,Ni) P 200–500 Spheres TEM, XRD [126]
(Ni,Co), (Fe,Ni,Co) P 25–2000 Spheres TEM, SEM, ACPerm [129]
(Ni,Co), (Fe,Ni,Co) P 20–40 Spheres TEM, SEM, SQUID, ACPerm [130]
(Ni,Co), (Fe,Ni,Co) P 25–250 Spheres TEM, FMR, ACPerm [131]
(Ni,Co), (Fe,Ni,Co) P 25–3000 Spheres SEM, XRD, XRF, TGA, DSM, GPC, [145]

TPD/MS, SQUID, ACPerm
(Co,Cu) P 20–30 Spheres TEM, XRD, NMR, EXAFS, VSM [118, 119]
Co2FeO4 P 4–8 Spheres TEM, XRD, XANES, MS, [139]

DC Susceptibility
�-Fe2O3, �-Fe2O3 P 80–100 Spheres SEM, XRD, DRS [136, 138]
Fe2O3, CoO P 30–300 Spheres SEM, XRD [137]
Co ED 3–5 Templated Nanowires TEM, HRTEM, VSM [155]
Co ED ∼200 Templated Nanowires SEM, XRD, CV, VSM [156]
Co, (Co,Fe) ED 18–78 Templated Nanowires HRTEM, TEM, XRD, VSM [162]
Ni ED ∼6 Templated Nanowires TEM [164]
Ni ED 50–100 Spheres SEM [174]
Ni, Co ED 18–500 Templated Nanowires TEM, SEM, SQUID, VSM [157, 163]
Ni, Co ED 35–500 Templated Nanowires MFM, SQUID [160]
Ni ED <70 Templated Nanowires TEM, Conductivity [158]
Ni ED 20–600 Spheres SEM, TEM, CV [172]
Ni, (Pd,Fe) ED <40 — XRD, �� angluar spectroscopy [168]
Fe26Ni74 ED ∼18 Templated Nanowires TEM, Sem, XRD, VSM [154]
CoPt, FePt ED 25–100 Wires TEM, XRD, VSM [161]
Fe2O3, NiO, Co3O4, ED 2–30 — TEM, XRD, DLS, BET [167]

CoFe2O4

SrFewOz ED 2–50 Agglomerates SEM, XRD, ICP, SQUID [170]
Fe, Ni, (Co,Ni) EC 10–10000 Agglomerates TEM, SEM, XRD, XRF, MS, SQUID [173]
�-Fe, �-Fe2O3, Fe3O4 EC 9–55 — XRD, MS [204]
MnxZnyFezOw EC 20–2000 — SEM, XRD, ICP-MS, SQUID [171]
�-Fe2O3 EC 1–25 Agglomerates TEM, XRD, FTIR, BET, Raman, [169]

MS, SQUID
�-Fe, Co, Ni MSP 6–10 Spheres, SA HRTEM, WAXS, VSM, SQUID [184]
�-Co, hcp Co, MSP 2–10 Spheres, SA HREM, WAXS, SAXS, XRD, SQUID [179]

mt-fcc Co
(Fe,Pt) MSP 2–5 Spheres, SA TEM, PEELS, ICP, RBS, SQUID [3, 180]
FePt MSP 2–50 Spheres, Triangular TEM, SEM, XRD [188]

Platelets
FePt (L10) MSP 3–6 Spheres, SA HRTEM, XRD, SQUID [181, 186, 278]
FePt (L10) MSP 1–4 Spheres, SA TEM, VSM, SQUID [182]
FePt (L10) MSP 2–5 Spheres, SA TEM [183]
FePt (L10) MSP 3–5 Spheres TEM, XPS, MS, VSM [185]
CoPt3/ACA MSP 1–50 Spheres, Wires HRTEM, TEM, SEM, XRD, ICP, AES [402]
FePd, CoPt, MSP 2–11 Spheres, SA TEM, SEM, XRD, AGM, VSM [187, 189]

(Fe,Co)Pt (L10)
(Fe49Pt51)88Ag12(L10) MSP 2–5 Spheres TEM, XRD, VSM [403]
(Sm,Co), (Nd,Fe) MSP ∼9 Clusters TEM, SQUID [178]
Fe3O4 MSP 3–20 Spheres, SA TEM, XRD [404]

∗ c/s: Core/Shell; PVP: polyvinylpyrrolidone; TOPO: trioctylphospheneoxide; SDS: sodium dodecylsulfate; OTS: octadecyltrichlorosilane; UDA: 10-undecanoic acid;
OPA: octylphosphonic acid; DSA: dodecylsulfonic acid; PPO: poly(dimethylphenylene oxide); ACA: 1-adamentanecarboxylic acid.

† PPC: precipitation; BH: borohydride; H: hydrothermal; M: micellar or microemulsion; T(OM): thermolosis–organometallic; T(CO): thermolosis–carbonyl decom-
position; UV: photolysis; S: sonolysis; SG: sol–gel; P: polyol; EC: electrochemical; ED: electrodeposition; MSP: multi-synthesis processing.

‡ AA: atomic absorption spectroscopy; ACPerm: alternating current permeametry; ACSus: alternating current susceptometry; AES: Auger electron spectroscopy;
AFM: atomic force microscopy; BET: Brunauer-Emmett-Teller (a method of measuring surface area); CST: critical surface tension; CV: cyclic voltammery; DRS: diffuse
reflectance spectroscopy; DSC: differential scanning calorimetry; DTA: differential thermal analysis; EELS: electron energy loss spectroscopy; EM: electron microscopy;
ESR: electron spin resonance; FB: Faraday balance; FMR: ferromagnetic resonance; FTIR: Fourier transform infrared spectroscopy; HRTEM: high resolution transmis-
sion electron microscopy; ICP: inductively coupled plasma; MFM: magnetic force microscopy; MS: Mössbauer effect spectroscopy; PCS: photon correlation spectroscopy;
PEELS: parallel electron energy loss spectroscopy; RBS: Rutherford back-scattering spectroscopy; SAD: selected area electron diffraction; SANS: small angle neutron
spectroscopy; SAXS: small angle X-ray spectroscopy; SEM: scanning electron microscopy; SQUID: superconducting quantum interference device magnetometry; STM:
scanning tunneling microscopy; TEM: transmission electron microscopy; TGA: thermal gravimetric analysis; TPD: temperature programmed desorption; VSM: vibrating
sample magnetometry; WAXS: wide-angle X-ray spectroscopy; XANES: X-ray absorption near edge spectroscopy; XRF: X-ray fluorescence; XPS: X-ray photoelectron
spectroscopy; XRD: X-ray diffraction.



Chemically Prepared Magnetic Nanoparticles 841

GLOSSARY
Absorption edge A large jump in X-ray absorption as a
function of energy associated with the ejection of a core
electron from a particular element (e.g. the “Fe K edge”).
Blocking temperature Time upon heating. Magnetic
moment is frozen into place upon cooling. This parameter
is sensitive to applied magnetic field strength, characteristic
time of measurement, and particle volume.
Capping agent Anything that is added to a reaction solu-
tion to modify or control the chemical, physical and/or sur-
face properties of nanoparticles. This agent is usually an
organic moiety and help to prevent particle growth (e.g.
polyvinylpyrrolidone (PVP)).
Chelating ligand A ligand that can form one or more
bonds with a central metal ion (e.g. oxalic acid).
Coercivity The extrinsic magnetic property defined by the
magnetic field required to reduce the magnetization of a
ferromagnetic or ferrimagnetic material to zero. SI Units of
A/m.
Condensation The combination of hydrolyzed or partially
hydrolyzed reactants that lead to gel formation.
Curie temperature The phase transformation temperature
at which a ferromagnetic material becomes paramagnetic
thereby losing its spontaneous magnetization.
Differential scanning calorimetry (DSC) A thermal analy-
sis technique in which the power required to keep the sam-
ple at the same temperature as a reference is the physical
parameter.
Differential thermal analysis (DTA) A thermal analysis
technique in which the temperature of the sample relative
to the temperature of a reference material is measured.
Diffraction anomalous fine structure (DAFS) The varia-
tion in a Bragg X-ray diffraction peak as a function of energy
near an absorption edge.
Disproportionation A reaction in which a species under-
goes both oxidation and reduction simultaneously.
Dynamic light scattering (DLS) A technique for estimat-
ing nanoparticle sizes by measuring fluctuations in light scat-
tered by the sample. Also known as photon correlation
spectroscopy or quasi-elastic light scattering.
Electrodeposition The deposition of a metallic species
from an electrolyte solution on a cathode where an external
current is applied to the plating system.
Electron spectroscopy for chemical analysis (ESCA) A
term encompassing X-ray photoelectron spectroscopy and
ultraviolet photoelectron spectroscopy.
Energy dispersive X-ray absorption spectroscopy (EDXAS
or DXAS) A fast variation of X-ray absorption spec-
troscopy, in which broad spectrum X-ray radiation is
diffracted by the sample, allowing an entire energy spectrum
to be collected simultaneously.
Exchange stiffness The strength of interaction between
adjacent magnetic moments. The origin of exchange stiff-
ness is a parameterization of the exchange interaction. The
origin of exchange interaction, being quantum mechanical
in nature, is the basis for ferromagnetic behavior. SI Units
of J/m.

Extended X-ray absorption fine structure (EXAFS) The
variation in X-ray absorption as a function of energy more
than 30 eV above an absorption edge.
Ferrimagnetism The phenomenon exhibited by materials
possessing spontaneous magnetization due to either unequal
numbers of antiparallel atomic moments or antiparallel
atomic moments of differing magnitudes (or both).
Ferromagnetic resonance (FMR) A magnetic characteri-
zation technique performed to examine the anisotropy and
distribution of easy axes for assemblies of magnetic nano-
particles. This is accomplished by applying a large, saturating
field simultaneously with a small oscillating magnetic field
perpendicular to the saturating field, thereby producing a
precession of the magnetic moments in the sample. Dynamic
susceptibility as a function of field strength and orientation
are generally measured.
Ferromagnetism The phenomenon exhibited by materials
possessing spontaneous magnetization due to parallel align-
ment of atomic moments.
Hydrolysis The replacement of a ligand with a hydroxide
group from water (i.e. alkoxide replacement in sol–gels).
Hydrophilic “Water attractive,” a molecule or compound
that dissolves or is miscible in water. In a surfactant, the
polar head group is hydrophilic.
Hydrophobic “Water repulsive,” a molecule or compound
that does not mix or is immiscible in water (e.g. oil) the
hydrophobic end of a surfactant is the hydrocarbon tail.
Hydrothermal reaction A reaction where an aqueous solu-
tion is heated above the boiling point of water in an auto-
clave or high pressure reactors (pressure can reach over
2000 psi and temperature over 200 �C).
Hysteresis loop A plot of the variation of the magnetiza-
tion as an applied magnetic field is swept through a complete
cycle (+/− Hmax).
Inverse/reverse micelle A system in which the surfactant
molecules entrap solubilized water pools in a hydrocarbon
solvent (also known as water-in-oil microemulsions).
Isoelectric point The pH where the particle has no net sur-
face charge.
Ligand A chemical molecule or anion that is directly
bonded to a metal ion.
Magnetic domain A portion of a magnetically ordered
material that possesses magnetic moments aligned in the
same direction (region over which the spontaneous magne-
tization is aligned).
Magnetic susceptibility The ratio of magnetization to
magnetic field, in general it is unitless, however it may
be normalized by mass, volume, or moles for comparison
between materials. The susceptibility may be determined by
the application of alternating current or direct current mag-
netic fields.
Magnetocrystalline anisotropy The intrinsic magnetic
property describing the strength of interaction between the
crystalline lattice and magnetic moment. Generally, this is
represented as a (low energy state) and any other axis (high
energy state) in the material. It is described by materials
constants (K1, K2, etc.), which in conjunction with angular
dependent terms in reference to the easy axis, describe the
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anisotropic energy for any other axis in the crystal. SI Units
of J/m3.
Magnetostriction The strain dependent part of the magne-
tocrystalline anisotropy. Generally associated with a change
in shape of a magnetic material as the magnetization is
changed.
Micelle An aggregate of surfactant molecules in which the
oil droplets are stabilized in an aqueous environment.
Mössbauer spectroscopy A spectroscopic technique utiliz-
ing the nearly recoilless emission of gamma rays, most often
by 57Fe nuclei, to probe the chemical and magnetic environ-
ment of the nuclei.
Multisynthesis processing The combination of two or
more chemical reactions to produce the desired product, for
example: FePt formed by the thermal decomposition of iron
carbonyl and the reduction of platinum acetylacetonate in a
polyol.
Number-weighted mean An average which counts each
nanoparticle in a sample equally.
Organometallic compound A compound in which the
organic species is directly bonded to the metal through a
metal-carbon bond (e.g. nickel carbonyl (Ni(CO)4)).
Ostwald ripening The growth of large particles at the
expense of smaller particles driven by the reduction of total
surface energy for the assembly of particles as described by
the Gibbs-Thomson effect.
Oxidation A reaction where the oxidation number
increases or the oxidized species loses electrons.
Oxidation agent A reactant that accepts electrons from
another reactant (e.g. hydrogen peroxide (H2O2)).
Paramagnetism The phenomenon exhibited by materials
that are slightly attracted to magnetic fields however they
possess no spontaneous magnetization. These materials have
positive, low field, susceptibilities generally less than 10−3 in
magnitude. The origin of the slightly positive susceptibility
is thermal activation of atomic moments in materials with
no exchange interaction.
Photolysis A chemical reaction in which the reaction is
driven by light.
Photon correlation spectroscopy (PCS) See dynamic light
scattering.
Polyol Any alcohol that contains 2 or more hydroxyl
groups, commonly 2 hydroxide groups. Diols are a subgroup,
which contain exactly 2 hydroxyl groups and are commonly
used in polyol reactions (e.g. ethylene glycol).
Polyol reaction A chemical reaction in which the solvent
and reducing agent is a polyol.
Precipitation A reaction where an insoluble solid is
formed when two or more solutions are mixed.
Principle component analysis (PCA) An analysis tech-
nique which decomposes a series of related spectra into
orthogonal “components.”
Quasi-elastic light scattering (QELS) See dynamic light
scattering.
Reducing agent A reactant that donates electrons to
another reactant (e.g. borohydride (BH−

4 )).
Reduction A reaction where the oxidation number
decreases or the reduced species gains electrons.

Remanent magnetization The remaining magnetization of
a ferromagnetic or ferrimagnetic material after a saturating
has been applied and removed. SI Units of A/m.
Saturation magnetization An intrinsic property of fer-
romagnetic and ferrimagnetic materials, indicating the
magnetic moment per unit volume when sufficiently large
magnetic fields are applied to align all magnetic moments in
a specimen. SI Units of A/m.
Scherrer analysis A commonly used technique for esti-
mating particle size from the broadening of peaks in an
X-ray diffractogram.
Selected area electron diffraction (SAED or SAD) Diffrac-
tion of an electron beam focused on to a small area.
Self-assembly The spontaneous reorganization of
molecules or particles to into an ordered arrangement.
In the case of particles, this is generally accomplished
by evaporation of the solvent from a mixture of particles
suspended in that solvent.
Shape anisotropy A bias of the magnetization direction
due to the magnetostatic self energy. The magnetostatic self
energy is dependent on the shape of the sample and is a
equations.
Sol–gel process Traditionally, the hydrolysis and conden-
sation of metal alkoxides.
Sonolysis A chemical reaction in which the reaction is
driven by sound, i.e. using ultasonics or acoustic waves (also
known as sonochemistry).
Spontaneous magnetization The effect of the quantum
mechanical exchange interaction whereby the magnetic
moments in a ferromagnetic (or ferrimagnetic) material are
aligned without the application of a magnetic field.
Superconducting quantum interference device (SQUID)
magnetometer A magnetic measurement device that uses
a Josephson junction to conduct very sensitive magnetic
moment measurements (typically near 10−8 emu sensitivity).
Superparamagnetism The phenomenon where the magne-
tization reversal of an exchange coupled volume of mag-
netic material is changed by thermal activation (generally
for finely divided ferromagnetic or ferrimagnetic materi-
als). Characteristics of superparamagnetic materials include
a lack of coercivity and the formation of a universal curve
for the magnetization plotted against magnetic field normal-
ized by temperature.
Surfactant An acronym for “surface active agent,” is any
substance that affects the surface or interfacial tension of the
medium in which it is dissolved. A surfactant is composed
of a hydrophilic head and a hydrophobic tail. A surfactant
lowers the surface or interfacial tension of the medium in
which it is dissolved.
Synchrotron radiation High-flux broad-spectrum radia-
tion generated by high-speed electrons orbiting in storage
rings.
Temporal remanent magnetization A set of techniques
that examine the switching and relaxation behavior of nano-
particles, including thermoremanent magnetization (TMR)
and isothermal remanent magnetization (IMR) measure-
ments.
Thermogravimetric analysis (TGA) A thermal analysis
technique with mass as the physical parameter.
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Thermolysis A chemical reaction in which the reaction
is driven by heat (e.g. the thermal decomposition of an
organometallic precursor).
Ultraviolet photoelectron spectroscopy (UPS) A charac-
terization technique in which ultraviolet photons of a fixed
energy are absorbed by a sample, and the kinetic energy
distribution of the resulting photoelectrons is measured.
Vibrating sample magnetometer (VSM) A magnetic mea-
surement device used to measure magnetization of small
samples which are vibrated in a magnetic field, inducing cur-
rents in sensing coils.
Volume-weighted mean An average which counts each
atom in a sample equally.
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1. INTRODUCTION
Carbon nanotubes (tubular fullerenes or buckytubes) are
structurally built from rolled graphene sheets closed at
the ends by the fullerene caps. Single-walled nanotubes
(SWNTs) consist of a single graphitic cylinder, while mul-
tiwalled nanotubes (MWNTs) are made of concentric
graphitic layers surrounding the central tubule. The diam-
eters of SWNTs can range from 0.4 to 4 nm and those of
MWNTs from 1.4 to 100 nm. Since the discovery of MWNTs
by Ijima in 1991 [1] and preparation of SWNTs in 1993
[2–4], the carbon nanotubes have become an area of intense
research activity worldwide. The unique mechanical, optical,
and electronic properties and other phenomena exhibited by
carbon nanotubes offer many opportunities for their appli-
cations [5–9]. SWNTs, in particular, possess a remarkable
tensile strength and, depending on their diameter and helic-
ity, can be metallic, semiconducting, or insulating as well
as chiral or achiral. The uses of SWNTs and MWNTs for
fabrication of reinforced fibers and nanocomposites [10–12],
electrochemical devices [9] and field-emission displays [13],
nano-size scanning probe tips for atomic force microscopy
[14], and their capability of hydrogen storage [15] are being
investigated extensively.
Nanotubes tend to self-assemble into bundles in which

up to several hundred tubes are held together by van der
Waals bonding. For many applications, the separation of

individual nanotubes from their bundles is becoming essen-
tial. This would improve the dispersion and solubilization
of the nanotubes in common organic solvents and/or water,
which are needed for their processing and manipulation. To
solve this problem, two main approaches based on noncova-
lent [16–21] and covalent [22, 23] modifications of nanotubes
are being pursued. The covalent modifications involve chem-
ical functionalization by the attachment of various func-
tional groups to the ends or sidewalls of the nanotubes
through covalent bonds. Besides improving the solubility and
processibility, this functionalization also opens an opportu-
nity for altering the structural and electronic properties of
the nanotubes and for obtaining new types of nanotube-
based materials with useful properties. However, the chem-
ical functionalizations of the nanotube ends bring only a
highly localized transformation of the nanotube electronic
structure and do not change the bulk properties of these
materials. These functionalizations have been most exten-
sively explored through oxidation reactions, which are shown
to form shortened nanotubes with carboxylic acid groups at
the ends that can be further derivatized [23–26].
By comparison, the side-wall functionalization naturally

results in a significant modification of the intrinsic proper-
ties of the nanotubes. The challenges faced in these types of
chemical modifications are related to the fact that nanotubes
are not very reactive due to a much lower curvature of nano-
tube walls (e.g., in [10,10] SWNTs) than in the fullerenes,
which exhibit a rich chemistry [5], and to the necessity of
preserving the tubular structure when attaching the func-
tional groups to graphene walls. Therefore, the investiga-
tions of a variety of reagents and experimental conditions
become important. Besides the technological demands, the
research on functionalization chemistry of nanotubes is also
fascinating from a fundamental point of view since it can
provide an in-depth knowledge of chemical reactivity stem-
ming from the nanoscale size and shape of materials. How-
ever, the number of documented results in this new field
of chemistry is not yet great, mostly due to a high cost
of the nanotubes, which has been limiting the research
efforts to only a dozen or so chemical labs and centers. This
Section provides a review of these results, which include the
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chemical reactions of pristine carbon nanotubes as well as
their chemical functionalizations using oxidized or fluori-
nated nanotubes as precursors for subsequent derivatization.

2. CHEMICAL REACTIONS
OF PRISTINE CARBON NANOTUBES

2.1. Oxidation

Oxidation was the first reaction carried out on the carbon
nanotubes [27–31]. It was shown that the caps on MWNTs
can be opened by oxidation with oxygen, air, or carbon diox-
ide at temperatures above 700 �C. Carbon nanotubes show
fairly high resistance to oxidation in air up to 700 �C, while
C60 burns in air at a much lower temperature (∼500 �C).
Oxidation in air or oxygen results in etching away of the
tube caps and the thinning of tubes through layer-by-layer
peeling of the outer layers, starting from cap regions. Car-
bon dioxide reacts as a milder oxidizing agent that erodes
and strips the cap of the tube, exposing the terminated cylin-
der layers [27]. Heating MWNTs with an oxide Pb3O4 in an
inert atmosphere facilitated opening at a lower temperature
(∼400 �C) [28].
The oxidation by boiling in concentrated HNO3 or in

aqueous solutions of other oxidants, such as KMnO4, OsO4,
RuO4, and their combinations, leads to an efficient cleavage
(up to 91%) of the end-cap regions of carbon nanotubes.
The mechanism of cap-opening by these oxidants most prob-
ably involves oxidative cleavage of the C C double bonds
and further conversion to vicinal diols followed by oxida-
tive cleavage of diols to form a number of oxygen-containing
end-functionalities, such as carboxylic acids, anhydrides,
quinones, and esters, and is suggested to be controlled kinet-
ically but not thermodynamically [30].
Treatments of SWNTs by sonication in HNO3 or H2SO4/

HNO3, H2SO4/H2O2 mixtures [32–34] were found to cut
the nanotubes by oxidizing/etching action to lengths ranging
from 100 nm to 1 micron and generate carboxyl groups and
other oxo-functionalities predominantly on nanotube open
ends, according to IR and 13C NMR studies [35, 36]. It
was shown that selective oxidation can occur for the thin-
ner SWNTs when burning in oxygen or refluxing in nitric
acid [37]. The acid oxidation chemistry has been success-
fully applied for enrichment of large-diameter nanotubes
in the purified SWNT batches, which have been character-
ized by transmission electron microscopy (TEM) and Raman
spectroscopy [38]. The detailed studies have clearly demon-
strated that in air the smaller diameter SWNTs are oxidized
more rapidly than the larger diameter nanotubes [39, 40].
The increased reactivity of smaller diameter SWNTs was
also observed in experiments using room temperature oxi-
dation by ozone [41]. This reaction was localized at the end
caps, which have been removed by oxidation thus creating a
dangling COOH and other groups, which in their turn could
be removed by heating above 350 �C as CO and CO2, leav-
ing the nanotube sidewalls intact. Heating the acid-oxidized
SWNTs to a higher temperature (1000 �C) was shown to
produce up to ∼5% defective sites both on the nanotube
sidewalls and closed end-caps, capable of subsequent oxi-
dation by ozone, which was used as a titration agent for
estimation of the surface defect site density [42].

2.2. Fluorination

2.2.1. Preparation of Fluorinated
Carbon Nanotubes

The direct fluorination of the SWNTs with elementary
fluorine results in sidewall-fluorinated SWNTs (fluoronano-
tubes). They represent a new family of nanoscale fluoro-
carbon materials that have been prepared by fluorination
of both laser ablation of graphite grown carbon nanotubes
(L-SWNTs) [33, 43] and those produced by a high-pressure
CO disproportionation process (HiPco-SWNTs) [44, 45]
using the technology developed earlier for the fluorination
of graphite [46]. Extensive fluorination studies [47–49] were
carried out to establish optimal conditions (reaction tem-
peratures, reaction times, addition of HF catalyst) to reach
a saturation stoichiometry (nearly C2F) without destruc-
tion of the tube structure. It was also found that the
degree of fluorination depends on the residual metal con-
tent from catalysts used in the purified SWNTs and the
conditions of preparation and treatment of the buckypaper
samples (nature of solvent, annealing temperature) prior to
fluorination.
The fluorination of L-SWNT buckypaper, pre-baked at

1100 �C in vacuum, was carried out at temperatures rang-
ing from 150 to 600 �C. The IR spectroscopy (KBr pellet
method) confirmed the presence of covalently bound fluo-
rine (peaks of the C F stretches in the 1220–1250 cm−1

region) in the samples fluorinated in absence of HF catalyst
at temperatures of 250 �C and higher, and not for those
fluorinated at 150 �C. The TEM images indicated that
the tube structures remained largely intact under treat-
ment at temperatures as high as 325 �C, yielding approxi-
mately C2F product bulk composition according to electron
probe microanalysis (EPMA). The SWNTs are essentially all
destroyed (i.e., “unzipped”) when fluorinated at 400 �C and
above to form a fluorographite and some multiwall carbon
nanotubelike material. As a result of the sidewall functional-
ization of the SWNTs by fluorine, the electrical properties of
the fluoronanotubes differ dramatically from those of pris-
tine SWNTs. The fluoronanotubes, prepared by fluorination
at temperatures of 250 �C and above, are insulators (two-
point resistance across the length of buckypaper sample >
20 M�), while the pristine nanotubes are good conductors
(two-point resistance 10–15 �) [48].
With the addition of HF, which is a known catalyst for

fluorination of graphite, the saturated C/F ratio (∼2) for
the L-SWNT tube structure was reached at a lower reaction
temperature (250 �C) while maintaining the same reaction
time (∼5 hrs). The other observed effect of HF addition
was a noticeable upshift of the C F stretching frequency
in the attenuated total reflectance (ATR) FTIR spectra of
fluoronanotubes (Fig. 1A), which indicated the formation
of more covalent and therefore stronger C F bonds. The
same upshifting effect and a higher relative intensity of the
C F band in the IR spectra were also seen when raising
the fluorination temperature (Fig. 1B). These phenomena
are in agreement with those observed earlier in fluorinated
graphite [46].
The HiPco-SWNTs have a smaller average diameters

(∼1 nm for the [8,8] nanotubes) than L-SWNTs (∼1.4 nm,
corresponding to the [10,10] tubes) and, therefore, due to
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Figure 1. ATR-FTIR spectra of L-SWNTs: (A) Fluorinated at 200 �C
with HF addition (a), and without HF addition (b); (B) Fluorinated
at 200 �C (a), and at 250 �C (b). Negative absorptions at 2000 and
2200 cm−1 are due to the diamond crystal of the ATR accessory.

a higher curvature are more reactive. This is particularly
indicated by the observation that under the same fluorina-
tion conditions more fluorine can be attached onto the side-
walls of HiPco-SWNTs [49]. For instance, in the presence of
HF, the near C2F composition for the tubular structure of
the HiPco-SWNTs has been produced at a fluorination tem-
perature as low as 150 �C, while under the same conditions
the L-SWNTs yielded fluoronanotubes with a significantly
lower fluorine content (C/F ratio higher than 3).
Strong dependence of the fluorination on nanotube diam-

eter was also observed for pyrolytically grown tubes with
large diameters, ranging from 10 to over 100 nm [50]. After
fluorination with the F2:HF gaseous mixtures for 19 h at
500 �C, these nanotubes revealed the presence of the C F
bonds in the electron energy loss spectra (EELS) only for
tubes with diameters larger than 20 nm, which suggested
that thin tubes are not or are minimally fluorinated (if fluo-
rination occurred at all under conditions studied). Elemen-
tal mapping studies indicated that F is uniformly distributed
within the nanotubes with diameters greater than 20 nm of
approximately C12F stoichiometry. EELS calculations using
density functional theory confirmed the existence of ionic
and covalent bonding of fluorine to carbon in these fluoro-
nanotubes [50].
Multiwall carbon nanotubes, prepared by a template car-

bonization method and having open ends, reacted with
elemental fluorine already at 50 �C and were shown to
add more fluorine with increased reaction temperature [51].
When using a gaseous mixture of F2, HF, and IF5, the flu-

orination proceeded even at room temperature yielding the
fluoronanotubes with CF0�4 composition. The C F bonds
in these fluoronanotubes were suggested to possess a semi-
ionic character, as indicated by a peak location of the C F
stretch at 1100 cm−1 in the FTIR spectra [52]. The fluo-
rination of arc-discharge produced MWNTs has also been
achieved at room temperature by using elemental fluorine
on MWNT samples pretreated with a vapor over liquid Br2
for 24 h and then with a vapor over a solution of BrF3 in
Br2 for 7 days. This reaction resulted in fluoronanotubes
with C1F0�3Br0�02 composition, in which the presence of cova-
lent C F bonds has been concluded on the basis of X-ray
diffraction (XRD), FTIR, and X-ray photoelectron spec-
troscopy (XPS) characterization data [53].

2.2.2. Solvation Properties
of Fluoronanotubes

The fluoronanotubes prepared from SWNTs form
metastable solutions in DMF, THF, and alcohols after
sonication. They do not dissolve in perfluorinated solvents,
water, diethylamine, or acetic acid. The solvation of individ-
ual (“unroped”) fluoronanotubes was verified by dispersing
them on a mica substrate and examining with atomic force
microscopy (AFM) [54]. The solutions in alcohols were
stable for a few days to over a week. Among the series of
alcohols studied, 2-propanol and 2-butanol were found to
be the best solvents. Such solvation has been explained by
hydrogen bonding between the hydroxyl hydrogen in alcohol
and the nanotube-bound fluorine: R O H· · ·F (CnF).
This bonding is likely facilitated by an increased ionic
nature of the C F bond in fluoronanotubes in contrast
with alkyl fluorides, in which, according to recent studies,
the fluorine is suggested to be a poor hydrogen bond
acceptor [55]. The XPS analysis of fluorinated SWNTs
supports the concept of a more ionic fluorine bonded in
fluoronanotubes by revealing an F 1s peak at a binding
energy of 687 eV, located at a much lower binding energy
than the F 1s peak in poly(tetrafluoroethylene) (691.5 eV).

2.2.3. Structure of Fluoronanotubes
Insights into the possible fluoronanotube structures have
been provided by molecular modeling calculations and scan-
ning tunneling microscopy (STM) imaging [56]. Based on
the experimentally established C2F stoichiometry at which
fluorinated tubes can still maintain their tubular structure,
two isomeric structures, resulting from fluorine addition to
either (1,2) or (1,4) positions within a hexagonal ring on the
graphene-like side wall of the nanotube, have been proposed
(see Fig. 2). Due to the arrangement of the �-bonds, the
1,2-isomer can be conducting through an electron flow along
the conjugated bonds parallel to tube axis, whereas the 1,4-
isomer with its isolated double bonds will yield insulating flu-
oronanotubes. From the molecular mechanics (MM+) [49]
and semi-empirical (AM1 and CNDO) [56] calculations, it
was found that the 1,4-isomer is more stable, although the
energy difference between the two isomers is quite small
(only 1 kcal/mol per F atom). Higher level calculations on
fluorinated armchair (10,10) SWNTs of C2F stoichiometry
using density functional theory (PBE/3 and LSDA/3-21G)
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(b)(a)

Figure 2. Proposed fluorine addition patterns on the fluoronanotubes:
(a) 1,2-addition, (b) 1,4-addition.

and periodic boundary conditions revealed that, on the con-
trary, the 1,2-isomer is more stable than the 1,4-isomer; how-
ever, the total energy difference is again fairly small (about
4 kcal/mol per C2F unit) [57]. Given such a small difference
in the energies of these two isomers, calculated at various
levels of theory, and the absence of separation procedures
developed so far, it is reasonable to assume that they both
coexist in the fluoronanotube material.
STM imaging (Fig. 3a) indicated that the fluorinated

regions typically form bands around the circumference of
the tube. This may imply that the addition of fluorine to the
side wall of the pristine SWNT should occur more favor-
ably around the circumference of the tube. Nevertheless, the
AM calculations point out that the addition along the axis
of the tube for the 1,2-isomer is about 30 kcal/mol more
exothermic than circumferential 1,2-addition, while in the
case of the 1,4-isomer the addition around the circumfer-
ence of the tube is approximately 10 kcal/mol more energeti-
cally favorable than propagation along the tube axis [49, 56].
Based on that, the origination of the abrupt band bound-
aries, observed in the STM images of fluoronanotubes (even
those having the saturated C2F stoichiometry), could be
explained by a circumferential addition mechanism proceed-
ing via initiation of the 1,4-isomer at multiple sites along the
tube and propagating on alternate pairs of rows (Fig. 3b).
However, since the calculated energy difference between the
1,2- and 1,4-isomers is small, the possibility of having both
types of fluorine addition occur simultaneously during the
fluorination process and form discrete isomeric domains on
the nanotube (Fig. 3c) also can be expected. Various defects
in the sidewall graphene structure might also play an impor-
tant role in either initiating or terminating such domains.

2.3. Hydrogenation

The preparation of hydrogenated carbon nanotubes
(H-NTs) has been attempted by using the Birch reduction
method [58, 59], which was applied previously for the hydro-
genation of fullerenes [60]. The reaction of raw SWNTs
produced by electric arc discharge with lithium in liquid
ammonia did not yield the desirable H-NTs. When the unpu-
rified L-SWNTs were reacted with lithium in ethylenedi-
amine, the final product obtained was showing not only an
added hydrogen (2.71%) but also a nitrogen (8.32%) by
elemental analysis, meaning incorporation of some nitro-
gen into the samples. Although their Raman and IR spec-
tra were consistent with the small structural changes in the
SWNTs, implying chemical modification, no solid evidence
for covalent attachment of hydrogen to the SWNT sidewalls

(a)

(b)

(c)

Figure 3. STM image of an individual fluoronanotube. Note gaps in
fluorine decorations of the sidewall (a). Modeling of observed gap for-
mation in STM images: (a) multiple fluorination initiation sites, (b)
mixture of both 1,2- and 1,4-additions.

and not to the amorphous carbon present on the walls could
be obtained [58].
Use of purified carbon nanotubes and a modified Birch

reduction method, utilizing Li and methanol in liquid
ammonia, has proven to be more successful in prepara-
tion of H-NTs [59]. Two types of nanotubes, L-SWNTs and
MWNTs, have been hydrogenated to approximately C11H
composition, determined from the yield of hydrogen evolved
at elevated temperatures in the course of thermogravimetry-
mass spectrometry (TG-MS) studies. Thus obtained H-NTs
are thermally stable up to 400 �C. Above this temperature
the evolution of hydrogen and a small amount of methane
takes place, peaking at 500 �C, which provides firm evi-
dence for covalent C H bonds present in these hydro-
genated samples. Based on these experimental data, it has
been suggested that the C H bonds in H-NTs are weaker
than those in aliphatic and aromatic hydrocarbons, but can
be compared with the thermal stability of C H bonds in
hydroaromatic compounds. This is supported by the density
functional theory (DFT) calculations data, which show that
the C H bonding energy in SWNTs hydrogenated to their
maximum capacity for hydrogen storage exceeding 14 wt. %
is substantially lower than in methane [61].

2.4. Addition of Carbenes,
Nitrenes, and Radicals

Dichlorocarbene was the first electrophilic carbene that was
added to carbon nanotube double bonds in a similar reac-
tion known for fullerenes [62]. The dichlorocarbene was
generated either from chloroform by reaction with sodium
hydroxide in the presence of phase transfer catalyst (PTC)
[58] or from phenyl(bromodichloromethyl)mercury by ther-
mal decomposition [23]. The analyses of the addition prod-
ucts to the purified SWNTs by FTIR spectroscopy showed
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the C Cl stretching modes at 798 cm−1, while energy dis-
persive X-ray (EDX) spectroscopy revealed the presence of
only about 2 at. % Cl, thus indicating a fairly low degree of
fuctionalization [23]. See Scheme 1.

SWNT  
CHCl3/NaOH

TPC
SWNT – (CCL2)x

PhHgCCl2Br

thermolysis
SWNT  

Scheme 1.

The addition of a nucleophilic carbene, generated by
deprotonation of the dipyridyl imidazolium cation, to the
SWNTs has recently been reported [63]. The carbene adduct
is soluble in DMSO, which permitted 1H NMR analysis.
However, it is thermally labile, as it loses the attached
carbene as well as its dimer at 50 �C, as detected by
mass spectrometry, and shows in the UV-Vis-NIR absorp-
tion spectra only slight changes with respect to pristine
SWNTs. Therefore, at most these data point at a very mod-
est functionalization achieved in this reaction (Scheme 2).
The functionalizations of SWNTs also reported [63] by addi-
tion of nitrenes, generated by thermolysis of alkylazidofor-
mates (Scheme 3), and by perfluorooctyl radical, produced
photochemically from perfluorooctyl iodide, seem to be sim-
ilarly questionable until a convincing evidence for covalent
sidewall attachment of nitrenes and radicals is obtained from
the TG-MS, Raman, and electron microscopy studies.

H

N N+

Br
_

N N
+ +_

_

+
N

N
SWNT

x

t-BuOK, THF

- 60 ˚C

SWNT

Scheme 2.

ROC(=O)N3 +  SWNT
- N2

180 ˚C 
SWNT [>NC(=O)OR]x

R = tert-Butyl or Ethyl

Scheme 3.

The addition reactions of several aryl radicals generated
by electrochemical reduction of aryldiazonium salts [64, 65]
or thermally from in-situ prepared diazonium compounds
[66] to the HiPco-SWNTs have led to a more successful
functionalization (Scheme 4). This was evidenced by a com-
plete loss of band structure in the absorption spectra and
changes in the Raman spectra showing a significant increase
in the relative intensity of the disorder mode at about
1290 cm−1 due to the sp3 carbons. The degree of function-
alization by a number of substituted aryl diazonium salts
has been estimated as 1 in 40 to 1 in 20 nanotube sidewall

carbons based on thermogravimetric and EDX elemental
analyses [64, 66].

R

N2
+
BF4

-

R

NH2

RSWNT

x
Bu4N+BF4

-
CH3CN

SWNTs, -1 V (CH3)2CHCH2CH2ONO

SWNTs

ODCB / CH3CN, 2:1

65 ˚C

R =  tert-Butyl, halogen, COOH, 

O2N

or -OCH2CH2OCH2CH2OCH2CH2OCH3

NO2, COOH, CO2CH3 as well as

Scheme 4.

The idea of using the carbon nanotubes as a free radi-
cal “sponge” originates from the well-known ability of their
fullerene relatives to add a variety of free radicals [5, 67]. In
the recent studies [68, 69], HiPco-SWNTs have been reacted
with a series of organic peroxides, such as lauroyl, ben-
zoyl, t-butyl, and hydrogen peroxides, which are commonly
used as radical precursors in polymerization processes, in
attempts to functionalize the nanotube sidewalls. In case
of acyl peroxides, such as lauroyl and benzoyl peroxide,
their thermal decomposition in the presence of SWNTs,
both in solution by refluxing at 80–100 �C or in solid state
by heating at 200 �C, resulted in undecyl and phenyl radi-
cal adducts to the sidewalls, respectively (Scheme 5), while
other peroxides yielded mostly oxygen-containing products.
Covalent functionalization of SWNTs by this fairly simple
approach using the low-cost commercially available perox-
ides has been established by absorption UV-Vis-NIR and
FTIR spectra, and Raman spectroscopy, and also TG-MS
and TG-FTIR analyses indicating that approximately 1 in 20
sidewall carbons carries an attached group [69].

SWNTs  +   RC(=O)OO(=O)CR 
heat

- CO2

SWNTs[R]x-

R = C11H23 or C6H5 

Scheme 5.

2.5. Cycloaddition

Covalent modification of carbon nanotubes by 1,3-dipolar
cycloaddition of azomethine ylides, in-situ generated by con-
densation of an N -substituted �-amino acid and an alde-
hyde, has been performed by Georgakilas et al. [70] utilizing
a reaction widely used in functionalization chemistry of
fullerene C60 [71]. The nanotubes were suspended in DMF
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together with aldehyde and aminoacid, and heated at 130 �C
for 5 days (Scheme 6).

R1NHCH2C(=O)OH  +  R2CH=O

DMF, 130 ˚C
120 h

N
H2C CH

R1
R2

+
_- H2O, CO2

N

R2

R1

x

SWNTs
S
W
N
T

R1 =  -CH2(CH2)6CH3,  -CH2CH2OCH2CH2OCH2CH2OCH3

R 2 =  H,  OCH3,   

Scheme 6.

This method was reported to be successful in functional-
ization of both as-produced and purified SWNTs and also
of MWNTs, yielding nanotube derivatives very soluble in
polar solvents, such as CHCl3, CH2Cl2, acetone, alcohols,
and water. For instance, solubility of some SWNT deriva-
tives in CHCl3 was claimed to be as high as 50 mg/ml,
and no precipitation from solution was observed after two
weeks. The main argument supporting the functionalization
of SWNTs was based on NIR spectra, showing the loss
of van Hove singularities due to altered electronic struc-
ture normally observed for sidewall derivatized nanotubes
[22, 49].

2.6. Electrophilic Addition

The first electrophilic addition to carbon nanotubes has been
reported by Tagmatarchis et al. [72]. This reaction utilized
a commercially available HiPco-SWNTs (95 wt. % purity)
for derivatization through electrophilic addition of CHCl3 in
the presence of AlCl3 as a strong Lewis acid. The SWNTs
were activated by solid state mechanical grinding with AlCl3
and then refluxed in dry CHCl3 for 48 h to produce a yellow
colored intermediate adduct with the suggested -CHCl2 and
-Cl groups attached to the SWNT sidewalls (Scheme 7).

SWNT + AlCl3

CHCl3
SWNT-[CHCl2]xClx SWNT-[CHCl2]x[OH]x

SWNT-[CHCl2]x[OC(=O)CH 2CH3]x

HO
-
/ MeOH

CH3CH2C(=O)Cl

Scheme 7.

Due to its labile nature, this material could not be iso-
lated and characterized. Nevertheless, the isolable deriva-
tive was obtained after hydrolysis of this intermediate in
a one-pot procedure with alkaline methanol to substitute
the reactive Cl atoms with OH groups, which have been
detected by FTIR spectroscopy using DRIFT accessory.
Treatment of this derivative with propionyl chloride gave
ester-functionalized SWNTs, showing characteristic bands of
C O, C O, and CH stretches in IR spectrum and having
a solubility in chloroform or acetone improved enough to
allow characterization by 1H NMR spectroscopy.

3. CHEMICAL MODIFICATIONS
OF OXIDIZED CARBON NANOTUBES

As discussed in Section 2.1., the oxidation of carbon
nanotubes results predominantly in open-ended tubes ter-
minated with carboxylic acid groups (-COOH). The reac-
tivity of these groups has been utilized in further chemical
modifications of nanotubes. The first derivatization of the
open ends of the shortened SWNTs was done by Liu et al.
[32] by converting the carboxylic groups to the correspond-
ing acid chloride using SOCl2. Subsequent treatment of the
obtained SWNT-COCl with NH2 (CH2)11 SH yielded an
amide linkage of the nanotube end to the alkanethiol. The
formation of a free thiol moiety has been verified by teth-
ering the end of the nanotube to 10 nm diameter colloidal
gold particles and imaging by AFM. These thiol derivatized
SWNTs have been assembled on gold substrates in orien-
tation normal to the surface, providing an ordered array of
SWNTs useful for various applications, for example, in field
emission devices [73].
Chen et al. [23] and Hamon et al. [24] used a

similar acyl chloride modification chemistry for produc-
ing the soluble nanotubes by attaching a long-chain
octadecylamine CH3(CH2)17-NH2 and 4-dodecyl-aniline
4-CH3(CH2)13C6H4NH2 to the open ends of the SWNTs
via formation of the amide functionality. Both SWNT
derivatives have shown similar solubility in chloroform,
dichloromethane, aromatic solvents (benzene, toluene,
chlorobenzene, 1,2-dichlorobenzene), and CS2. The solubil-
ities in 1,2-dichlorobenzene and CS2, in particular, were
found to be above 1 mg/ml. The IR spectra indicated that
the amide derivatization took place, while the presence of
long aliphatic chains at the ends of SWNTs was suggested
based on solution 1H NMR spectra. In contrast to the side-
wall functionalized SWNTs, no significant alteration of the
band electronic structure as compared to pristine SWNTs
has been observed in Raman and UV-Vis-NIR spectra of
the end-derivatized nanotubes. The direct acid-base reaction
of the oxidized nanotubes, SWNT-COOH, with octadecyl
amine resulted in noncovalently bonded zwitterionic prod-
uct {SWNT-COO−, +NH3(CH2)17CH3}, soluble in THF and
CH2Cl2 [24, 35]. The improved solubility of the amide end-
functionalized SWNTs allowed their high purification by
using gel-permeation chromatography [74].
The application of nanotubes, functionalized through

modification of carboxyl groups by reactions with benzy-
lamine or ethylenediamine, as nanosized probe tips in atomic
force microscopy has been demonstrated by Wong et al.
[14, 75]. End-to-end and end-to-side intermolecular nan-
otube junctions have been formed by reacting an open-end
and sidewall acid chloride derivatized SWNTs with aliphatic
diamine, NH2 (CH2)3NH(CH2)3NH(CH2)23 NH2, which
served as a molecular linker [76]. These chemically created
interconnections of nanotubes were imaged by AFM. The
observed in Raman spectra (623.8 nm) downward shift (to
1578 cm−1) of the tangential mode peak of the modified nan-
otubes versus that in pristine SWNTs (1583 cm−1) can be
explained by the NH2-terminal group of the sidewall func-
tionality providing electron donation to the carbon �∗ bond.
Basiuk et al. [77] have studied a chemical derivatiza-

tion of the nanotube tips using a direct reaction of simple
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aliphatic amines with oxidized SWNTs, which were treated
by amine vapors under reduced pressure and temperatures
of 160–170 �C. The amines studied included nonylamine,
dipentylamine, ethylenediamine, and propylenediamine. It
was concluded that the terminal amide functionalities
formed on the SWNT tips can not be detected in the
IR spectra because their concentrations are too low rel-
ative to the whole mass of the nanotube. Therefore, all
IR bands observed for amine-treated samples in this and
previous studies should be assigned only to corresponding
amine molecules physisorbed on SWNT walls. Variable tem-
perature pyrolysis-mass spectrometry (VTP-MS) analysis of
the amine-treated samples heated above 200 �C indicated
cleavage of alkenes, such as nonene and pentene, in case
of nonylamine and dipentylamine-treated samples, respec-
tively. These results were explained by thermal decomposi-
tion of the alkylamide groups on the SWNT tips (Scheme 8).
DFT calculation data suggest that the direct formation of
amides on armchair SWNTs should be more energetically
favorable than in case of zigzag ends, although the acti-
vation energies are almost equal. This theoretical predic-
tion could promote experimental studies aimed at selective
end-functionalization, solubilization, and sorting of different
types of SWNTs.

SWNT-C(=O)NH-(CH2)8-CH3 
pyrolysis

SWNT-C(=O)NH2 +  CH2=CH-(CH2)6-CH3

SWNT-C(=O)NH2 +  2CH2=CH-(CH2)2-CH3

pyrolysis
SWNT-C(=O)N((CH2)4CH3)2 

Scheme 8.

A series of soluble end-functionalized SWNTs and
MWNTs has been prepared by Riggs et al. [25], Sun et al.
[26], Czerw et al. [78], and Fu et al. [79] using ami-
dation and esterification reactions of oxidized nanotubes.
After conversion of their carboxylic acid groups into acyl
chlorides, they were reacted with copolymers such as
poly(propionylethylenimine-co-ethylenimine) and poly(vinyl
acetate-co-vinyl alcohol) at 165 �C for 20 min [25, 78].
The resulting polymer-bound nanotubes are soluble both in
organic solvents and water, forming highly colored solutions
that show strong luminescence [25]. In a similar procedure,
the lipophilic and hydrophilic dendron species terminated
with long alkyl chains, and oligomeric poly(ethylene gly-
col) moieties have been attached to SWNTs and MWNTs
[26, 79]. The lipophilic dendron-functionalized nanotubes
are soluble in hydrocarbons and weakly polar organic sol-
vents, while the nanotubes with attached poly(ethylene gly-
col) moieties dissolve in organic solvents and water. It was
also shown that these nanotubes can be chemically defunc-
tionalized under base and acid-catalyzed ester hydrolysis
conditions, providing evidence for presence of ester linkages
in the functionalized nanotubes [79].

4. REACTIONS OF FLUORONANOTUBES

4.1. Pyrolysis for Nanotube Cutting

Examination of the products of thermal decomposition of
C2F fluoronanotubes in vacuo at temperatures of up to
800 �C by VTP-MS revealed the following species: CF+3

	m/z = 69�, C3F+5 	m/z = 131�, C3F+7 	m/z = 169�, and
C4F

+
7 	m/z = 181� [48]. These data indicate that the pyroly-

sis of fluoronanotubes is dominated by formation of volatile
carbon-fluorine-containing molecules and not just the loss
of elementary fluorine. Along with the observation of the
extended dark bands in the STM images of the partially flu-
orinated SWNTs CnF 	n > 2� due to bare nanotube side
walls, these results have led to the idea of using fluorination
followed by pyrolysis as chemical “scissors” for cutting the
nanotubes. Recently, Gu et al. [80, 81] have demonstrated
a process that involves the fluorination of catalyst-free puri-
fied HiPco-SWNTs to a stoichiometry of C5F followed by
pyrolysis at temperatures up to 1000 �C in an argon atmo-
sphere that results in cutting the nanotubes at the fluori-
nated sites to short lengths (20–200 nm). When the pyrolysis
process was monitored in-situ with TGA-FTIR, the fluorine
was shown to be driven from the fluoronanotube structure
as CF4 and COF2 (due to oxygen covalently attached to the
SWNT side-wall during the first steps of the purification pro-
cedure [82]). The cut SWNTs were characterized by Raman
spectra, TGA data, and AFM images. The latter show their
drastically shortened lengths in comparison with the pristine
SWNTs. Studies of the cut SWNTs are now in progress for
potential applications including chemically assisted assem-
bly, gas adsorbants, drug delivery vehicles, and polymer com-
posite reinforcements.

4.2. Chemical Derivatization of
Fluoronanotubes

Recent DFT calculations of the electronic densities of states
have shown that the Fermi energy of the fluoronanotubes
is considerably shifted towards lower values compared to
the pristine SWNTs. The conduction bands are energetically
lowered as well [57]. This implies that the fluoronanotubes
are better electron acceptors than the bare carbon nano-
tubes, and therefore they should more eagerly interact with
strong nucleophilic reagents as well as undergo reduction to
bare SWNTs by alkali metals. These chemical reactions are
also facilitated by the fact that the C F bonds in fluoro-
nanotubes as in fluorinated fullerenes are weakened relative
to the C F bonds in alkyl fluorides owing to an eclipsing
strain effect [83, 84], and thus fluorine could be more easily
displaced. The unique electronic structure and improved sol-
ubility of fluoronanotubes and the weaker C F bond have
opened new opportunities for chemical syntheses of a wide
variety of sidewall functionalized nanotubes with interesting
properties using fluoronanotubes as precursors.

4.2.1. Reactions with
Organolithium Reagents

Strong nucleophiles, such as alkyl lithium reagents, can be
used to attach alkyl groups to the sidewalls of the nanotubes
[49, 85]. The reactions have been carried out by adding the
RLi (R = methyl, n-butyl, t-butyl, n-hexyl, phenyl) reagent
to the fluoronanotubes, dispersed in THF, ether, or hexane,
at −40 �C followed by sonication for 10 min and stirring at
room temperature overnight under argon. After completion
of the workup procedure [49], the final products were dryed
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in a vacuum oven and then characterized by ATR-FTIR,
UV-Vis-NIR, TGA, and TGA-FTIR techniques.
The alkylated SWNTs have shown in the ATR-FTIR spec-

tra the typical alkyl groups C H stretching and deforma-
tion absorptions in the 2850–2970 cm−1 and 1000–1470 cm−1

regions, respectively, as well as a peak at about 1580 cm−1

due to an activated C C stretching mode of the nanotubes
(Fig. 4). The observed absence of the van Hove electronic
transition features in the UV-Vis-NIR spectra supports the
occurrence of sidewall functionalization, which dramatically
alters the electronic structure of alkylated nanotubes with
respect to the pristine SWNTs. As a result, these alkylated
SWNTs are soluble in common organic solvents such as
THF and chloroform.
Based on the weight loss at 200–450 �C during the TGA

runs, the nanotube carbon-to-alkyl ratios were calculated
for methyl, n-butyl, and n-hexyl SWNTs, which indicate
that alkylation of the fluorinated HiPco-SWNTs results in
a higher degree of functionalization in comparison with the
L-SWNTs, in line with the expected enhanced reactivity
due to the increased tube curvature. The obtained STM
images of the sidewall butylated SWNTs show that for these
derivatives the typical fluoronanotubes’ banded morphology
is no longer visible. Instead, relatively large (∼10 Å) bright
spots due to sidewall attached butyl groups with an aver-
age spacing of 50 Å are apparent while scanning along the
nanotube [56].
The TGA-FTIR analysis has shown on the derivative

plots a single maximum for the methylated and two maxima
for the n-butylated and n-hexylated SWNTs, respectively.
These maxima were synchronized by the same peaks on
the chemigrams of the C H stretching region in the FTIR
spectra of volatile products, demonstrating the presence of
corresponding alkyl groups in the nanotubes and also a likely
two-step mechanism of the removal of the alkyl groups other
than methyl. The VTP-MS studies of the methylated SWNTs
have shown that under vacuum conditions the evolution of
methyl groups (m/z = 15) is maximized at a temperature of
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Figure 4. ATR-FTIR spectra of alkylated SWNTs: (a) [CH3�x-SWNTs,
(b) [CH3CH2CH2CH2�x-SWNTs, (c) [CH3CH2CH2CH2CH2CH2�x-
SWNTs.

about 490 �C, which is far too high to be due to physisorbed
species [48]. The alkylation of the SWNTs was found to be
reversible, since after heating of these materials in Ar at
500 �C, a complete recovery of the pristine nanotubes has
occurred.
Due to the steric effect, t-butyl lithium did not react effec-

tively, resulting in a low alkylation and a predominant deflu-
orination of the fluoronanotubes to yield a product showing
the van Hove transition bands in the UV-Vis-NIR spectra.
Steric effects can also account for more extensive alkyla-
tion observed in cases when less sterically demanding alkyl
lithium reagents, such as methyl lithium, were used. These
results are consistent with a multistep process that is initi-
ated by a one-electron transfer to the fluoronanotube from
the alkyl lithium reagent. Elimination of fluoride from the
resulting radical-anion would lead to a radical site on the
SWNT. Recombination of the alkyl radical with this radical
site will result in the covalent attachment to the sidewall.
This step is likely sterically controlled, suggesting that, due
to crowding of the attaching groups, not every fluorine can
be replaced by a new functionality, such as an alkyl group.

4.2.2. Reactions with Grignard Reagents
The sidewall alkylation of fluoronanotubes by the Grignard
reagents (alkyl magnesium bromide) in THF has also been
carried out [86]. These reactions were done simply by bath
sonication of the fluoronanotube paper in excess Grignard
reagent in THF for several hours. The solubility of the hexy-
lated SWNTs prepared in a such way in chloroform was
up to ∼0.6 g/L, as compared to maximum concentration
of 0�1 g/L of pristine nanotubes to form stable suspensions
in DMF. By heating in air to 250 �C the pristine SWNTs
were recovered from the hexylated derivative for which the
attachment of a hexyl group to about 1 in every 10 sidewall
carbon atoms has been calculated based on the weight loss
monitored by TGA. The analyses of AFM images before and
after air oxidation show that the recovered individual tubes
are thinner by 2–5 Å after burning off the hexyl groups from
side walls. The AFM data also indicate that unlike the par-
tially fluorinated SWNTs, this procedure does not shorten
the nanotubes. After removal of the hexyl groups, the two-
point electrical resistance measurements across the bucky
paper have shown a drop from 372.5 k� to 144.6 �, a value
typical of pristine nanotube papers.
Longer alkyl chain substituents have been attached to the

sidewalls of the SWNTs by first generating the Grignard
reagents in-situ, and then adding the fluronanotubes [87].
Thus, the n-decylated SWNTs were prepared by reacting
1-bromodecane with magnesium in ether and than quench-
ing the decyl magnesium bromide with the fluoronanotube
suspension in dry ether with stirring for 72 hours. The
reaction with the di-Grignard reagent, prepared in a simi-
lar way from 1,10-dibromodecane, also resulted in sidewall
functionalization and also in cross-linked nanotubes through
alkane chains. The TGA and TGA-FTIR data indicate loss
of attached alkyl groups at temperatures of 320–370 �C lead-
ing to a recovery of pristine SWNTs features in the Raman
and UV-Vis-NIR spectra.
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4.2.3. Reactions with Alkoxides
The solubility of fluoronanotubes in alcohols prompted
their functionalization reactions with alkoxides. For instance,
sonication of the fluoronanotubes (∼C2F) in methanol
solution of sodium methoxide for 2 hrs resulted in the
formation of methoxylated tubes with the stoichiometry of
C4�4F(OCH3)0�25 suggested from electron probe microanaly-
sis (EPMA). Thermal degradation studies by VTP-MS show
that under vacuum conditions this product loses significant
quantities of methoxy groups (m/z = 31) at temperatures
of 650–700 �C, indicating that these groups were originally
strongly bonded to the nanotube. Based on these data and
on elevated oxygen content from the EPMA, the conclu-
sion was made that the methoxy groups are bonded to
the nanotube sidewalls [48, 54]. Recently, the functional-
izations of the fluorinated SWNTs by methoxy, ethoxy, and
iso-propoxy groups were also done by sonication in lithium
hydroxide solutions in methanol, ethanol, and iso-propanol,
respectively [88].

4.2.4. Reactions with Hydrazine
and Diamines

The SWNTs, once fluorinated, can be efficiently defluori-
nated with anhydrous hydrazine via the following reaction:
CnF + 1/4N2H4 → Cn + HF + 1/4N2, done by stirring at
room temperature either in neat hydrazine for 1 hr or after
addition of hydrazine to solutions of fluoronanotubes. The
EPMA analysis of the solid precipitate yielded a very low flu-
orine content and no nitrogen, confirming that only defluori-
nation and not the functionalization of the SWNTs by amino
moiety has occurred [47, 48, 54]. Such an outcome of this
highly exothermic reaction can be explained by the oppor-
tunity to produce (in addition to HF) the highly thermody-
namically stable N2 molecules. This defluorination process
by hydrazine provides a useful tool for chemical modification
of the side walls of the SWNTs, which can be applied for
removal of residual fluorine from alkylated fluoronanotubes
or for controlled partial defluorination of fluoronanotubes
to produce SWNTs with various fluorine contents and, pre-
sumably, different properties.
Unlike the defluorinating action of hydrazine, the termi-

nal diamines, H2N	CH2�nNH2 	n = 2 3 4 6�, can be used
to functionalize the SWNTs by creating a direct C N bond-
ing attachments to the sidewalls. These reactions (Scheme 9)
were performed by refluxing the fluoronanotubes in the cor-
responding diamine for 3 hrs in the presence of a catalytic
amounts of pyridine [89, 90].

[ F ]x + H2N(CH 2)nNH2 [ NH(CH 2)nNH2 ]y
 70–170 ˚C 

- HF

Py

n = 2–6
x > y

Scheme 9.

The elemental analysis of the washed and dryed black pre-
cipitates by the EDX yielded a nitrogen content within
11–16 at. %, and only a very low fluorine content
(1–2 at. %), suggesting its efficient displacement by the
N -alkylamine functionalities. The TGA-FTIR and VTP-MS

studies have provided strong evidence for covalent func-
tionalization by the diamines, showing a major loss of
the corresponding attached groups at ∼350–400 �C, which
were detected, for example, in mass spectra by peak at
m/z = 59 (HNCH2CH2NH2) in case of ethylendiamino-
SWNTs, and by peak at m/z = 73 (HNCH2CH2CH2NH2)
in the case of propylendiamino-SWNTs. The TEM images
of N -alkylaminated samples have revealed in addition to
the individual sidewall functionalized SWNTs (Fig. 5a) also
a number of the nanotubes cross-linked by the diamino
chains, which are more abundant in the case of the larger
chain derivatives, hexamethylendiamino-SWNTs (Fig. 5b).
It is interesting that all N -alkylamine functionalized sam-
ples have been tested positively by the Kaiser testing pro-
cedure for the free NH2 groups. Their availability makes
these nanotubes soluble in dilute acids and water and allows
them to react, for example, with the adipyl chloride to form
new “nylon tube” materials, as well as to covalently bind to

Figure 5. TEM images of aminoalkyl functionalized SWNTs: (a)
ethylendiamino-SWNTs, (b) hexamethylendiamino-SWNTs.
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polymer matrixes in nanocomposites or to attach the DNA
base to the SWNTs.

4.2.5. Reactions with Peroxides
The fluorinated HiPco-SWNTs have been reacted with lau-
royl and benzoyl peroxides under the same conditions as
pristine nanotubes (see Section 2.4) in order to compare
the reactivity of their corresponding polyaromatic and con-
jugated polyene �-systems toward radical addition [68, 69].
Both reactions resulted in successful attachment of unde-
cyl and phenyl radicals to the sidewalls of fluoronanotubes
along with the substantial removal of fluorine. The addi-
tion of undecyl radicals, C11H23, generated from lauroyl per-
oxide, was apparently proceeding more readily in case of
fluoronanotubes than pristine SWNTs, as indicated by a
much lower reaction time (3 hrs vs. 5 days) required for
observation of prominent C H stretch peaks in the ATR-
FTIR spectra of undecylated fluoronanotubes (Fig. 6a). The
covalent attachement of long-chain groups to the sidewalls
in these derivatized nanotubes was imaged by the TEM
(Fig. 6b) and confirmed by the TGA-FTIR and VTP-MS
data, indicating the major loss of undecyl radicals and their
dimer at temperature of about 350–400 �C (peaks in MS at
m/z = 155 and 310, respectively).
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Figure 6. Characterization of undecyl radical (C11H23)-derivatized flu-
oronanotubes: (a) ATR-FTIR spectrum, (b) TEM image.

4.2.6. Solid State Inorganic Reactions
Studies of the solid state reactions of fluoronanotubes
with the series of binary compounds of VA, VIA, and
VIIA group elements were prompted by the initial obser-
vation of significant reduction of the intensity of the C F
stretch peak in the FTIR spectra of fluorinated SWNTs
pressed into KBr pellets as compared to the ATR-FTIR
spectra of neat samples [49]. When heating a mixture of
fluoronanotubes, C2F, with KBr at ∼120 �C, the evolu-
tion of reddish gas was observed, and defluorinated SWNTs
and KF were formed according to a reduction-oxidation
reaction: 	C2F�n + nKBr → 2Cn + n/2Br2 + KF, as estab-
lished by the FTIR, Raman, and powder XRD analyses.
The other halides, such as KI, LiI, LiBr, and LiCl, have
undergone similar transformations, while NaCl and ZnI2
produced minor changes of the fluoronanotubes [91]. For
comparison, fluorinated C60 also reacts as an oxidant losing
fluorine substantially when heated with KBr, while the flu-
orographite fluorine remains attached to graphite carbons
under the same experimental conditions due to the much
stronger C F bonds [92]. Among the metal compounds of
VA and VIA group elements studied, the sulfide anion in
lithium sulfide has been easily oxidized to elemental sul-
fur by the fluoronanotubes already at room temperature,
while in the case of zinc sulfide, prolonged heating (24 hrs)
at 100 �C was required. The oxides, Li2O, FeO, PbO, and
MnO, did not react even at 200 �C, while lithium peroxide
reacted at room temperature to form LiF, O2, and defluo-
rinated SWNTs. The fluorination of aluminium phosphide
by fluoronanotubes to form aluminium trifluoride also took
place at room temperature, while the redox reaction with
lithium nitride, Li3N, yielding LiF and N2, proceeded at
200 �C. It should be noted that when the latter reaction was
conducted in a diglyme solution at a lower temperature, no
N2 evolution was observed due to the apparent formation
of a SWNT-(NLi2)x intermediate, which after subsequent
quenching with alkyl chlorides (RCl, R = H, n-butyl, ben-
zyl) yielded sidewall amino- and alkylamino functionalized
nanotubes [93] (Scheme 10).

SWNT-Fx + Li3 N 

90–120 ˚C
diglyme

- LiF
SWNT-[NLi2 ]x

-

- -

-

RCl

- LiCl
SWNT-[NR2]x

R = H, n-butyl, benyl

Scheme 10.

In summary, the efficiency of solid state redox reactions
of the fluoronanotubes studied are most likely influenced
by a combination of two factors: (i) the electronegativity of
VA, VIA, and VIIA group elements and (ii) the thermo-
dynamic stability of metal fluoride products to be formed.
This explains the mild conditions required for these reac-
tions to proceed in case of lithium halides and a sulfide,
and aluminium phosphide, containing the less electronega-
tive elements and producing the very stable fluoride salts,
AlF3 and LiF.
In recent work [94], the fluoronanotubes, C2F, were also

used as cathodes in a lithium electrochemical cell, for which
the discharging performance via a solid state redox reac-
tion C2F + Li → C2 + LiF has been studied. This cell was
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found to produce a higher cell potential than that of a com-
mercially used fluorographite CFx cell; however, it lasted a
shorter time, consistent with the lower fluorine content and
weaker C F bonds in the fluoronanotubes.

5. SUMMARY
This review shows that although studies of the chemistry of
carbon nanotubes have been in progress only for a few years,
they already have led to the development of useful synthetic
tools for chemical modification of single- and multi-wall car-
bon nanotubes. The chemical methods developed include
oxidation; hydrogenation, fluorination; and addition of free
radicals, carbenes, nitrenes, and 1,3-dipolar intermediates
to pristine nanotubes. The oxidized nanotubes as well as
fluoronanotubes are becoming in turn widely used as pre-
cursors for subsequent derivatizations, thus serving as chem-
ical synthons for new nanoscale materials. The nanotube
derivatives covalently functionalized at the open ends or
at the sidewalls show improved solubility and processibil-
ity in common solvents, and electrical, optical, and spec-
troscopic properties different from pristine nanotubes. The
“chemical scissor” method for chemical cutting of the single-
wall carbon nanotubes 20–200 nanometer lengths, utiliz-
ing partial fluorination and pyrolysis of SWNTs, will open
additional opportunities for the functionalization chemistry
and studies of the length related properties of the cut
nanotubes. As a result, various applications of chemically
modified carbon nanotubes, e.g., in nanocomposites, nano-
electronic devices, nanoengineered drug delivery systems,
nanolubricants, etc., are expected to emerge from the con-
tinuing chemical research in the interdisciplinary field of
nanotechnology.

GLOSSARY
Fluoronanotube Fluorinated nanotube. A macromolecule
consisting of single-walled tubule surrounded by fluorine
atoms chemically bonded to carbon atoms of the sidewall.
Functionalization A modification of the structure of mate-
rial by attachment of the chemical functional groups bring-
ing new physicochemical properties.
HiPco-SWNT A single-walled carbon nanotube produced
by disproportionation reaction of carbon monooxide under
high-pressure.
L-SWNT A single-walled carbon nanotube prepared by a
process that utilizes laser vaporization of graphite.
Multiwalled nanotube (MWNT) Amacromolecule made of
concentric graphitic layers surrounding the central tubule.
Single-walled nanotube (SWNT) A macromolecule consis-
ting of a single graphitic cylinder capped with fullerenelike
halfsphere.

ACKNOWLEDGMENT
The authors are pleased to acknowledge the support of
the Robert A. Welch Foundation and the Texas Advanced
Technology Program for research in nanoscience and
nanotechnology.

REFERENCES
1. S. Iijima, Nature 354, 56 (1991).
2. S. Iijima and T. Ichihashi, Nature 363, 603 (1993).
3. D. S. Bethune, C. H. Kiang, M. S. deVries, G. Gorman, R. Savoy,
J. Vazquez, and R. Bayers, Nature 363, 605 (1993).

4. M. Endo, K. Takeuchi, S. Igarashi, K. Kobori, M. Shiraishi, and
H. W. Kroto, Phys. Chem. Solids 54, 1841 (1993).

5. M. S. Dresselhaus, G. Dresselhaus, and P. C. Eklund, “Science of
Fullerenes and Carbon Nanotubes,” Vol. 1. Academic Press, San
Diego, 1996.

6. R. Saito, M. S. Dresselhaus, and G. Dresselhaus, “Physical Proper-
ties of Carbon Nanotubes.” Imperial College Press, London, 1998.

7. T. W. Odom, J.-L. Huang, P. Kim, and C. M. Lieber, J. Phys.
Chem. B 104, 2794 (2000).

8. C. N. R. Rao, B. C. Satishkumar, A. Govindaraj, and M. Nath,
CHEMPHYSCHEM 2, 78 (2001).

9. R. Baughman, A. Zakhidov, and W. A. de Heer, Science 297, 787
(2002).

10. R. Haggenmueller, H. H. Gommans, A. G. Rinzler, I. E. Fischer,
and K. I. Winey, Chem. Phys. Lett. 330, 219 (2000).

11. D. Quian, E. C. Dickey, R. Andrews, and T. Rantell, Appl. Phys.
Lett. 76, 2868 (2000).

12. M. J. Biercuk, M. C. Llaguno, M. Radosavljevich, J. K. Hyun, and
A. T. Johnson, Appl. Phys. Lett. 80, 2767 (2002).

13. B. Gao, G. Z. Yue, Q. Qiu, Y. Cheng, H. Shimodu, L. Fleming,
and O. Zhou, Adv. Mater. 13, 1770 (2001).

14. S. S. Wong, J. D. Harper, P. T. Lansbury, and C. M. Lieber, J. Am.
Chem. Soc. 120, 603 (1998).

15. C. Liu, Y. Y. Fan, M. Liu, H. T. Cong, H. M. Cheng, and M. S.
Dresselhaus, Science 286, 1127 (1999).

16. B. Vigolo, A. Penicaud, C. Coulon, C. Sauder, R. Pailler,
C. Journet, P. Bernier, and P. Poulin, Science 290, 1331 (2000).

17. R. J. Chen, Y. Zhang, D. Wang, and H. Dai, J. Am. Chem. Soc.
123, 3838 (2001).

18. Z. Jin, L. Huang, S. H. Goh, G. Xu, and W. Ji, Chem. Phys. Lett.
332, 461 (2000).

19. M. J. O’Connell, P. J. Boul, L. M. Ericson, C. B. Huffman,
Y. Huang, E. H. Haroz, K. D. Ausman, and R. E. Smalley, Chem.
Phys. Lett. 342, 265 (2001).

20. A. Star, J. F. Stoddart, D. Steuerman, M. Diehl, A. Boukai, E. W.
Wong, X. Yang, S.-W. Chung, H. Choi, and J. R. Heath, Angew.
Chem., Int. Ed. Engl. 40, 1721 (2001).

21. A. B. Dalton, C. Stephan, J. N. Coleman, B. McCarthy, P. M.
Ajayan, S. Lefrant, P. Bernier, W. J. Blau, and H. J. Byrne, J. Phys.
Chem. B 104, 10012 (2000).

22. J. L. Bahr and J. M. Tour, J. Mater. Chem. 12, 1952 (2002).
23. J. Chen, M. A. Hamon, H. Hu, Y. Chen, A. M. Rao, P. C. Eklund,
and R. C. Haddon, Science 282, 95 (1998).

24. M. A. Hamon, J. Chen, H. Hu, Y. S. Chen, M. E. Itkis, A. M. Rao,
P. C. Eklund, and R. C. Haddon, Adv. Mater. 11, 834 (1999).

25. J. E. Riggs, Z. Guo, D. L. Carroll, and Y.-P. Sun, J. Am. Chem. Soc.
122, 5879 (2000).

26. Y.-P. Sun, W. Huang, Y. Lin, K. Fu, A. Kitaigorodsky, L. A. Riddle,
Y. J. Yu, and D. L. Carroll, Chem. Mater. 13, 2864 (2001).

27. S. C. Tsang, P. J. F. Harris, and M. L. H. Green, Nature 362, 520
(1993).

28. P. M. Ajayan, T. M. Ebbesen, T. Ichihashi, S. Iijima, K. Tanigaki,
and H. Hiura, Nature 362, 522 (1993).

29. R. M. Lago, S. C. Tsang, K. L. Lu, Y. K. Chen, and M. L. H. Green,
Chem. Commun. 1355 (1995).

30. K. C. Hwang, Chem. Commun. 173 (1995).
31. H. Hiura, T. W. Ebbesen, and K. Tanigaki, Adv. Mater. 7, 275 (1995).
32. J. Liu, A. G. Rinzler, H. Dai, J. H. Hafner, R. K. Bradley, P. J.
Boul, A. Lu, T. Iverson, K. Shelimov, C. B. Huffman, F. Macias-
Rodriguez, Y.-S. Shon, T. R. Lee, D. T. Colbert, and R. R. Smalley,
Science 280, 1253 (1998).



860 Chemistry of Carbon Nanotubes

33. A. G. Rinzler, J. Liu, H. Dai, P. Nikolaev, C. B. Huffman, F. J.
Rodriguez-Macias, P. J. Boul, A. H. Lu, D. Heymann, D. T. Colbert,
R. S. Lee, J. E. Fischer, A. M. Rao, P. C. Eklund, and R. E. Smalley,
Appl. Phys. A 67, 29 (1998).

34. I. W. Chiang, B. E. Brinson, R. E. Smalley, J. L. Margrave, and
R. H. Hauge, J. Phys. Chem. B 105, 1157 (2001).

35. J. Chen, A. M. Rao, S. Lyuksyutov, M. E. Itkis, M. A. Hamon,
H. Hu, R. W. Cohn, P. C. Eklund, D. T. Colbert, R. E. Smalley, and
R. C. Haddon, J. Phys. Chem. B 105, 2525 (2001).

36. C. G. Bac, S. Latl, V. Jourdain, R. Aznar, F. Rachdi, P. Bernier,
M. Holzinger, A. Hirsch, C. Mathis, P. Petit, and A. Rubio, “Proc.
Int. Winterschool on Electronic Properties of Molecular Nanostruc-
tures,” Kirchberg H. Kuzmany et al., Eds. AIP Conference Pro-
ceedings, Melville, NY, 2001.

37. S. Nagasawa, M. Yudasaka, K. Hirahara, T. Ichihashi, and S. Iijima,
Chem. Phys. Lett. 328, 374 (2000).

38. Y. Yang, H. Zou, B. Wu, Q. Li, J. Zhang, Z. Liu, X. Guo, and
Z. Du, J. Phys. Chem. B 106, 7160 (2002).

39. W. Zhou, Y. H. Ooi, R. Russo, P. Papanek, D. E. Luzzi, J. E. Fis-
cher, M. J. Bronikowski, P. A. Willis, and R. E. Smalley, Chem.
Phys. Lett. 350, 6 (2001).

40. A. M. Rao, J. Chen, E. Richter, U. Schlecht, P. C. Eklund, R. C.
Haddon, U. D. Venkateswaran, Y. K. Kwon, and D. Tomanek, Phys.
Rev. Lett. 86 (2001).

41. D. V. Mawhinney, V. Naumenko, A. Kuznetsova, J. T. Yates, J. Liu,
and R. E. Smalley, J. Am. Chem. Soc. 122, 2382 (2000).

42. D. V. Mawhinney, V. Naumenko, A. Kuznetsova, J. T. Yates, J. Liu,
and R. E. Smalley, Chem. Phys. Lett. 324, 213 (2000).

43. A. Thess, R. Lee, P. Nikolaev, H. Dai, P. Petit, J. Robert, C. Xu,
Y. H. Lee, S. G. Kim, A. G. Rinzler, D. T. Colbert, G. E. Scusseria,
D. Tomanek, J. E. Fischer, and R. E. Smalley, Science 273, 483
(1996).

44. P. Nikolaev, M. J. Bronikowski, R. K. Bradley, F. Rohmund, D. T.
Colbert, K. A. Smith, and R. E. Smalley, Chem. Phys. Lett. 313, 91
(1999).

45. M. J. Bronikowski, P. A. Willis, D. T. Colbert, K. A. Smith, and
R. E. Smalley, J. Vac. Sci. Technol. A 19, 1800 (2001).

46. R. J. Lagow, R. B. Badachape, J. L. Wood, and J. L. Margrave,
J. Chem. Soc., Dalton Trans. 12, 1268 (1974).

47. E. T. Mickelson, C. B. Huffman, A. G. Rinzler, R. E. Smalley, R. H.
Hauge, and J. L. Margrave, Chem. Phys. Lett. 296, 188 (1998).

48. E. T. Mickelson, Novel Chemistry of Elemental Carbon: Graphite,
Fullerenes and Nanotubes, Ph.D. Thesis, Rice University, Houston,
TX, 1999.

49. I. W. Chiang, Science of Single-Wall Carbon Nanotubes: Purifica-
tion, Characterization and Chemistry, Ph.D. Thesis, Rice Univer-
sity, Houston, TX, 2001.

50. T. Hayashi, M. Terrones, C. Scheu, Y. A. Kim, M. Ruhle,
T. Nakajima, and M. Endo, Nano Lett. 2, 491 (2002).

51. Y. Hattori, Y. Watanabe, S. Kawasaki, F. Okino, H. Touhara, B. K.
Pradhan, T. Kyotani, and A. Tomita, “Extended Abstracts of Inter-
national Symposium on Carbon Science and Technology for New
Carbons,” Tokyo, p. 180, 1998.

52. A. Hamwi, H. Alvergnat, S. Bannamy, and F. Beguin, Carbon 35,
723 (1997).

53. A. V. Okotrub, N. F. Yudanov, A. L. Chuvilin, I. P. Asanov, Yu.
V. Shubin, L. G. Bulusheva, A. V. Gusel’nikov, and I. S. Fyodorov,
Chem. Phys. Lett. 322, 231 (2000).

54. E. T. Mickelson, I. W. Chiang, J. L. Zimmerman, P. J. Boul,
J. Lozano, J. Liu, R. E. Smalley, R. H. Hauge, and J. L. Margrave,
J. Phys. Chem. B 103, 4318 (1999).

55. J. D. Dunitz and R. Taylor, Chem.—Eur. J. 3, 89 (1997).
56. K. F. Kelly, I. W. Chiang, E. T. Mickelson, R. H. Hauge, J. L.
Margrave, X. Wang, G. E. Scusseria, C. Radloff, and N. J. Halas,
Chem. Phys. Lett. 313, 445 (1999).

57. K. N. Kudun, H. F. Bettinger, and G. E. Scuseria, Phys. Rev. B 63,
45413 (2001).

58. Y. Chen, R. C. Haddon, S. Fang, A. M. Rao, P. C. Ecklund, W. H.
Lee, E. C. Dickey, E. A. Grulke, J. C. Pendergrass, A. Chavan,
B. E. Haley, and R. E. Smalley, J. Mater. Res. 13, 2423 (1998).

59. S. Pekker, J.-P. Salvelat, E. Jakab, J.-M. Bonard, and L. Forro,
J. Phys. Chem. B 105, 7938 (2001).

60. R. E. Haufler, J. Conceicao, L. P. F. Chibante, Y. Chai, N. E. Byrne,
S. Flanagan, M. M. Haley, S. C. O’Brien, C. Pan, Z. Xiao, W. E.
Billups, M. A. Ciufolini, R. H. Hauge, J. L. Margrave, L. J. Wilson,
R. F. Curl, and R. E. Smalley, J. Phys. Chem. 94, 8634 (1990).

61. S. M. Lee and Y. H. Lee, Appl. Phys. Lett. 76, 2877 (2000).
62. M. Tsuda, T. Ishida, T. Nogami, S. Kurono, and M. Ohashi, Tetra-

hedron Lett. 34, 6911 (1993).
63. M. Holzinger, O. Vostrowsky, A. Hirsch, F. Hennrich, M. Kappes,
R. Weiss, and F. Jellen, Angew. Chem. 40, 4002 (2001).

64. J. L. Bahr, J. Yang, D. V. Kosynkin, M. J. Bronikowski, R. E. Smal-
ley, and J. M. Tour, J. Am. Chem. Soc. 123, 6536 (2001).

65. S. E. Kooi, U. Schlecht, M. Burghard, and K. Kern, Angew. Chem.,
Int. Ed. Engl. 41, 1353 (2002).

66. J. L. Bahr and J. M. Tour, Chem. Mater. 13, 3823 (2001).
67. B. L. Tumanski, Russ. Chem. Bull. 45, 2267 (1996).
68. P. Reverdy, H. Peng, V. N. Khabashesku, and J. L Margrave,
Rice Quantum Institute Fifteenth Annual Summer Research Col-
loquium, Aug. 17, 2001, Abstr., p. 19.

69. H. Peng, P. Reverdy, V. N. Khabashesku, and J. L Margrave, Chem.
Commun. 362 (2003).

70. V. Georgakilas, K. Kordatos, M. Prato, D. M. Guldi, M. Holzinger,
and A. Hirsch, J. Am. Chem. Soc. 124, 760 (2001).

71. M. Prato and M. Maggini, Acc. Chem. Res. 31, 519 (1998).
72. N. Tagmatarchis, V. Georgakilas, M. Prato, and H. Shinohara,

Chem. Commun. 2010 (2002).
73. Z. Liu, Z. Shen, T. Zhu, S. Hou, and L. Ying, Langmuir 16, 3569
(2000).

74. B. Zhao, H. Hu, S. Niyogi, M. E. Itkis, M. A. Hamon, P. Bhowmik,
M. S. Meier, and R. C. Haddon, J. Am. Chem. Soc. 123, 11673
(2001).

75. S. S. Wong, E. Joselevich, A. T. Woolley, C. L. Cheung, and C. M.
Lieber, Nature 394, 52 (1998).

76. P. W. Chiu, G. S. Duesberg, U. Dettlaff-Weglikowska, and S. Roth,
Appl. Phys. Lett. 80, 3811 (2002).

77. E. V. Basiuk, V. A. Basiuk, J.-G. Banuelos, J.-M. Saniger-Blesa,
V. A. Pokrovskiy, T. Yu. Gromovoy, A. V. Mischanchuk, and B. G.
Mischanchuk, J. Phys. Chem. B 106, 1588 (2002).

78. R. Czerw, Z. Guo, P. M. Ajayan, Y.-P. Sun, and D. Carroll, Nano
Lett. 1, 423 (2001).

79. K. Fu, W. Huang, Y. Lin, L. A. Riddle, D. Carroll, and Y.-P. Sun,
Nano Lett. 1, 439 (2001).

80. Z. Gu, H. Peng, J. L. Zimmerman, I. W. Chiang, V. N. Khabashesku,
R. H. Hauge, and J. L. Margrave, 223rd ACS National Meeting,
April 7–11, 2002, Orlando, FL, Abstracts and Papers, Division of
Fluorine Chemistry, Abstr., p. 12.

81. Z. Gu, H. Peng, R. H. Hauge, R. E. Smalley, and J. L. Margrave,
2, 1009 (2002).

82. I. W. Chiang, B. E. Brinson, A. Y. Huang, P. A. Willis, M. J.
Bronikowski, J. L. Margrave, R. E. Smalley, and R. H. Hauge,
J. Phys. Chem. B 105, 8297 (2001).

83. R. Taylor, Russ. Chem. Bull. 47, 823 (1998).
84. H. F. Bettinger, K. N. Kudun, and G. E. Scuseria, J. Am. Chem.

Soc. 123, 12849 (2001).
85. V. N. Khabashesku, W. E. Billups, and J. L. Margrave, Acc. Chem.

Res. 35, 1037 (2002).
86. P. J. Boul, J. Liu, E. T. Mickelson, C. B. Huffman, L. M. Eric-
son, I. W. Chiang, K. A. Smith, D. T. Colbert, R. H. Hauge,
J. L. Margrave, and R. E. Smalley, Chem. Phys. Lett. 310, 367
(1999).

87. I. Tonks, B. McClain, Z. Gu, V. N. Khabashesku, and J. L. Mar-
grave, Rice Quantum Institute Fifteenth Annual Summer Research
Colloquium, August 17, 2001, Abstr., p. 19.



Chemistry of Carbon Nanotubes 861

88. R.Lobo,V.N.Khabashesku, and J. L.Margrave,Unpublished results.
89. A. Y. Huang, I. W. Chiang, V. N. Khabashesku, and J. L. Margrave,
Rice Quantum Institute Fifteenth Annual Summer Research Col-
loquium, Aug. 17, 2001, Abstr., p. 18.

90. J. L. Stevens, A. Y. Huang, I. W. Chiang, V. N. Khabashesku, and
J. L. Margrave, Nano Lett. 2003 ASAP article.

91. H. Peng, Z. Gu, Y. Liu, I. W. Chiang, R. E. Smalley, R. H. Hauge,
V. N. Khabashesku, and J. L. Margrave, J. Nanosci. Nanotech. 2003
(in press).

92. R. Shukla, B. McClain, I. W. Chiang, V. N. Khabashesku, and
J. L. Margrave, Rice Quantum Institute Fifteenth Annual Summer
Research Colloquium, Aug. 17, 2001, Abstr., p. 19.

93. G. A. Derrien, Z. Gu, H. Peng, V. N. Khabashesku, and J. L. Mar-
grave, Rice Quantum Institute Sixteenth Annual Summer Research
Colloquium, Aug. 9, 2002, Abstr., p. 3.

94. H. Peng, Z. Gu, J. Yang, J. L. Zimmerman, P. A. Willis, M. J.
Bronikowski, R. E. Smalley, R. H. Hauge, and J. L. Margrave, Nano
Lett. 1, 625 (2001).





www.aspbs.com/enn

Encyclopedia of
Nanoscience and
Nanotechnology

Chiral Macrocycles

Suk Joong Lee, Wenbin Lin

University of North Carolina, Chapel Hill, North Carolina, USA

CONTENTS

1. Introduction
2. Organic Macrocycles
3. Chiral Macrocycles Containing Metals
4. Concluding Remarks
Glossary
References

1. INTRODUCTION
A contemporary topic of modern chemistry is concerned
with expanding its ability to mimic forms and functions
of Mother Nature [1, 2]. Synthetic chemists have strived
to accomplish this via spontaneous self-assembly of well-
defined, complex supramolecular assemblies from con-
stituent subunits in solution [3]. Since the discovery of crown
ethers in 1967 [4], numerous studies have been carried
out on cyclic and cage compounds, and as a result, many
interesting synthetic receptors are now available and have
found important practical applications. Examples of practi-
cally useful macrocycles include naturally occurring antibi-
otic nonactin (1) which has been used as the receptor in
commercial ion sensitive electrodes for NH+

4 and a chi-
ral crown ether (2) which has been used in commercial
high performance liquid chromatography columns for the
separation of �-amino acids (Scheme 1) [5]. In addition
to their important practical applications, rational design of
such nanoscopic supramolecular assemblies represents an
important bottom-up approach toward the burgeoning field
of nanoscience and nanotechnology [6].

Typically low-yielding synthesis of macrocycles and cages
have, however, impeded many more potentially practical
applications. In order to avoid the formation of undesired
linear oligomers, macrocycles and cages are normally syn-
thesized under high-dilution conditions. Such synthetic con-
ditions require the use of enormous amounts of solvents
and present a major burden to the environments and are
thus not suitable for their large-scale syntheses. Whereas
macrocyclization under the aforementioned kinetic controls
is a challenging process, macrocycles can sometimes be
obtained in high yields under thermodynamic conditions.

Excellent examples of high yield formation of macrocycles
under thermodynamic conditions are provided by phenol-
formaldehyde or resorcinol-aldehyde cyclic oligomers (cal-
ixarenes) that are formed under equilibrium conditions.
Facile synthesis of calixarenes suggests that thermodynamic
control should be a good strategy for macrocycle (or cage)
synthesis [7].

The concept of thermodynamic control has recently been
applied to noncovalent syntheses. Spontaneous generation of
well-defined supramolecular architectures has been achieved
under thermodynamic conditions via self-assembly driven by
noncovalent bonds such as hydrophobic interactions, �–�
interactions, hydrogen bonding, and metal–ligand ligation
[8, 9]. In particular, metal–ligand coordination bonding has
been extensively used to construct such supramolecular
structures as helices, rods, macrocycles, and cages [7]. These
structures are spontaneously generated by simply mixing
component ligands and metals in solution. Among defined
structures, macrocycles and cages are particularly interest-
ing because of their potential application as synthetic recep-
tors. Several excellent reviews have appeared on the topic
of coordination-driven self-assembly of metallosupramolec-
ular systems over the past few years [10]. In this chapter, we
will focus on recent developments in rational design of dis-
crete chiral macrocycles, with a particular emphasis on chi-
ral metal-containing self-assembled macrocyclic structures.
Potential applications of these interesting chiral supramolec-
ular systems will also be presented.

1.1. Rational Design of Macrocycles

A major advance in the design of macrocyclic structures lies
in the ability to predict the structures of resulting supra-
molecular assemblies based on the information contained in
their molecular building blocks. Well-defined supramolecu-
lar architectures can be rationally assembled via recognition-
driven spontaneous assembly of presynthesized subunits.
Such a “coden” approach is extremely important for the
synthesis of macrocyclic species based on stronger interac-
tions such as covalent and coordination bonds [11]. Unlike
supramolecular structures found in Mother Nature which
are built from relatively weak hydrogen bonds and van
der Waals interactions, macrocycles and cages built from
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stronger covalent or coordination bonds do not necessar-
ily exhibit appreciable kinetics for reversible annealing of
defects during the self-assembly processes. Therefore, prop-
erly designed building subunits with appropriate shapes
and functionalities are needed for the assembly of discrete
supramolecular assemblies.

Such a “coden”-based approach has been elaborated by
Fujita and Ogura [12] and systematized by Stang et al.
for the synthesis of metallomacrocycles and metallocages
[13, 14]. By using rigid, highly directional multibranched
ligands as donor units and unsaturated transition metal
moieties with fixed bond angles as the acceptor units, well-
defined metallocycles can be readily assembled via metal–
ligand coordination [6]. Both angular and linear building
subunits are needed for the construction of cyclic structures.
While angular subunits contain two reactive sites that are
oriented at an angle between 0� and 180� [13], linear sub-
units possess two reactive sites which are opposite to each
other (i.e., ∼180�). The combination of these building sub-
units will lead to a metallosupramolecular system whose
structure depends solely on the symmetry and the num-
ber of binding sites within each subunit. For example, the
assembly of a planar triangle requires the combination of
three linear building subunits blocks and three 60� angular
ones. A molecular square can be assembled in several dif-
ferent ways, including a combination of four linear and four
90� angular building units and a combination of two dif-
ferent 90� angular subunits. Combining five linear subunits
with five angular ones that possess a 108� angle between
their binding sites will generate a molecular pentagon as
illustrated in Figure 1 [6, 13, 14]. These principles assume
total conformational ridigity of subunits, but some distor-
tion of the binding angle can occur. Metallocycles of differ-
ent shapes from those predicted by these simple geometrical
relationships can sometimes result from the combination of
building subunits.

1.2. Thermodynamic Factors
in the Self-Assembly of Metallocycles

As mentioned earlier, the requirements for thermodynamic
self-assembly of a metallocycle are that (i) coordination
bonds must form between the donor and acceptor ele-
ments involved, (ii) the bonds must be kinetically labile to
allow self-correction, and (iii) the desired assembly must
be thermodynamically favorable over competing species [8].

180°120°109.5°

Ditopic
Subunit

Ditopic
Subunit

60° 90°

60°

90°

109.5°

120°

180°

Figure 1. Schematic depiction of routes for the self-assembly of cyclic
structures. Reprinted with permission from [6], S. Leininger et al.,
Chem. Rev. 100, 853 (2000). © 2000, American Chemical Society.

Thermodynamic factors in the self-assembly of macrocyclic
compounds have been widely examined [15, 16]. It is well
established that cyclic structures are preferred over linear
ones for enthalpic reasons, while small cycles are favored
over large cycles (at low concentrations) for entropic rea-
sons. The enthalpic preference arises from the fact that an
increased number of bonds per subunit is possible in a cyclic
arrangement relative to a linear one. For example, a square
consisting of two angular units and two linear units con-
tains four coordinate bonds, that is, one bond per building
block (Fig. 2a). Its equivalent acyclic coordination oligomer
is coordinatively unsaturated in one end and therefore con-
tains only three bonds, that is, 0.75 bonds per building block
(Fig. 2b).

Acyclic oligomers can polymerize to increase the number
of bonds formed. However, the donor and acceptor sites at
each end of the polymer will always remain uncoordinated.
Thus, the ideal scenario of one bond per building block can-
not be achieved unless cyclization occurs. If cyclization is
unfavorable, it is likely that the oligomers will polymerize
until higher oligomers precipitate as kinetic products.

The entropic preference referred to is a result of Le
Chatelier’s law, which states that a perturbation to a dyn-
amic equilibrium results in a readjustment of the equilibrium
to minimize its effect. Thus, dilution of a solution con-
taining an equilibrium mixture of cyclic oligomers results
in a shift of the equilibrium to increase the total num-
ber of species present. At low concentrations smaller cycles
are consequently favored, with the reverse being the case

a. +

Solvent

b. +

Solvent

1

3

2

2

4

1 3

Figure 2. Different number of bonds in cyclic and acyclic structures.



Chiral Macrocycles 865

at high concentrations. As most self-assembly reactions are
performed in dilute solution, the smallest possible cycles are
usually favored. In metallocycles, the enthalpic driving forces
invariably dominate the entropic ones because of the large
enthalpy of coordination bond formation.

2. ORGANIC MACROCYCLES
Molecular recognition is key to many biochemical processes
such as antibody–antigen interactions, biocatalytic reactions,
and signal transcriptions [17]. The use of single enan-
tiomeric forms of amino acids and sugars in biological sys-
tems is largely responsible for these remarkable biochemical
processes that make life possible. Synthetic chemists have
devoted significant effort to the design and synthesis of chi-
ral macrocycles for the stereoselective recognition of chiral
substrates.

Cram and co-workers have carried out pioneering studies
of enantiomeric recognition of organic ammonium salts by
solvent extraction techniques [18–20], transport of amides
through liquid membranes [21], and partial resolution of
amino acids on silica gel or polystyrene that are grafted
with chiral host materials [22]. Lehn and Sirlin have
found that reactivity of the thiolyzation reaction of certain
p-nitrophenyl esters increased drastically after the addition
of chiral host molecules [23]. Many other chiral macrocy-
cles have been designed and used as synthetic receptors for
enantioselective recognition over the past few years. Excit-
ing recent developments in nanoscopic cyclopeptides [24–27]
and circular oligonucleotides [28, 29] will not be discussed
here.

Zhao and Hua [17] reported �-amino acid derived chi-
ral macrocycles for enantioselective recognition of d- and
l-amino acid methyl ester hydrochloride. These chiral
macrocycles were prepared by the acylation cyclization of 2,6-
pyridinedicarbonyl dichloride and chiral diamine dihydrobro-
mide intermediates which were obtained from condensation
of chiral amino acids and 2,6-bis(hydroxymethyl)pyridine, in
highly diluted solution at room temperature. When l-alanine
and l-valine derived diamine intermediates were used as
the chiral building blocks, both �1 + 1� and �2 + 2� cycliza-
tion products 1a–e were obtained. In contrast, only �1 + 1�
cyclization product was obtained when the l-proline derived
diamine intermediate was used (Fig. 3). These chiral macro-
cycles exhibited interesting chiral recognition for the enan-
tiomers of d- and l-amino acid methyl ester hydrochlorides,
which have been characterized by fluorescence spectroscopy.

In a recent publication, Kohler and co-workers [30]
reported a series of chiral macrocycles, 2a–b, which consist
of two angular chiral building units and two linear build-
ing units (Fig. 4). These novel semirigid, chiral cycles were
synthesized by condensation of two rigid oligoarylene rods
and two chiral spiroindane clips. With electronically inter-
acting arylene chromophores and internal helicity resulting
from chiral spiroindane clips, these macrocycles act as chiral
dopants of polymeric nematic liquid crystals.

Helically arranged, electronically interacting chromopho-
res are keys to the design of novel chiroptical materials,
particularly light-emitting materials that provide intrinsically
circularly polarized light. Chiral ensembles of electronically
interacting chromophores in such materials will give rise to
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Figure 3. Chiral macrocycles for amino acid recognition. Reprinted
with permission from [17], H. Zhao and W. Hua, J. Org. Chem. 65, 2933
(2000). © 2000, American Chemical Society.

the chiroptical effects which can be interpreted on the basis
of the so-called exciton coupling model [31]. Such chiral
interactions in a polymeric material can be experimentally
studied on model dimers composed of two chromophores
that are fixed at a chiral core unit [32], for example, a chi-
ral 3,4-diaminodecaline core. However, this type of chiral
model compound has a comparably high degree of remain-
ing conformational freedom and thus does not adequately
represent the chiroptical effects in a rigid, chiral conjugated
polymer. The cyclic structure of 2a–b with two rigid chro-
mophores that are fixed by two chiral clips on both ends
provides a better model for chiroptical effects in a rigid, chi-
ral conjugated polymer.
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Figure 4. Chiral macrocycles containing two arylene chromophores.
Reprinted with permission from [30], B. Kohler et al., Chem. Eur. J. 7,
3000 (2001). © 2001, Wiley–VCH.
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Organic macrocyclic molecules with rings larger than
20 atoms are far less abundant than their smaller ring coun-
terparts [33, 34]. An interesting class of organic macrocy-
cles, polyazamacrocycles, are typically synthesized either by
Schiff base condensation between aliphatic diamines and
aromatic dialdehydes or by cyclic amide formation between
aliphatic diamines and dicarboxylic acids dichlorides under
high-dilution conditions [35–38]. These condensation tech-
niques only allow the synthesis of small- to medium-sized
rings. An alternative cation templating method is needed
to form larger size rings in which multiple components
are preorganized by the cation templates. For example,
�-conjugated and partially reduced macrocyclic Schiff bases
have been obtained by efficient proton-templated �2 + 2�
cyclocondensation of 2,6-diformyl-4-R1-phenol (R1 = Me,
t-Bu) and 1,2-diamino-4,5-R2-benzene (R2 = H, Me) [39].

Larger macrocycles can be obtained in high yields if
the intermediates adopt a restricted conformation which
favors the cyclization of large rings. The synthesis of hex-
amethylenetetramine from ammonia and formaldehyde pro-
vides an excellent example of an efficient assembly of a
multicyclic compound. This reaction is believed to pro-
ceed through a diimine intermediate and is directed by
the ability of the chair-like 6-membered rings to form an
adamantine-like structure [40]. Preferential formation of a
12-membered heterocycle over the open-chain oligomers has
also been achieved by taking advantage of conformational
effect of the bulky N -tosyl substituents in the diamine com-
ponent [41]. Recently, Gawroński et al. [42] demonstrated
conformationally driven �3 + 3� cyclocondensations to give
chiral macrocyclic triangular structures using 	1R
 2R�-1,2-
diaminocyclohexane as a chiral building unit (Fig. 5). Since
this building unit contains a rigid structure and equatorial
amino substituents, it would facilitate ring formation in the
reaction with planar molecules. The two C–N bonds in angu-
lar units are projected at a 60� angle from the center of the
cyclohexane ring and provide rigid and equatorial ditopic
reaction sites, and hence macrocycle formation is antici-
pated to proceed through a �3+3� diamine–dialdehyde addi-
tion when 180� linear or planar ditopic building units are
encountered, with molecules 60� angular unit placed at each
vertex of a regular triangle in the final product (Fig. 5).
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Figure 5. Triangular organic chiral macrocycles with 60� vertexes.
Reprinted with permission from [42], J. Gawroński et al., J. Org. Chem.
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Remarkably, chiral macrocycles 3a–b were indeed synthe-
sized in very high yields (ca. 90%) even in high concentra-
tions (ca. 0.4 M). 3a and 3b possess D3 and C3 point group
symmetry, respectively, and they can be readily reduced by
NaBH4 to give chiral macrocycles 3c and 3d.

The major advantage of the introduction of a cage moi-
ety into the chiral macrocylic system is the generation of
rigidity into the macrocycles which influences their overall
conformational mobility [43]. Moreover, since the cage moi-
ety can perform as a lipophilic component, the solubility
of cage-containing crown ethers in nonpolar solvents can
be improved compared to that of the non-cage-containing
crown ethers. One of these examples has been demonstrated
by Marchand and co-workers [43]. They reported the synthe-
sis of a series of chiral cage-annulated crown ethers for the
host–guest interaction study. These novel chiral macrocycles
were synthesized by incorporating either an optically active
monosccharide derivative or a tartaric acid derivative into
each cage-annulated crown ether to generate the chirality
via a NaH promoted reaction in dried THF (Fig. 6).

An et al. [44] demonstrated very interesting enantiopure
double-helical alkynyl cyclophanes 12 of both enantiopure
forms (Fig. 7). As is shown in the crystal structure, the cyclo-
phane backbone is twisted, resulting in the double-helical
motif. The alkynyl groups are slightly bent from linear-
ity. Interestingly, the dihedral angles of the two binaphthyl
groups are significantly different by about 10 degrees (68�

and 78�, respectively). Since the inside hydrogen atoms of
the phenylene rings are located very close to each other, the
ring strain generates unsymmetrical locations of the binaph-
thyl ends in the solid state. However, 1H nuclear magnetic
resonance (NMR) indicates no unsymmetrical patterns due
to the strained structure as observed in solid state. This
reflects the rapid fluctuation of the cyclophane framework
in solution.

Anderson and co-workers [45] demonstrated a very inter-
esting carbohydrate recognition with 1,1′-binaphthyl based
chiral cyclic receptors (Fig. 8). These chiral macro-
cylic receptors were derived from the 3,3′-diethynyl-1,1′-
binaphthyl-2,2′-diol spacer using an oxidative Glaser–Hay
coupling reaction. Since this series of chiral macrocycles
contains 6, 8, and 10 OH groups that converge upon
a central cavity, these receptors generate enough space
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for the guest molecules and hydrogen bonding sites for
carbohydrates recognition. Specially, 1H NMR titration
studies with 14b and 1-O-octyl pyranosides (15a–c) in dry
CDCl3, in which the change in chemical shift of the receptor
OH protons was monitored as a function of the concentra-
tion of guest, showed the formation of stable 1:1 complexes
with the association constants Ka of 90 (when the guest was
15b), 195 (when the guest was 15a), and 370 L mol−1 (when
the guest was 15c) at 300 K. Interestingly, this type of recog-
nition was not observed when the spacer only was used as a
receptor. Therefore, more than one of the three binaphthyl
spacers’ OH groups in the macrocyclic cavity is required at
the recognition event with the pyranosides.

Moreover, the incorporation of phosphodiester groups
into 1,1′-binaphthyl-derived cyclophane receptors provides
a better driving force for the complexation processes
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Figure 8. Synthesis of chiral macrocyclic receptors and their guests.
Reprinted with permission from [45], S. Anderson et al., Angew. Chem.,
Int. Ed. Engl. 34, 1596 (1995). © 1995, Wiley–VCH.

between anionic phosphodiester groups and the hydroxyl
groups of pyranisides in the presence of a protic co-solvent
which competes for the hydrogen bonding sites [46]. Sim-
ilarly, complexation of disaccharides 17a–c was studied by
1H NMR titration at 300 K in CD3CN/CD3OD (88:12 v/v)
(Fig. 9). Compound 16 exhibited a high binding affinity
(Ka ≈ 104 dm3 mol−1, −�G0 ≈ 5�5 kcal mol−1) for all three
disaccharides 17a–c. While no selectivity among these sub-
strates was observed, the selectivity over monosaccharides
was very high. Interestingly, no evidence of the complexa-
tion was observed upon the addition of more than 2 equiv.
of receptor to a 0.25 mmol dm−3 solution of glucoside 17d;
however, 60–80% saturation binding was observed with dis-
accharides 17a–c under this condition. Apparently, the cavity
size of the receptor is responsible for this high selectivity.

Lin et al. have successfully demonstrated chiral discrim-
ination of �-hydroxycarboxylic acids via luminescence with
binaphthyl-containing chiral macrocycles [47]. The fluores-
cence technique for enantioselective recognition is one
of the most successful techniques because it provides a
real-time method for the determination. Since successfully
designed sensors have a tendency to screen or enhance the
intensity of fluorescence, enantioselective recognition of chi-
ral molecule is possible. The chiral bisbinaphthyl macro-
cycles (−)-21 are synthesized by condensation of (S)-18
with 	R
R�-19 followed by reduction of the macrocyclic
salen 20 (Fig. 10). When �-hydroxycarboxylic acid coordi-
nates to chiral macrocycle (−)-21 through multiple hydro-
gen bonding, protonation of nitrogen atoms inhibits the
photoinduced electron transfer (PIET) of the lone pair
electrons of nitrogen atoms [48–50]. Specially, when the
solution of (−)-21 in benzene containing 2% of DME is
treated with (S)-mandelic acid, the fluorescence intensity of
(−)-21 increases dramatically. However, fluorescence
quenching is observed when the (−)-21 solution is treated
with (R)-mandelic acid (Fig. 11). The lone pair electrons
of macrocycles is not available for the PIET process when
the host and the guest molecules form a very strong bond.
Therefore, the stronger bond formation between (−)-21 and
(S)-mandelic acid provides unusual florescence intensity for
enantioselective recognition.
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Botta and co-workers have reported a chiral resor-
cin[4]arene 22L cavity for enantioselective recognition under
solvent-free condition [51]. Since the solvent plays an
important role in host/guest complexation in solution and
complicates the understanding of the implicit principles,
the enantioselective recognition study in the gas phase is
often considered. In this work, a synthetic macrocycle, resor-
cin[4]arene 22L, with a cavity-shaped very flexible architec-
ture, is considered as an artificial enzyme. The chirality of
this macrocycle comes from four axial pendants containing
the chiral l-valine group (Fig. 12). The inherent enantios-
electivity of the 22L host is checked by generating proton-
bonded complexes with representative amino acids in the gas
phase and by monitoring the exchange rate of amino acids
with (S)-(+)- and (R)-(−)-2-butylamine. In case of alanine
as an amino acid, the exchange rate constants happen to
be kD = 7�7 and kL = 5�0 for d-ala and l-ala, respectively,
with (R)-(−)-2-butylamine. When (S)-(+)-2-butylamine is
used, the exchange rate constants are kD = 7�1 and kL =
5�9 for d-ala and l-ala, respectively. Therefore, these results
represent that the chiral resorcin[4]arene is a very promising
system for chiral discrimination studies in the gas phase.
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Figure 11. Fluorescence spectra of (−)-21 both with and without (R)-
and (S)-mandelic acid. Reprinted with permission from [47], J. Lin
et al., Org. Lett. 4, 3297 (2002). © 2002, American Chemical Society.
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3. CHIRAL MACROCYCLES
CONTAINING METALS

Compared to covalently bonded organic counterparts, metal-
organic supramolecules can be assembled with much ease
and higher efficiency. Coordination-driven self-assembly of
metallosupramolecular systems can be readily achieved by
mixing appropriately designed multitopic ligands and metal
ions with suitable binding geometries. Among many metal-
organic supramolecular systems, the construction of molec-
ular squares based on metallocorners with ∼90� angles and
linear bridging ligands has proven to be the most reliable
strategy, as exemplified by successful design of numerous
molecular squares based on the cis-[M(phosphine)2]2+ cor-
ners (M = Pd or Pt) by Leininger et al. [6], the cis-[M(en)]2+

corners (M = Pd and Pt; en is ethylenediamine) by Fujita
[7], the fac-(CO)3ReX corners (X = halide) by Hupp et al.
[52, 53], and the M2(carboxylate)2 corners by Cotton et al.
[54]. Some of these metallosupramolecular assemblies have
shown promise for applications in host–guest recognition
[55–57], inclusion [58, 59], catalysis [60, 61], and fluores-
cence sensing [62]. Over the past decade, there has been
tremendous progress in the catalytic asymmetric synthesis of
chiral compounds, both enzymatically and chemically. Ratio-
nal design of chiral metallosupramolecular systems can thus
lead to new enzyme-like chiral pockets and functionalities
which may find important applications in chiral sensing and
asymmetric catalysis. The progress toward these goals made
over the past few years will be surveyed.

Three different approaches have thus far been utilized
to construct chiral metallocycles: (1) introduction of met-
allocorners that are coordinated to chiral capping groups,
(2) use of metal-based chirality owing to specific coordi-
nation arrangements, and (3) introduction of chiral bridg-
ing ligands. Among these, the third approach requires the
most synthetic manipulations but also offers the versatility of
fine-tuning the chiral pockets or functionalities for potential
applications.

Oenyuk et al. [63] demonstrated the first strategy by using
optically active metal complexes [M(R-BINAP)(OTf)2]
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[M = Pd or Pt, BINAP = 2,2′-bis(diphenylphosphino)-1,1′-
binaphthalene] as a chiral building block for the formation
of chiral molecular squares. When combined with bis(4-
(4′-pyridyl)phenyl)iodonium triflate, heteronuclear optically
active cyclic species 19a and 19b were obtained (Fig. 13).
Since the analogous cycles with two triethylphosphines in
place of each R-BINAP are achiral [6], molecular squares
24a and 24b are chiral due only to the chiral transition-metal
auxiliary (BINAP) in the assembly. It is also interesting to
note that the coordinated pyridine moieties exhibit restricted
rotation around the metal–pyridyl linkage; the hydrogen
atoms on the pyridine rings become diastereotopic. Both
24a and 24b possess D2 symmetry, with one C2 axis passing
through the center of the binaphthyl rings and the other C2
axis passing through the two iodine atoms.

Chiral tetranuclear molecular squares were readily syn-
thesized when [M(R-BINAP)(OTf)2] was treated with C2h-
symmetrical diaza ligands 2,6-diazaanthracene (DAA) in
acetone. Only a single diastereomer was obtained as evi-
denced by a single signal in the 31P NMR spectrum. In con-
trast, when 2,6-diazaanthracene-9,10-dione was used in place
of DAA (Fig. 14), the reaction mixture consisted of a dom-
inant diastereomer of 25a and 25b in a d.e. of 81% and
minor amounts of other diastereomers. These chiral molec-
ular squares have also been characterized by electrospray
mass spectrometry (MS).

Fan et al. [64] have also synthesized a family of interest-
ing chiral molecular squares containing porphyrins by using
trans-DPyDPP, 5,15-di(4′-pyridyl)porphyrin, 26, as the lin-
ear modules, and R(+)-, S(−)-BINAP-Pd(II) as the angular
units (Fig. 15). The rotation of the metal–pyridyl bonds in
27a–b is restricted at room temperature but becomes unre-
stricted at elevated temperatures. The chirality of the met-
allocorners thus promotes the formation of enantiomeric
macrocycles with a puckered geometry. As expected, the
porphyrin chromophores in the enantiopure metallocycles
27a and 27b show strong circular dichroism around 420 nm.
Cooperative coupling of four excitons in 27a and 27b leads
to Davydov splitting with a very high amplitude.

Coordination chemists have taken advantage of the intrin-
sic chirality of transition metal complexes with certain
geometries for the construction of chiral supramolecu-
lar assemblies since Werner’s time [65]. Recent work has
shown that nonlinear optically active coordination networks
can be crystal engineered using such an approach [66].
Zhang and co-workers [67] have investigated the assem-
bly of chiral molecular squares using octahedral metal ions
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Figure 14. Chiral metallocycles with DAAD. Reprinted with permission
from [63], B. Oenyuk et al., J. Am. Chem. Soc. 118, 8221 (1996). © 1996,
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such as Co(II) and Mn(II). Unlike the square-planar Pt(II)
or Pd(II) complexes, octahedral Co(II) or Mn(II) com-
plexes with two chelating ligands are inherently chiral, and
no chiral auxiliary ligands are required for the construc-
tion of chiral molecular squares. When the D2d symmet-
ric bridging ligand, tetraacetylethylene dianion (tae), was
coordinated to octahedral Co(II) metallocorners that are
capped with two chelating di-2-pyridylamine (dpa) ligands,
the D2d symmetry is reduced to pure rotational symmetries,
and chiral molecular squares were obtained. Chiral molec-
ular square Co4(tae)4(dpa)4, 28, was obtained in 15% yield
and characterized by single crystal X-ray crystallography
(Fig. 16). Each edge of the square (i.e., each pair of Co2)
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Figure 15. Synthesis of porphyrin-containing macrocycle. Reprinted
with permission from [64], J. Fan et al., J. Am. Chem. Soc. 121, 2741
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28. CoII(tae)4(dpa)44

Figure 16. Structure of CoII
4 (tae)4(dpa)4. Reprinted with permission

from [67], Y. Zhang et al., J. Am. Chem. Soc. 120, 9398 (1998). © 1998,
American Chemical Society.

has a helical structure similar to that observed in [Co2(tae)-
(dpa)4][(O2CCH3)2(H2O)2]. The overall structure of 28 can
therefore be described as a cyclic helicate (Fig. 16). Com-
pound 28 is a rare example of structurally characterized
molecular squares with a chiral structure in the solid state.
The synthesis of 28 demonstrates that ligands with a ∼90�

twist between the binding sites can facilitate the formation
of chiral molecular squares when octahedral metal ions are
employed. The tae ligands in 28 also facilitate the ferromag-
netic exchange between the Co(II) centers on the corners,
and compound 28 is a weak ferromagnet.

The propeller-like arrangements of three chelating ligands
around octahedral metal centers are also inherently chiral
and have been used to introduce chirality to supramolecu-
lar assemblies at both local and global structural levels [68].
Ali and MacDonnell [69] demonstrated the use of intrinsic
chirality at the kinetically inert octahedral metal center as
a tool to direct the formation of molecular hexagons with
diameters of 5.5 nm. The opposite absolute stereochem-
istry of the six vertex synthons [(bpy)Ru(tpphz)2]2+, 30a,
or [(bpy)Os(tpphz)2]2+, 30b (Fig. 17), directs the formation
of the ring structure and permits topospecific placement of
different metals at unique symmetry sites within the ring.
Three mixed-metal self-assembled systems were described,
each containing six kinetically inert transition metal com-
plexes (29a or 29b) joined by six labile Pd(II) ions. The
Ru6Pd6, 30a, Os6Pd6, 30b, and Ru3Os3Pd6, 30c, structures
(Fig. 17) form due to the torsional restraints imposed by the
stereochemistry of 29a or 29b along with the entropic factors
which favor rings systems over polymeric structures. As seen
in Figure 17, the metals alternate in a Ru–Pd, Os–Pd, and
Ru–Pd–Os–Pd fashion for 30a, 30b, and 30c, respectively.
Compounds 30a and 30b are achiral due to the presence
of both enantiomers of Ru(II) or Os(II) corner units, while
compound 30c is pseudo-meso due to the opposite handness
of the Ru(II) and Os(II) corners units. The formation of
these mixed metal ring structures has been difficult to verify,
due to the inability to obtain a satisfactory mass spectrum.

The preparation of chiral macrocyclic molecules typically
requires the use of enantiopure building units or auxil-
iary ligands. The syntheses of macrocycles using racemic
starting materials tend to result in complex diastereomeric
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Figure 17. Synthesis of structure of mixed metal hexagons. Reprinted
with permission from [69], M. M. Ali and F. A. MacDonnell, J. Am.
Chem. Soc. 122, 11527 (2000). © 2000, American Chemical Society.

mixtures. Schafer and Tilley [70] have recently demonstrated
efficient and high-yield diastereoselective synthetic routes
to multigram quantities of BINOL containing macrocycles
using zirconocene coupling procedures [71]. Dimeric macro-
cycle 32 was prepared from the known diyne 31 [72] as
shown in Figure 18, using Negishi-type zirconocene coupling
conditions [73]. Cyclodimerization of racemic compound 31
could lead to three stereoisomers of macrocycle 32; how-
ever, only one pair of homochiral enantiomers (i.e., SS and
RR) was obtained in this reaction. Enantiopure macrocy-
cles were prepared from (R)-31 and showed the same NMR
spectra as the macrocycles obtained from racemic 31 and
thus supported the assignment of racemic nature of dimeric
macrocycle 32. Such a diastereoselectivity was confirmed by
single crystal X-ray crystallography. Macrocycle 32 has D2
molecular symmetry and crystallizes as a racemic mixture
of homochiral macrocycles. The naphthyl planes of each
BINOL unit possess a large dihedral angle (∼110�).

Racemic dyines 34 containing the enforced smaller dihe-
dral angle by methylene bridges were also subjected to
zirconocene coupling conditions to generate a larger macro-
cyclic structure, 35, via zirconocene-mediated cyclotrimer-
ization. The diastereoselective synthesis of homochiral
macrocycles is once again achieved, and the product con-
tained only a pair of homochiral enantiomers (i.e., SSS and
RRR) (Fig. 19). In the solid state, the macrocycle adopts a
highly folded geometry with pseudo C2 molecular symmetry
(Fig. 19).
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from [70], L. L. Schafer and T. D. Tilley, J. Am. Chem. Soc. 123, 2683
(2001). © 2001, American Chemical Society.

Kim and co-workers [74] have demonstrated the forma-
tion of an achiral macrocycle from racemic ligands using a
ligand self-discrimination strategy in which one enantiopure
ligand specifically senses its enantiomer to generate an achi-
ral complex (Fig. 20). This 1,1′-binaphthol-containing ligand
38 was prepared by ester condensation of 1,1′-binaphthol
and acid chloride of isonicotinic acid. Interestingly, 1H
NMR titration studies of racL with (dppp)Pd(OTf)2 37a in
acetone-d6 show a highly symmetric single set of signals at
a 2:2 metal:ligand ratio, while 1H NMR titrations of SL
with (dppp)Pd(OTf)2 37a show a complicated set of signals.
These results imply that SL prefers to generate an achi-
ral, heterodimeric complex exclusively with its enantiomer,
rather than a homochiral complex.

Habereder et al. [75] reported unusual diastereoselec-
tive triangular cyclization from mesomeric starting materials.
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© 1995, American Chemical Society.
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The heterocyclic bridging ligand is the dianion of
3-hydroxy-2-methyl-4(1H)-pyridone which is synthesized
from 3-hydroxy-2-methyl-4-pyrone (maltol). When this lig-
and was treated with (Cp∗)Ir(III) 40a or (�6-cymene)Ru(II)
40b in the presence of one equivalent of base, its mesomeric
was formed (Fig. 21). The proton bound at the nitro-
gen atom becomes very acidic and the chlorine ligand is
expected to be labile, thus providing the driving force for a
base-induced cyclization (Fig. 21). Although the symmetry
of supramolecule assembled from metal–ligand interaction
depends on the geometry of the ligand and the metal, these
complexes possess pseudo-octahedral geometry. Moreover,
the bridging ligand acts as an O,O′-chelate and simultane-
ously coordinates through the nitrogen atom in position 4
to another metal atom and sits almost perpendicular to
the cyclic plane. Interestingly, these macrocycles can regen-
erate their monomeric starting complexes by adding three
equivalents of HCl. Therefore, this system demonstrates that
macrocyclization can be induced and reversed by addition of
appropriate amounts of base or acid, respectively (Fig. 22).

Although many chiral metallocycles have been con-
structed using all three approaches outlined earlier, none
of them exhibit functionalities that are exploitable for
enantioselective processes. Lee and Lin have recently
demonstrated high-yield synthesis of chiral macrocycles
based on fac-Re(CO)3Cl corners with 90� angles and chi-
ral linear bridging ligands via self-assembly (Fig. 23) [76].
The chiral ligands 42a–d were synthesized in seven steps
from BINOL with relatively high overall yield. BINOL
was chosen as the backbone for the atropisomeric bridg-
ing ligands because it is well established that BINOL and
derivatives provide outstanding asymmetric differentiation
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properties and stable chiral configuration. Chiral macrocycle
43d shows interesting enantioselective luminescence sensing
behavior in THF. The fluorescence signal of enantiopure
43d at 412 nm is efficiently quenched by both enantiomers
of 2-amino-1-propanol, but at significantly different rates.
For (R)-43d, the Stern–Völmer quenching constant Ksv
is 7.35 M−1 in the presence of (S)-2-amino-1-propanol
and 6.02 M−1 in the presence of (R)-2-amino-1-propanol.
(R)-43d has an enantioselectivity factor ksv(R-S)/ksv(R-
R) of 1.22 for fluorescence quenching in favor of (S)-2-
amino-1-propanol. The opposite trend in enantioselectivity
was observed for the quenching of (S)-43d by 2-amino-1-
propanol, which lends further support to a chirality-based
luminescence-quenching selectivity between chiral metallo-
cycle 43d and 2-amino-1-propanol. It is interesting to note
that no enantioselectivity was observed for the fluorescence
quenching of 43d by 1-amino-2-propanol, which supports the
involvement of amino groups in the formation of a ground-
state hydrogen-bonded complex and an excited-state proton-
transfer complex. The greater distance of the amino group
from the chiral center in 1-amino-2-propanol is responsi-
ble for its lack of fluorescence-quenching enantioselectivity.
Control experiments show that fluorescence quenching of
atropisomeric ligand 42d by 2-amino-1-propanol does not
exhibit enantioselectivity and thus demonstrates the impor-
tance of the supramolecular nature of the enantioselective
process of 43d. See Figure 24.

In order to design chiral macrocycles exhibiting favor-
able solubility in nonpolar solvents which are required for
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Figure 24. Energy-minimized structure of 43d.

many asymmetric catalytic reactions, Lee et al. have taken
advantage robust Pt–alkynyl linkages to construct a family of
chiral molecular triangles [77]. Treatment of ligands 44a–c
with equal molar equivalents of cis-PtCl2(PEt3)2 in the pres-
ence of CuI catalyst at room temperature generates chiral
cycles 45a–c in modest yields. Chiral cycle 45d was obtained
quantitatively by treating 45c with TBAF in THF (Fig. 25).
Compounds 45a–d were characterized by 1H, 13C{1H}, and
31P{1H} NMR spectroscopy, mass spectrometry, elemental
analysis, and infrared (IR), ultraviolet-visible (UV-vis), and
circular dichroism (CD) spectroscopies. In particular, CD
spectra of 45a–d exhibit an intense band at ∼202 nm, in
addition to three lower energy bands corresponding to naph-
thyl � → �∗ transitions and two acetylenic � → �∗ tran-
sitions (Fig. 26). The new CD band at ∼202 nm can be
assigned to the transitions associated with cis-Pt(PEt3)2 moi-
eties. This result suggests that triethylphosphines on the Pt
centers adopt a propeller-type arrangement (relative to the
naphthyl groups), apparently steered by chiral binaphthyl
moieties. Cycles 45a–d exhibit enhanced lower energy CD
signals over the free ligands 44a–d, consistent with the pres-
ence of multiple ligands in each metallocycle. See Figure 27.

Chiral molecular triangle 45d contains dihydroxy func-
tionalities and was used for highly enantioselective catalytic
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diethylzinc additions to aromatic aldehydes [Eq. (1)]. With
Ti(IV) complexes of 45d as the catalyst, chiral secondary
alcohols were obtained in greater than 95% yield and
89–92% e.e. for a wide range of aromatic aldehydes with
varying steric demands and electronic properties (Table 1).
In comparison, when free ligand 44d was used instead of
45d, a lower e.e. (80%) was obtained for the addition of
diethylzinc to 1-naphthaldehyde. The broad substrate scope
for catalytic diethylzinc additions using 45d and Ti(OiPr)4
suggests that there is significant flexibility in the dihydroxy
groups to accommodate aldehydes of various sizes.

R

O

Et2Zn

R Et

HO H

Ti(OiPr)4

(S)-45d

H

(1)

In contrast to previously discussed chiral triangles, chi-
ral dinuclear metallacyclophanes [cis-(PEt3)2Pt(46)]2, 47a–c,
were obtained when enantiomerically pure atropisomeric
bis(acetylenes) 46a–c were treated with one equiv. of cis-
Pt(PEt3)2Cl2 in the presence of catalytic amounts of CuCl in
diethylamine at room temperature [78]. Compounds 47a–c
were characterized by 1H, 13C{1H}, and 31P{1H} NMR spec-
troscopy, HR-MS, elemental analysis, and IR, UV-Vis, and
CD spectroscopies.

A single-crystal X-ray diffraction study on compound
47c unambiguously demonstrated the formation of a chi-
ral metallacyclophane. Compound 47c crystallizes in chiral

Figure 27. Energy-minimized structure of 45d. Reprinted with permis-
sion from [77], S. J. Lee et al., J. Am. Chem. Soc. 124, 12948 (2002).
© 2002, American Chemical Society.

Table 1. Diethylzinc additions to aldehydes catalyzed by Ti(IV) com-
plexes of 40d.

Entry Aldehyde Temp. Conversion e.e. (%)

1 H

O

RT >95% 91

2 H

O RT

0 �C

>95%

>95%

91

92

3 H

O

Br

RT >95% 90

4 H

O

RT >95% 91

5 H

O

F
3
C

RT >95% 89

6 H

O

Cl

RT >95% 90

monoclinic space group P21. Two cis-Pt(PEt3)2 units are
linked by two enantiopure 46c ligands to form a cyclic dinu-
clear structure (Fig. 28). Both Pt centers adopt slightly dis-
torted square planar geometry with the cis angles around
the Pt1 center ranging from 82.4(2) to 101.3(1)� and the
cis angles around the Pt2 center ranging from 84.3(2) to
100.3(1)�. The rigid metallacyclophane structure of 47c is
characterized by very small dihedral angles between the
naphthyl rings within each 47c ligand (62.18 and 3.45�). See
Figure 29.

As shown in Table 2, the Ti(IV) complexes of 47c
are excellent catalysts for the additions of diethylzinc to
1-naphthaldehyde with 94% e.e. and >95% conversion at
0 �C. The enantioselectivity has, however, dropped signifi-
cantly when other smaller aromatic aldehydes were used as
the substrates. This result differs from the performance of
45d which has a very broad substrate scope. Such a differ-
ence is believed to be a direct consequence of the much
more rigid structure of 47c; the dihedral angles of naph-
thyl rings in the Ti(IV) catalyst cannot vary to accommodate
aldehydes of various sizes to give high enantioselectivity.
The chiral dihydroxy groups in 47c thus differ from those of
BINOL and may prove useful for mechanistic work due to
their rigid structure.
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Table 2. Diethylzinc additions to aldehydes catalyzed by Ti(IV) com-
plexes of 47c.

Aldehyde Temp. Time (h) Conversion e.e. (%)

H

O RT

0 �C

16

16

>95%

>95%

77

84

H

O RT

0 �C

16

16

>95%

>95%

91

94

H

O

Br
RT

0 �C

16

16

>95%

>95%

75

78

H

O RT

0 �C

16

40

>95%

∼40%

77

78

H

O

F
3
C

RT

0 �C

16

40

>95%

∼80%

76

77

H

O

Cl

RT

0 �C

16

16

>95%

>95%

75

78

4. CONCLUDING REMARKS
The examples illustrated in this chapter give testimony to
our ability, through chemical manipulation, to create large
chiral macrocycles that can potentially serve as mimics
of natural enzyme systems. With properly designed build-
ing units, chiral macrocycles can be readily synthesized. In
particular, through a judicious combination of multitopic
bridging ligands and unsaturated metal centers, chiral metal-
locycles can be constructed with unprecedented predictabil-
ity and ease. It is also possible to maintain the structural
features of the chiral macrocycles and yet fine-tune their
properties via a systematic modification of their constituent
building units.

Recent work has clearly illustrated supramolecular func-
tions of chiral metallocycles which are reminiscent of biolog-
ical macromolecular systems. Future work will be directed
toward the design and exploitation of such supramolecu-
lar functions in the areas of molecular recognition, host–
guest interaction, chiral recognition, and catalysis. It can
be expected that such research efforts will lead to new
materials with desirable tunable properties and ultimately
to the demonstration of nanoscale devices and molecular
machinery [79, 80].

GLOSSARY
Asymmetric catalysis A catalytic reaction in which one
enantiomer is produced in excess of the other.
Chiral A chiral object is not superimposible on its mirror
image.
Enantiomer Two stereoisomers that are not superimpos-
able images of each other.
Enantiomeric excess (ee) Percentage by which one enan-
tiomer is in excess over the other in a mixture of two.
Macrocycle A cyclic (macro)molecule that has no end
groups.
Metallocycle A macrocycle that contains metal centers in
the cycle.
Self-assembly The spontaneous formation of molecules
into covalently bonded, well-defined, stable structures.
Supramolecular chemistry The chemistry of the inter-
molecular bond, concerning the structure and functions of
the entities formed by the association of two or more chem-
ical species.
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