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1. INTRODUCTION

Magnetic materials today constitute, from the standpoint of
the size of their world market and in the narrow concurrence
with the semiconducting materials, one of the major groups
of functional materials. They are involved in a broad range
of technologies, from electromechanics to those related to
information recording. Although it is difficult to find a com-
mon point underlying this large set of applications and
devices, the occurrence of hysteresis in their response to an
applied magnetic field could be considered the most rep-
resentative feature of the magnetic materials phenomenol-
ogy. Magnetic hysteresis can be described by two quantities,
namely, the remanence and the coercive force. For a given
set of phases, present in a particular material and char-
acterized by particular values of saturation magnetization,
order temperature, and magnetocrystalline anisotropies, the
coercivity and remanence depend on many different extrin-
sic parameters, from the phase morphology (crystallites size
and shape) to the distribution of defects present in them
and, particularly, the characteristics of the intergranular and
interphase couplings. The basic consequences of this are the
possibility of optimizing and, in some cases, tailoring the
properties of a material for a particular application, during
the last century, most of the research efforts in the field
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were concentrated on the control of the micro- and nano-
structures of a relatively reduced set of relevant phases. It
also is important to state that, whereas the coercivity of the
technologically used magnetic materials covers six decades
(from ca. 5 x 107 T up to ca. 5 T), the remanence values are
bound by the value of the saturation magnetization, and the
whole range of technologically relevant magnetic materials
varies from 0.5 Tup toca. 2 T.

The introduction in the technologically relevant magnetic
materials of structural correlation lengths of the order of
the nm has several important consequences. First, and in
the particular case of the nanoparticulate and the nano-
crystalline materials, it results in a significant increase
of the surface(grain boundary)-to-(particle/grain)volume
atomic ratio. Since the moments present at the surfaces and
grain boundaries are characterized by a co-ordination dif-
ferent from that corresponding to the bulk materials, the
local values at these regions of the magnetization, order
temperature, exchange constant, and anisotropy can be sig-
nificantly different from those corresponding to bulk-like
regions and largely influence and even rule the global behav-
ior of the system. Second, the reduction of the crystallite
size crucially influences, through the reduction of the abso-
lute number of defects present inside the structurally coher-
ent regions, the global value of defect sensitive properties
as, very relevantly, the coercivity. Finally, and most impor-
tantly, the nanostructuration brings about the problem of
the interphase coupling at length scales comparable with the
magnetic correlation lengths, i.e., the exchange and dipolar
correlation lengths, given the width of a domain wall in a
bulk and planar uniaxial systems, respectively. Since the cou-
pling is largely ruled by the characteristics of the exchange
interactions at the grain boundaries, and since, for the time
being, the control of those properties could only be achieved
heuristically, it is not exaggerated to state that the main goal
of the present research on the magnetic properties of nano-
structured materials could be the achievement of better con-
trol of the magnetic properties of the intergranular regions.
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To support this statement, we will focus on the discussion
of the implications of the particularities of the intergran-
ular coupling on the hysteretic behavior of nanocrystalline
materials. First, we will cover the case of the (mainly sin-
gle phase) reduced magnetocrystalline anisotropy materi-
als, in which the dipolar correlation length frequently can
be much larger than the crystallite size (ca. 15 nm), thus
resulting in an extremely soft behavior linked to the occur-
rence of exchange-induced averages of the local anisotropy.
The second section will be dedicated to the demagnetiza-
tion process of high anisotropy, single- and multiphase nano-
crystalline materials characterized by exchange correlation
lengths comparable with or smaller than the crystallite size.
In this case, the goal is either the reduction of the intergran-
ular coupling (single-phase materials) aiming at the increase
of coercivity or the achievement of large remanences linked
to the occurrence of strong coupling between hard and soft
grains, the latter having dimensions comparable with their
exchange correlation length. We will end this chapter by
reviewing the state of the art of the micromagnetic mod-
eling, a numerical technique allowing both the analysis of
systems for which (as it is the largely majority case today)
there are not experimental data on the local magnetic prop-
erties and the implementation of elements of device design.
This last section also will include a discussion of the influ-
ence on the performance of magnetic recording media of
the control of the intergranular exchange.

2. SOFT NANOCRYSTALLINE
MATERIALS

2.1. Introduction to the Soft
Magnetic Materials

Nanocrystalline materials, obtained by devitrification of the
precursor amorphous alloy, displaying soft magnetic char-
acter (high magnetic permeability and low coercivity), have
been the subject of increasing attention from the scien-
tific community, not only because of their potential use
in technical applications but also because they provide an
excellent setting in which to study basic problems in nano-
structures formation and magnetism [1-8]. In fact, these
materials provide a crucial point in opening up new fields
of research in materials science, magnetism, and tech-
nology, such as metastable crystalline phases and struc-
tures, extended solid solubilities of solutes with associated
improvements of mechanical and physical properties, nano-
crystalline, nanocomposite and amorphous materials that,
in some cases, have unique combinations of properties
(magnetic, mechanical, corrosion, etc.). Technological devel-
opment of the fabrication technique of the amorphous
precursor material and studies of the structure, glass forma-
tion ability, and thermodynamics, and magnetism of amor-
phous alloys were intensively performed in 1960s and 1970s.
These aspects have been analyzed extensively in few review
papers and books [9-11].

Most commercial and technological interests have been
paid to soft amorphous and nanocrystalline magnetic mate-
rials. Initially, it was believed that ferromagnetism could not
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exist in amorphous solids because of a lack of atomic order-
ing. The possibility of ferromagnetism in amorphous metal-
lic alloys was theoretically predicted by Gubanov [12] and
the experimental confirmation of this improbable prediction
was the main cause of the sudden acceleration of research
on amorphous alloys from about 1970 onward, this onrush
of activity was due both to the intrinsic scientific interest of
a novel and unexpected form of ferromagnetism and also to
the gradual recognition that this is the key to the industrial
exploitation of amorphous ferromagnetic alloys. The amor-
phous alloy ribbons obtained by the melt-spinning technique
have been introduced widely as the soft magnetic materi-
als in the 1970s. Their excellent magnetic softness and high
wear and corrosion resistance made them very attractive in
the recording head and microtransformer industries. In con-
trast with the flood of work on magnetic behavior, the study
of electrical transport (i.e., magnetoimpedance effect) is very
recent and is making significant progress.

Conventional physical metallurgy approaches to improv-
ing soft ferromagnetic properties involve tailoring the chem-
istry and optimizing the microstructure. Significant in the
optimizing of the microstructure is recognition that a mea-
sure of the magnetic hardness (the coercivity, H,) is roughly
inversely proportional to the grain size (D) for a grain size
exceeding ~0.1 to 1 um (where the grain size exceeds the
domain wall thickness). In such cases, grain boundaries act
as impediments to domain wall motion, and, thus, fine-
grained materials usually are magnetically harder than large
grain materials. Significant developments in the understand-
ing of magnetic coercivity mechanisms have lead to the real-
ization that for very small grain size D < ~100 nm [13-21],
H, decreases rapidly with increasing grain size. This can be
understood by the fact that the domain wall, whose thick-
ness exceeds the grain size, now samples several (or many)
grains so that fluctuations in magnetic anisotropy on the
grain-size length scale are irrelevant to domain wall pin-
ning. This important concept suggests that nanocrystalline
and amorphous alloys have significant potential as soft mag-
netic materials.

In this section, we explore issues that are pertinent to the
general understanding of the magnetic properties of amor-
phous and nanocrystalline materials. As the state of the art
for amorphous magnetic materials is well developed and
much of which has been thoroughly reviewed [11, 22-24],
we will concentrate on highlights and recent developments.
The development of nanocrystalline materials for soft mag-
netic applications is an emerging field for which we will try
to offer a current perspective that may well evolve further
with time.

The development of soft magnetic materials for appli-
cations requires the study of a variety of intrinsic mag-
netic properties as well as development of extrinsic magnetic
properties through an appropriate optimization of the
microstructure. As intrinsic properties, we mean microstruc-
ture insensitive properties. Among the fundamental intrinsic
properties (which depend on alloy composition and crys-
tal structure), the saturation magnetization, Curie tempera-
ture, magnetic anisotropy, and magnetostriction coefficient
are all important. In a broader sense, magnetic anisotropy
and magnetostriction can be considered as extrinsic in that,
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for a two-phase material (in aggregate), they depend on the
microstructure.

A vast literature exists on the variation of intrinsic mag-
netic properties with alloy composition. Although new dis-
coveries continue to be made in this area, it can be safely
stated that a more wide open area in the development
of magnetic materials for applications is the fundamen-
tal understanding and exploitation of the influence of
the microstructure on the extrinsic magnetic properties.
Important microstructural features include grain size, shape,
and orientation; defect concentrations; compositional inho-
mogeneities; magnetic domains; and domain walls. The
interaction of magnetic domain walls with microstructural
impediments to their motion is of particular importance to
the understanding of soft magnetic behavior. Extrinsic mag-
netic properties important in soft magnetic materials include
magnetic permeability and coercivity, which typically have
an inverse relationship. Thorough discussions of soft mag-
netic materials are available [25-28, 29].

2.2. Microstructural Characterization

An important part of the recent developments correspond-
ing to nanostructured materials is related to those obtained
by controlled crystallization, either by annealing the amor-
phous single phase or by decreasing the cooling rate from
the liquid of metallic systems. Typically, in these nano-
structures, precipitate sizes range between 5 and 50 nm
embedded in an amorphous matrix with nanocrystal volume
fractions of 10 to 80%, which means particle densities of
10?2 to 10%® m=.

We present the most relevant aspects of the nano-
crystallization process of Fe-based nanocrystalline alloys as
a two-phase system, namely a-Fe or a-Fe(Si) grains embed-
ded in a residual amorphous matrix, which, being ferromag-
netic, results in a material with extremely good soft magnetic
properties. The microstructural analysis of the primary crys-
tallization of Fe-rich amorphous alloys usually has been
done by using conventional techniques such as differential
scanning calorimetry (DSC), X-ray diffraction (XRD), trans-
mission Mossbauer spectroscopy (TMS), and transmission
electron microscopy (TEM). In this way, through the com-
bined structural analysis of these techniques, useful infor-
mation, such as the dependence of the microstructure upon
time and temperature of treatment, can be obtained.

The kinetics of metastability loss of the disordered sys-
tem above glass transition, i.e., under less than equilibrium
conditions, is a key subject, because it provides new oppor-
tunities for structure control by innovative alloy design and
processing strategies. Several examples include soft and hard
magnets and high-strength materials [30-32]. Most studies
focus on the crystallization onset as a measure of kinetic sta-
bility under heat treatment and recognise the product phase
selection involved in nucleation and the role of competitive
growth kinetics in the evolution of different microstructural
morphologies [33, 34]. Differential scanning calorimetry has
become quite effective as a means of studying the nature of
nanoscale structures and their stability. It has been estab-
lished that the initial annealing response allows one distin-
guish between a sharp onset for a nucleation and growth or
a continuous grain growth of pre-existing grains [35]. Kinetic

data on the transformation often are obtained from this
technique.

Figure 1 shows the DSC curves of the as-prepared amor-
phous alloy (Fe,; ;Cu,Nb,Si,,B,, trademark Finemet), as
well as of that of alloy previously annealed for 1 hour at 703
K and 763 K, respectively [36]. For the as-prepared alloy,
the calorimetric signal shows some relaxation before the
exothermic nanocrystallization process, as well as with the
Curie temperature of the amorphous phase (7™ ~ 595 K).
When the sample has been annealed at 703 K, relaxation
is no longer apparent in the calorimetric signal, the Curie
temperature is shifted about 15 K, to higher values, and the
nanocrystallization process is slightly advanced in tempera-
ture (2 K). On further increasing the annealing temperature,
the calorimetric signal shows no clear changes in the Curie
temperature of the annealed sample with respect to anneal-
ing at 703 K. However, a clear shift of the nanocrystallization
onset toward higher temperatures (40 K) can be observed, as
well as a significant decrease of its area [36]. Consequently,
DSC measurement permits evaluation of the maximum tem-
perature to prevent partial crystallization during previous
heating and the maximum heating rate to control the tem-
perature of the sample by analyzing the transformation peak
connected to the primary crystallization.

Calorimetric measurements, however, give information
about microstructural development. Microstructure determi-
nation by the use of several techniques (XRD, TMS and
TEM) allows us to complete the understanding of the mech-
anisms of the primary crystallization. Transmission Moss-
bauer spectroscopy has the main advantage of giving local
information of an active element (Fe nuclei in these alloys).
Because Fe is present both in the nanocrystalline precip-
itates and in the disordered matrix, TMS provides infor-
mation on local ordering in both phases, which can be
correlated with the changes in the short-range order of
the amorphous phase and with the composition of nano-
crystalline phase. X-ray diffraction and TEM provide a
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Figure 1. DSC signals of Fe,; ;Si;; sB,Cu,Nb, alloy obtained after heat-
ing at 40 K/min. For the as-quenched amorphous alloy (solid line); after
1 h isothermal annealing at 703 K (dashed line) and at 763 K (dot-
ted line). Reprinted with permission from [37], M. T. Clavaguera-Mora
et al., Progress in Materials Science 47, 559 (2002). © 2002, Elsevier
Science.



close look at the developed microstructure and permit the
characterization of the precipitates, showing their morphol-
ogy and grain-size distribution.

Figure 2(a—c) shows a TEM image of a Finemet alloy
after heating at 763 K at three annealing times (3, 10, and
30 minutes), while Figure 2(d) corresponds to the case (b)
with increasing contrast, which allows the shape and size
of the precipitates to be determined [37]. As can be seen,
the microstructure is characterized by a homogeneous, ultra-
fine grain structure of a-Fe(Si), with grain sizes around
10 nm and a random texture, embedded in a still amorphous
matrix. The formation of this particular structure is ascribed
to the combined effects of elements as Cu (which pro-
motes the nucleation of grains) and Nb, Ta, Zr, Mo,—(which
hinders their growth) and their low solubility in «-Fe(Si)
[38-40]. Nevertheless, the size and morphology of the nano-
crystals in these alloys, as well as their distribution, could
be analyzed by the application of local probe techniques.
These techniques, such as scanning tunneling microscopy
(STM) and atomic force microscopy (ATM) provide three-
dimensional (3D) topographic images at the nanometer level
[41, 42] and represent powerful tools to study the surface
properties and structures of metals and alloys.

2.3. On the Ferromagnetism in Amorphous
and Nanocrystalline Materials

There are, when concerning the magnetic order in materials
having structural disorder (such as is the case of amorphous
and nanocrystalline alloys), some fundamental questions
related to the existence of such a well-defined magnetic
order. Ferromagnetic interactions of the magnetic materials
can be immediately considered as ferromagnetic structures.
In this naive idea, the magnetic anisotropy effects have been
neglected. Magnetic moments tend to arrange their orienta-
tions parallel to each other via exchange interactions; they

(@) (b) (©
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Figure 2. TEM images of Finemet samples after (a) 3 min; (b) 10 min;
(c) min annealing at 763 K; and (d) is the case (b) after contrast increas-
ing. Reprinted with permission from [37], M. T. Clavaguera-Mora et al.,
Progress in Materials Science 47, 559 (2002). © 2002, Elsevier Science.
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do this when lying along a magnetic easy axis that is in the
same direction at every point in the material. However, if the
easy axis orientation fluctuates from site to site, a conflict
between ferromagnetic coupling and anisotropy arises. As
long as we imagine lattice periodicity, a ferromagnetic struc-
ture is a consequence of ferromagnetic exchange interac-
tions, the strength of the anisotropy being irrelevant. In this
situation, we are assuming a major simplification, namely,
the direction of the easy axis is uniform throughout the sam-
ple. With this simple picture, we present crucial questions
related to the influence of an amorphous structure on mag-
netic order.

Regarding the magnetic order in amorphous and nano-
crystalline materials, we know that it stems from two con-
tributions: exchange and local anisotropy. The exchange
arises from the electron—electron correlations. The mecha-
nism of the electrostatic interactions between electrons has
no relation to structural order and is sensitive only to over-
lapping of the electron wave functions. With respect to mag-
netic anisotropy, it also originated by the interaction of
the local electrical field with spin orientation, through the
spin-orbit coupling. Therefore, magnetic anisotropy also is a
local concept. Nevertheless, the structural configuration of
magnetic solids exerts an important influence on the macro-
scopic manifestation of the local anisotropy. As a conse-
quence, when the local axes fluctuate in orientation owing
to the structural fluctuation (amorphous and nanocrystalline
materials as examples), calculations of the resultant macro-
scopic anisotropy become quite difficult.

In the case of amorphous ferromagnetic alloys, the usual
approach to the atomic structure of a magnetic order con-
nected to a lattice periodicity is not applicable. These mate-
rials can be defined as solids in which the orientation of local
symmetry axes fluctuate with a typical correlation length [ =
10 A. The local structure can be characterized by a few
local configurations with icosahedral, octahedral, and trig-
onal symmetry. These structural units have randomly dis-
tributed orientation. The local magnetic anisotropy would
be larger in the units with lower symmetry. In general,
these units are characterized by fluctuations of the orien-
tation local axis. It is remarkable that with these types of
structures, the correlation length, /, of such a fluctuation is
typically the correlation length of the structure and ranges
from 10 A (amorphous) to 10 nm (nanocrystals) and 1 mm
(polycrystals).

Fluctuations in the interatomic distances associated with
the amorphous structure also should contribute to some
degree of randomness in the magnetic interactions of
the magnetic moments. Nevertheless, such randomness is
expected not to affect the magnetic behavior qualitatively
[11, 43]. Moreover, random distribution of the orientation
of the easy axis drastically affects the magnetic properties.
The random anisotropy model developed by Alben et al. [44]
provides a successful explanation of how the correlation
length, /, exerts a relevant influence on magnetic structure.
The important question is What is the range of orientational
correlation of the spins? Let L be the correlation length of
the magnetic structure. If we assume L > [, the number of
oriented easy axes in a volume L? should be N = (L/I)3.

The effective anisotropy can be written as:

Ky =K/N'? ()
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where K is the local anisotropy where strength is assumed
to be uniform everywhere. By minimizing the total energy
with respect to L, the following expression can be deduced:

L = (164%)/(9K*PP) (2)

where A is the exchange stiffness parameter. If we con-
sider A = 107" J/m and [/ = 10~° m, which are typical val-
ues of ferromagnetic metallic glasses [45], L in equation (2)
becomes 10°/K?. For 3D-based alloys, we can take the value
of K corresponding to crystalline samples (~10* J/m?) lead-
ing to L around 10~ m, which is equal to the structural
correlation length of an amorphous material.

In addition, the random anisotropy model provides the
following expression for the average macroscopic anisotropy:

(K) = K*I°) A 3)

Equation (3) points out that the macroscopic structural
anisotropy is negligible in 3D amorphous alloys ((K) ~
10~ K); this is a consequence of the averaging of several
local easy axes, which produces the reduction in magnitude.

Special attention has been paid, in the last decade, to the
study of nanocrystalline phases obtained by suitable anneal-
ing of amorphous metallic ribbons owing to their attrac-
tive properties as soft magnetic materials [1, 15, 19-21, 23,
46-48]. Such soft magnetic character is thought to have
originated because the magnetocrystalline anisotropy van-
ishes and there is a very small magnetostriction value when
the grain size approaches 10 nm [1, 12, 46]. As was the-
oretically estimated by Herzer [12, 46], average anisotropy
for randomly oriented «-Fe(Si) grains is negligibly small
when grain diameter does not exceed about 10 nm. Thus,
the resulting magnetic behavior can be well described with
the random anisotropy model [12, 19, 23, 46-48]. Accord-
ing to this model, the very low values of coercivity in the
nanocrystalline state are ascribed to small effective mag-
netic anisotropy (K,; around 10 J/m3). However, previous
results [19, 21, 49] as well as recently published results by
Varga et al. [50] on the reduction of the magnetic anisotropy
from the values in the amorphous precursors (~1000 J/m?)
down to that obtained in the nanocrystalline alloys (around
300-500 J/m?), is not sufficient to account for the reduction
of the coercive field accompanying the nanocrystallization.
The enhancement of the soft magnetic properties should,
therefore, be linked to the decrease of the microstructure—
magnetization interactions. These interactions, originating in
large units of coupled magnetic moments, suggest a relevant
role of the magnetostatic interactions, as well a role in the
formation of these coupled units [19, 49]. In addition to the
suppressed magnetocrystalline anisotropy, low magnetostric-
tion values provide the basis for the superior soft magnetic
properties observed in particular compositions. Low values
of the saturation magnetostriction are essential to avoid
magnetoelastic anisotropies arising from internal or exter-
nal mechanical stresses. The increase of initial permeabil-
ity with the formation of the nanocrystalline state is closely
related to a simultaneous decrease of the saturation magne-
tostriction. Partial crystallization of amorphous alloys leads
to an increase of the frequency range, where the permeabil-
ity presents high values [51]. These high values in the highest

possible frequency range are desirable in many technological
applications involving the use of ac fields.

It is remarkable that a number of workers have inves-
tigated the effects on the magnetic properties of the sub-
stitution of additional alloying elements for Fe in the
Fe,; sCu;Nb;Si 5 5By alloy composition, Finemet, to further
improve the properties, e.g., Co [52-56], Al [20, 57, 58],
varying the degree of success. Moreover, it was shown in
[20] that substitution of Fe by Al in the classical Finemet
composition led to a significant decrease in the minimum
of coercivity, H™" ~ 0.5 A/m, achieved after partial devit-
rification, although the effective magnetic anisotropy field
was quite large (around 7 Oe) [59]. The coercivity behavior
was correlated with the mean grain size, and a theoretical
low effective magnetic anisotropy field of the nanocrystalline
samples was assumed in contradiction with those experimen-
tally found in [49, 50, 58].

Although amorphous Fe-, Co-, and Ni-based ribbons are
slightly more expensive compared with conventional soft
magnetic materials, such as sendust, ferrites, and supermal-
loys (mostly due to the significant content of Co and
Ni), they found considerable applications in transformers
(400 Hz), ac powder distributors (50 Hz), magnetic record-
ing as a magnetic heads, and magnetic sensors. The main
reason for using amorphous alloys such as soft magnetic
materials is a saving of the electric energy wasted by mag-
netic cores. Besides, the combination of high magnetic per-
meability and good mechanical properties of amorphous
alloys may be used successfully in magnetic shielding
and in magnetic heads [51]. Production of about 3 mil-
lions heads per year in Japan in the mid-1980s has been
reported [51].

The internal stresses, as the main source of magnetic
anisotropy in amorphous and nanocrystalline materials, are
due to the magnetoelastic coupling between magnetization
and internal stresses through magnetostriction. Conse-
quently, these materials are interesting for field- and stress-
sensing elements because the Fe-rich amorphous alloys
exhibit high magnetostriction values (A, ~ 10~) and, there-
fore, many of magnetic parameters (i.e., magnetic suscep-
tibility, coercive field, etc.) are extremely sensitive to the
applied stresses.

The discovery of Fe-rich nanocrystalline alloys carried out
by Yoshizawa et al. [1] was important owing to the out-
standing soft magnetic character of such materials. Typi-
cal compositions of the precursor amorphous alloys, which,
after partial devitrification, reach the nanostructure char-
acter with optimal properties, are FeSi and FeZr, with
small amounts of B to allow the amorphization process,
and smaller amounts of Cu, which act as nucleation cen-
ters for crystallites, and Nb, which prevents grain growth.
This effect is provided by Zr in FeZr alloys. After the first
step of crystallization, FeSi or Fe crystallites are finely dis-
persed in the residual amorphous matrix. In a wide range
of crystallized volume fraction, the exchange correlation
length of the matrix is larger than the average intergranu-
lar distance, d, and the exchange correlation length of the
grains is larger than the grain size, D. Magnetic softness
of Fe-rich nanocrystalline alloys is due to a second com-
plementary reason: the opposite sign of the magnetostric-
tion constant of crystallites and residual amorphous matrix,



which allows reduction and compensation of the average
magnetostriction.

Figure 3 shows the thermal variation of the coercive field
(H,) in a Finemet-type (Ta-containing) amorphous alloy. This
behavior is quite similar to that shown in the case of Nb-
containing ones and particularly, evidences the occurrence
of a maximum in the coercivity linked to the onset of the
nanocrystallization process [60, 61].

Considering the grain size, D, to be smaller than the
exchange length, L, and the nanocrystals are fully cou-
pled between them, the random anisotropy model implies a
dependence of the effective magnetic anisotropy (K), with
the sixth power of average grain size, D. The coercivity is
understood as a coherent rotation of the magnetic moments
of each grain toward the effective axis leading to the same
dependence of the coercivity with the grain size [16]:

(K) K4DS KiD®
Hc = ch = Pc J:AS <K> = 1143 > (4)

s

where K, = 8 kJ/m?® is the magnetocrystalline anisotropy
of the grains, 4 = 107! J/m is the exchange ferromagnetic
constant, J, = 1.2 T, is the saturation magnetic polariza-
tion and p, is a dimensionless prefactor close to unity. The
predicted D® dependence of the coercive field has been
widely accepted to be followed in a D range below L,,
(around 30 to 40 nm) for nanocrystalline Fe-Si-B-M—-Cu
(M = Iva to Via metal) alloys [21, 46, 62-65]. A clear devi-
ation from the predicted D® law in the range below H, =
1 A/m was reported by Hernando et al. [19]. Such deviation
was ascribed to effects of induced anisotropy (e.g., magne-
toelastic and field induced anisotropies) on the coercivity
could be significant with respect those of the random mag-
netocrystalline anisotropy. As a consequence, the data of
H_ (D) were fitted by assuming a contribution from (i) the
spatial fluctuations of induced anisotropies and (ii) (K,,) to
H, (i.e., a dependence H, = /(a® + (bD)®) was found with
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Figure 3. Evolution of the coercive field, measured at room tempera-
ture, as a function of the current density after: (0) 1 min and (__) 10 min
of annealing time. Reprinted with permission from [21], N. Murillo and
J. Gonzilez, J. Magn. Magn. Mater. 218, 53 (2000). © 2000, Elsevier
Science.
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a =1 A/m representing the contribution originating from
the induced anisotropies).

To investigate the effect of the grain size on coercivity,
this dependence of H.(D) in alloys treated by Joule heat-
ing was obtained. Experimental results on this dependence
are shown in Figure 4 [21]. The fitting of this dependence
appears to follow, surprising, a rough dependence of the
Hc o« D> type (the best regression was found fitting the
D? law). It must be noted that our data of H_ (D) corre-
spond to a grain size variation between about 10 to 150 nm.
As it is well known, an analysis of this H, (D) data in terms
of the random anisotropy model is only justified if the grain
size is smaller than L,, and, hence, could not be applicable
(in the framework of the random anisotropy model) to the
range grain size above L,,, which results in being only two
points of our data in Figure 4 [21]. These points should cor-
respond to a magnetic hardening due to the precipitation of
the iron borides. In this case, the random anisotropy model
should be applied by taking into account the volume frac-
tion and the different anisotropy of the iron borides. This
indicates that (K,) should vary as D>, contrary to the the-
oretical D® law. This indicates that H, is mainly governed
by (K,), which varies as D>, contrary to the theoretical D°
law. This contradiction of the H,.(D) law between the theory
and the experimental has recently been explained by Suzuki
et al. [62] considering the presence of long-range uniaxial
anisotropy, K,, which influences the exchange correlation
value and length, and yields an anisotropy average given by:

1 JK, K, -D?

<K>:Ku+§ A3/2

©)

The second part of (5) corresponds to (K,) and if K,
is coherent in space or if its spatial fluctuations are neg-
ligible to (K,), this second part ultimately determines the
grain size influence on the coercivity. Such influence changes
from the D° law to a D3>~* one when the coherent uniaxial
anisotropies dominate over the random magnetocrystalline
anisotropy. An additional point in order to justify the Eq. (5)
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Figure 4. Dependence of the coercive force, H,, with the average grain
diameter, D, for the two studied compositions (Fe,; 5Si;; sB,Cu;Nb; and
Fe,; 5Si;; sByCu, Ta,). Reprinted with permission from [21], N. Murillo
and J. Gonzalez, J. Magn. Magn. Mater. 218, 53 (2000). © 2000, Elsevier
Science.
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is connected with the fact that the results of Figure 4 were
obtained in samples treated by the Joule heating effect. This
kind of annealing could induce some inhomogeneous mag-
netic anisotropy, which could be responsible for this signif-
icant change of the grain size dependence of the coercive
field. This argument is supported by the remanence ratio,
which is achieved by these samples of values around 0.50. As
a consequence, it can be assumed that the presence of more
long-range uniaxial anisotropies are larger than the average
magnetocrystalline anisotropy (K,). It should also be noted
that Eq. (5) can, interestingly, account for the occurrence
of dipolar and deteriorated exchange intergrain interaction
and thus can be more realistic than the simple anisotropy
averaging, since those features are involved in the accom-
plishment of a nanocrystallization process.

An interesting study can be one related with the depen-
dencies of the magnetization in partially crystallized sam-
ples. Figure 5 displays such dependencies. In Table 1, the
evolution with the annealing time of the average grain size,
D, the Si atomic percentage diffused in the Fe crystalline
lattice, and the crystalline phase percentage are listed. It has
been mentioned that in samples annealed with short times
(0.5 to 5 minutes), there was no evidence of crystallization.
In samples treated for long times, the Si content was of the
order of 20% at and slightly larger in the samples having a
larger grain size.

On the other hand, the current density dependence of the
coercivity for Finemet-type alloys results in a very interesting
study (illustrated by the Fig. 6). Such dependencies exhibit
a peak of coercivity in nanocrystallized samples (treated for
60-720 minutes). This peak of coercivity occurs above the
Curie point of the residual amorphous phase. The inten-
sity and the width of the peak strongly depend on the
annealing current density. It must be mentioned that the
current density above the Curie point of the amorphous
matrix being paramagnetic and with its thickness is high
enough to avoid exchange interactions between the grains,
the nanocrystalline sample can be magnetically considered
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Figure 5. Current density dependence of the saturation magnetisation
of samples previously treated at 40 A/mm? with 0, 0.5, 1, 2, 5, 60, 120,
300, and 720 min. Reprinted with permission from [62], J. Gonzalez, J.
Mater. Res. 18, 1038 (2003). © 2003, Materials Research Society.

Table 1. Evolution with the annealing time of the percentage of crys-
talline phase, percentage of Si content inside bcc phase, and average
grain size of Fe,; ;Cu,Nb;Si;;sB, amorphous alloy ribbon treated by
current annealing at 40 A/mm?.

% of Si content Average grain size

T, (min) % crystalline phase inside bcc phase (nm)
60 60 19 12
120 65 21 15
300 70 21 15
720 78 22 17

as an assembly of isolated or weakly magnetostatic interac-
tive single domain particles.

The coercivity behavior can be interpreted in the frame-
work of the two-phase model [47]. At room temperature, the
system is soft because the exchange between crystallites is
large enough to make the correlation length larger than both
the intergranular distance and the grain size. As the current
density rises and approaches the Curie point of the resid-
ual amorphous matrix, the exchange constant decreases, and
some grains start to be weakly coupled. The exchange cor-
relation length decreases and the crystallites progressively
start to act as pinning centers.

It is interesting to mention the variations on the Curie
point with the annealing time (Fig. 6) [62], correspond-
ing to either the remaining amorphous matrix or the nano-
crystalline phase. In the temperature range below the Curie
temperature of the residual intergranular amorphous phase
(T&™), the nanocrystallites are coupled magnetically via the
exchange interaction acting over the bcc—amorphous-bec
coupling chain. However, this coupling chain is diminished
in the temperature range above 73", and the nanocrystalline
alloys behave as an assembly of isolated magnetic particles
in which the magnetically hardest domain configuration is
expected. Consequently, we observe a significant increase
in H, in the temperature range above ~T2™ [16]. This
effect is a possible disadvantage of the nanocrystalline soft
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Figure 6. Variations of coercive field with current density of samples
previously treated at 40 A/mm? with 0, 0.5, 1, 2, 5, 60, 120, 300, and
720 min. Reprinted with permission from [62], J. Gonzélez, J. Mater.
Res. 18, 1035 (2003). © 2003, Materials Research Society.



magnetic alloys from the application viewpoint. On the other
hand, the intergranular residual amorphous phase plays an
important role. The presence of the residual amorphous
phase is essential to maintaining the metastable thermo-
dynamical equilibrium of the nanostructure. This behavior
should be understood, taking into account the compositional
change of the amorphous matrix (with progressive lost of
Si and Fe with the annealing time), which can significantly
change the Curie point of this phase. Unavoidable mixing
of atoms at the interface nanocrystal-amorphous gives rise
to the formation of thin layers of alloys with unknown com-
positions. It has been proposed that the exchange penetra-
tion is likely to be the main cause of the Curie temperature
enhancement of the matrix, but with contributions from a
magnetostatic interaction as well as compositional sharp gra-
dients of the interface. Unfortunately, the lack of knowledge
about the nature of this interface opens an interesting ques-
tion related to the coupling between two phases with a large
interface area as is the case of these soft magnetic nano-
crystalline Fe-base alloys.

2.4. Processing of Nanocrystalline Alloys.
Induced Magnetic Anisotropy

The magnetization characteristics of Finemet-type nano-
crystalline magnets (FeCuNDbSiB alloy) similar to those of
metallic glasses, also can be well controlled by the mag-
netic anisotropy induced by field annealing, stress annealing,
and stress plus field annealing. Magnetic field annealing
induces uniaxial anisotropy with the easy axis parallel to
the direction of the magnetic field applied during the heat
treatment. The magnitude of the field-induced anisotropy
in soft nanocrystalline alloys depends upon the annealing
conditions (that is, if the magnetic field is applied during
the nanocrystallization process or firstly the sample is nano-
crystallized and then submitted to field annealing) [63, 66]
and on the alloy composition (relative percentage content
of Fe and metalloids) [67]. Nevertheless, this field-induced
anisotropy is induced at a temperature range of 300 to
600 °C (above the Curie temperature of the residual amor-
phous matrix and below that of the Curie temperature of the
a-Fe(Si) grains. Thus, the anisotropy induced during nano-
crystallization should primarily originate from the bcc grains.
The amorphous matrix has a rather inactive part, since its
Curie temperature is far below the typical field annealing
temperature.

The evolutions of the different types of anisotropy
induced in a typical alloy susceptible to being nano-
crystallized, as a function of current density (thermal treat-
ment carried out by current annealing technique under
action of stress and/or field) are shown in Figure 7. As can
be seen, stress and stress plus field induced anisotropies
increase with the current density (temperature) up to a
maximum value at 45 A/mm?, which may be related to a
maximum of the coercive field. The increase of induced
magnetic anisotropy up to 45 A/mm’ could be ascribed
to an increase in the intensity of the interactions between
the metallic atoms, and, consequently, an increase of the
induced anisotropy could be expected. This argument is
linked to the internal stress relaxation produced by ther-
mal treatment in the metallic glasses. Similarly, field-induced
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Figure 7. Maximum magnetic anisotropies versus current annealing
intensity induced in Fe,; sCu;Nb;Si;ssB; samples. Reprinted with per-
mission from [76], C. Miguel et al., Phys. Status Solidi A 194, 291 (2002).
© 2002, Wiley—-VCH.

anisotropy decreases with the current density down to min-
imum value. Such minimum is observed again at around
45 A/mm?. For current densities higher than that of the
maximum, induced anisotropy monotonically decreases with
current annealing density.

Studies on the stress-induced anisotropy [68-76] indi-
cate that resembling behaviors as those in metallic glasses
also can be found in Finemet type nanocrystalline mag-
nets. Although the occurrence of this effect has been well
confirmed, nevertheless, its origin seems to be not entirely
understage at present. Herzer proposed [70] an explana-
tion, claiming that this anisotropy is of a magnetoelastic
nature and is created in the nanocrystallites a-Fe(Si) grains
due to tensile back stresses exerted by the anelastically
deformed residual amorphous matrix. The above conclusion
seems to be highly probable because of a strong correla-
tion between the stress-induced anisotropy and the mag-
netostriction of the nanocrystallites found by Herzer [70].
However, Hofmann and Kronmiiller [72] and Lachowicz
et al. [73] suggested an alternative explanation of the origin
of the considered anisotropy. They adapted the Néel’s calcu-
lations of atomic pair directional ordering proposed by Néel
[77] to the conditions of the investigated material, obtain-
ing a theoretical value of the energy density of the stress-
induced anisotropy of the same order of magnitude as that
observed experimentally. Consequently, besides the magne-
toelastic interactions within the nanocrystallites suggested by
Herzer, the directional pair ordering mechanism in a-Fe(Si)
grains is also a very probable origin of the stress-induced
anisotropy in Finemet-type material.

The occurrence of dipolar and deteriorated exchange
intergrain interaction also should be considered to explain
the origin of the stress-induced anisotropy in the nano-
crystalline alloys [19, 49]. This leads to a more realis-
tic situation than the simple anisotropy averaging, since
those features are involved in the accomplishment of a
nanocrystallization process. In this way, the procedure to
obtain the weighted average anisotropy nicely proposed by
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Alben et al. [42] strongly depends on the degree of mag-
netic coupling. This stress anisotropy is induced, as has
been noted previously, inside the grains. The maximum
value (around 1000 J/m?) is clearly lower than 8000 J/m?,
corresponding to the magnetocrystalline anisotropy of the
a-Fe(Si) grains; therefore, the origin of the stress anisotropy
should be strongly connected to the internal stresses in
the FeSi nanocrystals. An interesting question should be
one related to the coupling between these two phases
with a large interface area such as is the case of Fe-rich
nanocrystalline alloys. For this, a deep knowledge about
the nature of the interface results are to be determinant.
Unavoidable mixing of atoms of the interface gives rise to
the formation of thin layers of alloys of unknown composi-
tion, which makes this study complicated.

2.5. Saturation Magnetostriction Behavior

The effective magnetostriction, /\iff , observed in nano-
crystalline alloys at different stages of crystallization, has
been interpreted as a volumetrically weighted balance
among two contributions with opposite signs originating
from the bec-FeSi grains (A¢") and residual amorphous
matrix (A¢") according to Herzer [42]:

AT =27+ (A= pA” (6)

where p is the volumetric fraction of the crystalline phase.
Therefore, assuming negative and positive sign as for the
nanocrystalline and amorphous phase, respectively, the vari-
ations of AZ (including the change of sign observed in some
nanocrystalline composition) can be interpreted as a con-
sequence of the variations of the p parameter. Although
this simple approximation gives the qualitative explanation
of the effective magnetostriction in Fe-based nanocrystalline
alloys [42], it does not consider many effects occurring in
the real materials. More exact calculations take into account
that the magnetostriction of the residual amorphous phase
is not constant but depends on the crystalline fraction due
to the enrichment with B and Nb [61, 78]. Consequently,
Eq. (6) can be modified in the form [78]:

AT =X+ (1= p (K" + kp) )

where k is a parameter that expresses changes of the mag-
netostriction in the residual amorphous phase with evolu-
tion of the crystallization. In many cases, even this model
does not fit the experimental results, demonstrating that the
effective magnetostriction in nanocrystalline material cannot
be described by a simple superposition of the crystalline and
amorphous components [61]. In the case of the FeZrBCu
nanocrystalline system in which the bce-Fe phase is formed,
the model described does not fit the experimental data, even
through the A%"*(p) dependence as was shown by Slawska-
Waniewska and Zuberek in [79, 80]. They considered this to
be an additional contribution to the effective magnetostric-
tion, which arises from the enhanced surface to volume ratio
describing interfacial effects [79-83]. Therefore, the Eq. (7)
of the effective magnetostriction could be approximated by:

A = pAT + (1= p)(A™ +kp) + pAiS/V (8)

where the last term describes the effects at the interfaces
and depends on the surface-to-volume ratio for the individ-
ual grain, as well as on the magnetostriction constant A3,
which characterizes the crystal-amorphous interface.

Equation (8) is the basic dependence, which can be used
to interpret the experimental data on the effective mag-
netostriction in Fe-based nanocrystalline alloys at different
stages of crystallization. The composition of the Fe(Si) grains
(depending on the annealing temperature) should be consid-
ered, giving rise to different values of the magnetostriction
constant for the crystalline phase. The appropriate values
of A¢" can be obtained from the compositional dependence
of the saturation magnetostriction in the polycrystalline
a-Fe,q,_,Si,, shown in Figure 8 [42, 84]. Thus, the first term
in the Eq. (8) can be treated as the well-defined one.

Figure 9 presents the crystallization behavior and accom-
panying changes in the magnetostriction of the classical
Finemet (Fe;; sCu;Nb;Si;; sB,) alloy published by Gutierrez
et al. [85]. The analysis of these data, according to Eq. (8),
allows (i) estimation of the contribution from the crystalline
phase (see Fig. 8a, where the values of A" were found
from the combined Figs. 8 and 9a), and then (ii) fitting of
the experimental ()\fsz — pA¢") on p dependence in Eq. (8).
The results, both experimental points and the fitted curve
(solid line) are shown in Figure 9b.

Assuming spherical @-Fe(Si) grains, with radius R, the last
term of Eq. (8) can be expressed as 3A!/R, and the magne-
tostriction constant, which describes the interface A{, can be
estimated. For the soft nanocrystalline alloys (Finemet and
FeZrBCu alloys) [42, 61, 79], R = 5 nm, and, thus, A} has
been found to vary in the range 4.5-7.1 x 10~® nm. These
results are one order of magnitude smaller than values of
the surface magnetostriction obtained in multilayer systems.
However, investigations of Fe/C multilayers have shown that
not only the value but also the sign of the surface mag-
netostriction constant depends on the structure of the iron
layer, and it has been found that for crystalline iron, A{
(bee-Fe) = 45.7 x 1075 nm, whereas, for the amorphous iron,
AS (am-Fe) = —31 x 107° nm [86]. Thus, the value of the
interface magnetostriction obtained in the nanocrystalline
systems is within the range of the surface magnetostriction
constant estimated for thin iron layers. It should be noted
that, contrary to Fe/c multilayers, in the nanocrystalline
materials, both the crystalline and amorphous phases are
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Figure 8. Saturation magnetostriction of the polycrystalline a-Fe,_, -
Si,. Reprinted with permission from [80], A. Slawska-Waniewska et al.,
Mater. Sci. Eng. A (Supplement), 220 (1997). © 1997, Elsevier Science.
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Fe,; sCu;Nb;Si 5 5By alloy (b) versus crystalline fraction. Reprinted with
permission from [80], A. Slawska-Waniewska et al., Mater. Sci. Eng. A
(Supplement), 220 (1997). © 1997, Elsevier Science.

magnetic, and they are coupled through exchange and dipo-
lar interactions. It must thus be expected that the magnetic
interactions in the system can affect the magnetoelastic cou-
pling constant at the grain—matrix interfaces. In addition, the
structure and properties of the particular surfaces that are
in contact, as well as local strains at the grain boundaries
also should be considered.

The problem of the surface/interface magnetostric-
tion, however, requires further studies, which, in particu-
lar, should include measurements at temperatures above
the Curie point of the amorphous matrix, where only
ferromagnetic grains should contribute to the effective mag-
netostriction, simplifying a separation between bulk and sur-
face contributions.

3. HARD NANOCRYSTALLINE
MATERIALS

3.1. An Introduction

Permanent magnets are devices capable of producing, dur-
ing a time of the order of several years and without any
on-service energy input, a magnetic field whose magnitude
is at least in the order of the tens of T. The devices, based
on fields produced by permanent magnets, are ubiquitous
in modern technology; a good example of this point is that
in a modern car, it is typically possible to identify up to 30
different magnets [87]. In most of the cases (the exception
are those in which the magnets are used to produce a field
gradient), the figure of merit characterizing the device is the
so-called energy product of the permanent magnet [88]. If
the permanent magnet is used as a part of a magnetic cir-
cuit in which the magnetization is essentially uniform, the
energy product gives the magnetic energy density, stored in
a thin air gap introduced in the circuit and limited by sur-
faces (the poles) perpendicular to the average magnetiza-
tion (the energy product also is proportional to the square
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of the induction created in the gap). In addition to a suf-
ficiently high energy product, a permanent magnet should
exhibit (especially those used in the automotive industry) a
weak decrease of the coercive force with the increase of the
temperature and good corrosion resistance properties.

Modern permanent magnets are based on the so-called
hard magnetic phases, that is on phases difficult to demag-
netize. A hard phase should present, at the temperatures of
interest from the standpoint of the applications [89], (i) a
coercive force large enough to preserve the remanence from
either on-service or spurious demagnetizing effects (it is pos-
sible to show that, in a uniform magnetization circuit, the
stability of the remanence is granted by a coercivity larger
than half the magnitude of the remanence), (ii) a remanence
as large as possible (in a polycrystalline hard material, the
remanence value results from the saturation magnetization
value and from the degree of macroscopic texture of the
grain orientation distribution), and (iii) a magnetic transi-
tion temperature high enough so as to be compatible with
the temperature increases occurring during the use of the
magnet.

The optimization of this set of properties can, first of
all, be correlated to an adequate choice of the structure
and intrinsic properties of the hard phase. The induction
of a large coercivity is linked to the occurrence of a large
magnetic anisotropy. For the coercivity values required by
modern applications, the anisotropy can only be of a magne-
tocrystalline origin [90]. The magnetocrystalline anisotropy
results from the electrostatic interaction between the charge
distribution of the atoms bearing the localized magnetic
moments responsible for the macroscopic magnetization and
the crystalline electric field created by the ions surround-
ing those magnetic atoms. Requisite for the observation
of large magnetocrystalline anisotropy is the existence of
a large spin-orbit coupling in the atoms having magnetic
moments [91]. This large spin-orbit coupling has, as a conse-
quence, the fact that any modification of the orientation of
the moments is linked to a rotation of the charge linked to
the orbital part of the total moment and, consequentially, to
a variation of the energy of interaction between that charge
and the ions in its neighborhood (the relative orientation(s)
resulting in a minimum of this interaction energy are called
easy axes and those corresponding to maxima, hard axes).
Considering this initial requisite, it is possible to identify the
complete Rare-Earth series as a group of elements with a
potential to either be used as or to form hard phases [92]
(the rare-earth elements have large spin-orbit interactions
and the Rare-Earth ions exhibit, with the only exception of
Gd, large asphericities which make the crystalline field inter-
actions highly dependent on the charge orientation).'

The achievement of a large saturation magnetization is
linked to the identification of a highly packed atomic struc-
ture in an element or compound formed by atoms bearing
the larger possible magnetic moments and having the small-
est possible atomic volume. Due to their large atomic vol-
umes, which is not compensated by their often large atomic
moments, the rare-earths are, in respect to the elevated

' The occurrence of uniaxial anisotropies (corresponding to hexagonal,
tetragonal, or rhombohedral crystal structures) is an additional requisite
for the achievement of elevated coercivities.
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magnetization, in a clear disadvantage with respect to the
transition metal magnetic elements and, specially, in com-
parison with Co and Fe (which, in turn, have, due to the
very small spin-orbit coupling, a reduced magnetocrystalline
anisotropy).

The third requisite, that corresponding to the elevated
order temperature, also excludes the rare-earths since the
small magnitude of the exchange interactions between the
elements of the series results in the fact that the rare-earth
with the larger Curie temperature is Gd, the most spherically
symmetric rare-earth ion, which goes paramagnetic at ca.
300 K, an order temperature incompatible with any practical
application. It is thus possible from this discussion to discard
any magnetically pure element as a potential hard magnetic
phase.

A hard phase must, consequently, at least be a binary
compound joining in a single structure high anisotropy, mag-
netization, and order temperature [93]. The intermetallic
transition metal-rare earth alloys are thus clear candidates
for a hard magnetic behavior and, in fact, hexagonal phases
of the SmCo system exhibit coercivities in single-phase, poly-
crystalline samples of up to 4 T at room temperature (these
phases can bear remanences of the order of 1 T, have rea-
sonably good corrosion properties, and can be used up to ca.
650 K without a large deterioration of their hysteretic prop-
erties). The main problem with the extensive use of SmCo
magnets is related to the limited availability of Co and its
high (and highly fluctuant) price.

Phases alternative to the SmCo ones and not containing
Co are the ordered tetragonal FePt (exhibiting coercivities
smaller than those obtained in SmCo) and, more impor-
tantly, the ternary tetragonal NdFeB, the phase having the
better hard properties achieved up to the moment.

In this section, we will review the basic characteristics
and behaviors of these hard phases, the links between the
demagnetization properties and the phase distribution and
morphology, the influence of the demagnetization mode in
the optimization of the preparation methods, and will finish
with the analysis of the way of overcoming the limitations
of the hysteretic properties related to the values taken by
the intrinsic quantities: the induction of different types of
nanostructures.

3.2. Magnetization Processes
and the Phase Distribution

On the origin of the possibility of controlling the
demagnetization behavior are the particularities of the
demagnetization process. In the particular case of a poly-
crystalline material, demagnetization takes place in a com-
plex way (Fig. 10), involving some (or all) of the stages in
the sequence nucleation—expansion—propagation—pinning—
depinning [94]. We will describe these stages, as well as their
dependence on the extrinsic characteristics of the materials.

The nucleation process corresponds to the first (occur-
ring at a smaller demagnetizing field) irreversible depar-
ture of the distribution of the magnetic moments present
in a certain region (typically a grain) of a material from
the configuration associated to the remanent state. That
departure, depending on the main phase properties, could
involve either the formation of a reversed region limited
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Figure 10. Schematic illustration of the intragrain demagnetization
sequence (nucleation-nucleus expansion-propagation-pinning stages).

by a domain wall or that of an extended inhomogeneous
local magnetization distribution, which corresponds to the
onset of the global reversal process and takes place prefer-
entially at (i) points where local demagnetization fields are
more intense (as the edges and corners in well-crystallized,
polyhedral grains) and (ii) points where the local anisotropy
and/or exchange are significantly reduced with respect to
their values in a free-from-defects area of the main phase
(to be effective, these sites of preferential nucleation should
have transverse dimensions of the order of the magnetic
moments structures formed upon nucleation). In the most
general case, the occurrence, at a given field value, of nucle-
ation does not have as a consequence the complete reversal
of the magnetization of the sample. This is so just because
the growth in size of the total or partly reversed regions
requires the input of energy in the system due to the fact
that, in general, the moments in those regions do not point
along easy axes (as required to minimize the anisotropy
energy) and/or are not fully parallel (which is the configu-
ration minimizing exchange and dipolar energies). It is thus
necessary to increase the magnitude of the demagnetizing
field in order to balance the increase of the energy of the
distribution of magnetic moments required by the growth in
size of the localized reversed region from which the global
reversal proceeds. This process is denominated by nucleus
expansion and takes place, reversibly, up to an applied field
value for which the nucleus can steadily grow in size (that
field is called the propagation field). In the particular case of
the hard magnetic materials, the nucleation and propagation
fields can be significantly different.

Once the condition of steady expansion of the reversed
nucleus is achieved, the magnetization reversal can only
be stopped if the structures involved in the propaga-
tion (e.g., a domain wall limiting the reversed area) get
trapped in regions where they have an energy lower
than that corresponding to the previously swept areas.
Those pinning centers are associated with secondary phases
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of deteriorated crystallinity regions where the anisotropy
and/or the exchange energies are lower than those of the
well-crystallized main phase (planar structures as second
phase precipitates are especially effective as pinning cen-
ters). If a propagating nucleus gets trapped in one of these
pinning points, in order to proceed with the reversal process,
it is necessary to increase the applied demagnetizing field in
the magnitude required to unpin the propagating structure
(the depinning field is related to the characteristics of the
difference on the anisotropy, exchange and dipolar energies
between the pinning center, and the well-crystallized areas).

From this discussion, it is clear that the field required to
fully reverse the magnetization of a grain in a polycrystalline
hard material coincides with the maximum of the nucleation,
propagation, and depinning fields.

As for the complete reversal of the magnetization of a
polycrystalline material, the crucial role corresponds to the
intergranular regions (Fig. 11). Those intergranular regions
(grain boundaries separating main hard-phase grains) could
have a differentiated structure (thus, being a secondary
phase) or could just correspond to the main phase struc-
ture accumulating defects and additive elements so as to
provide the transition between the crystallographic orien-
tations of different main-phase grains. In both cases, the
most important points are (i) the occurrence and type of
the exchange interactions in the intergranular structure and
(ii) the thickness of the grain boundary. These two points
will be analyzed in detail in the next section but, for the
moment, we can say that:

(a) If the main phase grains are perfectly exchange cou-
pled through the grain boundaries, the global coercive
force will correspond to the coercivity of the grain
having the smallest reversal field (the structures prop-
agating in the reversal of that grain will not have any
hindrance to propagate across the sample). This is a
particularly undesirable case, since the coercivity is
linked to the region in the material having the most
deteriorated magnetic properties.

(b) If the main phase grains are partially exchange cou-
pled (either if they are uniformly coupled through an
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Figure 11. Domain wall propagation across differently exchange cou-
pled grains.
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intergranular exchange constant that is a fraction of
that of the main phase, case A, or if they are nonuni-
formly coupled, case B), the increase in volume of the
reversed regions will find either pinning centers (case
A, stopping the walls inside the grain boundaries) or
propagation barriers (case B, stopping the grains out-
side the grain boundaries) at the grain boundaries.
The global coercivity will be a convolution of the dis-
tribution of grain reversal fields and of the depinning
fields of the grain boundary regions (this is a particu-
larly complex case since the reduced exchange at the
grain boundaries also can influence the distribution
of nucleation fields).

(c) If the main phase grains are fully exchange decoupled,
the global coercivity directly results from the distribu-
tion of grain reversal fields. This case is, in principle,
preferred for the optimization of the hard materials
since, as we will see in the next section, it is compat-
ible with the state of the art about the control of the
properties of the intergranular regions and ensures
the achievement of coercivities directly related to the
structure and properties of the main phase.

It is clear that the detailed knowledge of the actual
demagnetization mechanism taking place in a concrete
material is the key to the achievement of a relevant opti-
mization of its hysteretic properties and that the basic
mechanism for that purpose is the control of the phase
distribution and morphology. This information is, neverthe-
less, quite elusive to simple and straightforward analysis and,
usually, can only be partially obtained. To that purpose,
the most commonly analyzed data are those corresponding
to the temperature dependence of the coercive force [95],
due to the availability of models correlating in simple terms
the magnetic properties and some microstructural features.
The conclusions of those models [96, 97], initially proposed
by Brown, and basically adequate to describe nucleation-
ruled magnetization reversal processes, can be summarized
in Eq. (9)

H(T) = aHy(T) = Ny M(T) )

where H(T) is the temperature dependence of the coer-
civity, @« and N,, are parameters fitting the experimental
coercivity data, Hy(T) is the experimental temperature
dependence of the anisotropy field, and M (T) is the
experimental temperature dependence of the magnetization.
Equation (9) simply states that at all the temperatures, the
coercive force can be obtained from the anisotropy field of
the main phase (the maximum observable coercivity in that
phase) multiplied by a factor (lower than the unity) that con-
tains all the sources of deterioration of the local coercivity
and decreased in the local demagnetizing field at the site of
the reversal onset. The fitting parameter o can be factor-
ized on the contributions of the texture of the grains of the
main phase, the occurrence of either complete intergranular
exchange or perfect grain decoupling, and the local reduc-
tion of the anisotropy related to the occurrence of poor crys-
tallinity or soft regions. As for the N,; parameter, the local
demagnetizing factor, it can be larger than the unity since
it does not necessarily describe fields originated by uniform
magnetization distributions [98].
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Despite its simplicity (it reduces the complex influence
of the phase distribution to only two parameters), Eq. (9)
almost universally describes the temperature dependence of
the coercivity [99] and is very useful to analyze the behav-
ior of a series of samples prepared under similar conditions.
A typical example of this type of study is the analysis of the
influence of additive elements on the grain decoupling that
(provided other influencing factors are maintained constant)
should correspond to an increase of a with the increase of
the decoupling. Also, the achievement of better crystallini-
ties, resulting in better defined grain edges and corners can
be correlated easily to the increase of N

The occurrence of pinning—depinning processes can be
quite unambiguously identified from the measurement (usu-
ally carried out in highly textured samples) of the angular
dependence of the coercivity [100]. If the main phase grains
in these samples are well exchange coupled, the presence of
depinning walls can be pinpointed from the observation of
a monotonous increase of the coercivity with the increase of
the angle ¢ formed by the direction of the saturation rema-
nence and the applied demagnetizing field. That increase
is related to the increase of the pressure exerted over the
pinned walls by the applied field that is proportional to
1/ cos ¢. In contrast with the reversal mechanisms linked to
pinning, a nucleation-ruled reversal usually exhibits an angu-
lar dependence of the coercivity characterized by an initial
decrease with the increase of ¢, a minimum and a further
increase, a behavior resembling (but, in general, not mim-
icking) the angular dependence of the coercivity predicted
for systems demagnetizing according to coherent rotation
mechanisms.

Finally, in what concerns the analysis of the magnetic
properties, the measurement of the relaxational proper-
ties (those related to the thermally activated magnetization
reversal) can yield and estimate (the so-called activation
volume) of the size of the region involved in the onset
of the reversal process [101]. That estimate can be useful
to try to identify the characteristics of the points at which
the nucleation occurs but, generally, the discussions based
on the measurement of the magnetic viscosity are not very
conclusive.

3.3. Hard Nanocrystalline Materials

The most consolidated reason to reduce the size of the
grains of the main phase in a hard magnetic material is
related to the previously discussed influence of the defects
on the promotion of the magnetization reversal. This point
is clear if the occurrence in the material of a uniform den-
sity of defects is assumed. In this case, the reduction of the
grain size will result in a reduction of the number of defects
per grain, and, regarding the nucleation processes, the lower
the number of defects, the larger the nucleation field. Typi-
cal average grain sizes of materials optimized following this
idea are in the range of 10 to 100 nm.

The nanocrystalline structure is induced by means of four
main techniques:

(i) Mechanical alloying and mechanical grinding. These
two techniques are characterized by the introduction
in the starting materials (either pure elements in the
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case of the alloying or a prealloyed material in that of
the grinding) of a large amount of mechanical energy
that results in a large increase of their free energy
(linked both to large deformations and to a high
degree of intermixing). From that high-energy state,
the material can decay (either spontaneously or after
a low temperature treatment) to lower energy con-
figurations, as those corresponding to an extended
solid-state solution, metastable phases, and stable
phases. Mechanical alloy has been widely used to
produce NdFeB and, to a lower extent, SmCo. It is an
inexpensive technique, resulting in a powdered mate-
rial having typical grain sizes of the order of 10 nm
that allows to process large amounts of materials and
whose only drawback is the impossibility of produc-
ing highly textured magnets.

(ii) Rapid quenching from the melt. This preparation
technique usually involves the quenching of a quasi-
amorphous material and an ulterior treatment that
allows crystallizing the main phase in grains of the
order of 50 to 100 nm. The mechanical alloying
mainly has been used to prepare NdFeB and does
not result in macroscopically anisotropic materials.
It is, nevertheless, possible in this case to produce a
high-quality textured material by hot mechanic work-
ing of the quenched materials (these textured sam-
ples are not nanostructured).

(iii) Physical vapor deposition techniques used to grow
thin and thick hard magnetic films. Although, there
is a large variety of physical vapor deposition tech-
niques (laser ablation, evaporation, molecular beam
epitaxy, etc.), the most promising and widely used
is sputtering. Generally speaking, the nanostructure
is induced either by room temperature deposition of
a quasi-amorphous phase, followed by a high tem-
perature thermal treatment, or by direct deposition
at moderately high substrate temperatures. The most
relevant hard phase deposited by using sputtering has
been NdFeB [102], although, recently there is a lot
of activity on SmCo-based phases [103].

(iv) Electrodeposition. Although limited in the achiev-
able compositions (basically CoNiP, CoP, and FePt),
this is by far the technique that allows the higher film
deposition rates and also that allows an easier imple-
mentation [104]. As in other cases, it is possible to
deposit amorphous films that afterward are crystal-
lized or, directly and depending on the composition
of the film and deposition bath, nanocrystalline films.

In addition to the increase of coercivity linked to the
reduction down to the nm scale of the main hard-phase
grains, the induction of nanocrystallinity in permanent mag-
net materials has, as a consequence, the increased influence
on the demagnetization processes of the grain boundary
regions. As we will discuss, that influence can bring about
the possibility of major optimizations of the properties of
these materials.

Let us consider first a single-phase nanocrystalline mate-
rial: a high anisotropy phase for which the domain wall
width, L, is larger than the grain boundary thickness, d, but
smaller than the average grain size, D. Typical examples of
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that kind of material are the NdFeB-based alloys obtained
by controlled crystallization of an amorphous precursor. The
crystallization process used to prepare those samples usually
is implemented by rapidly heating the precursor material up
to the treatment temperature (typical heating rates are in
the range of the tens of thousands of degrees per minute),
keeping them at that temperature for a few minutes and
cooling them down at a rate of variation of the temperature
comparable to that used during the heating process. This
treatment strategy aims at the enhancement of the crystal-
lite nucleation process and, simultaneously, to the reduction
of the grain growth (both basic crystallization mechanisms
typically have independent kinetics) and results in a very
fine and homogeneous nanostructure, characterized, in the
case of the NdFeB-based materials, by average grain sizes of
the order of a few tens of nm and, also, by very clean (free
from defects) grain boundaries, with a typical thickness of
the order of a few interatomic distances. The rapid heating
also can avoid a significant precipitation of unwanted sec-
ondary phases (as, mainly, a-Fe in the case of the considered
system). In fact, the control of the heating rate during the
crystallization process seems to be crucial since, for instance,
in the case of the Nd,Fe By,_,_, alloys, the coercive force
measured in the as-crystallized material varies from a value
close to zero, corresponding to heating rates of the order of
10 °C/minute up to a value of 4 T in the optimally treated
sample, that crystallized by using a heating rate of 1.5 x
10* °C/minute [105].

The relevant point is that the presence in these mate-
rials of very thin grain boundaries, free from defects to a
large extent, result in the occurrence of strong intergran-
ular exchange coupling. Thus, in the boundary region lim-
iting two grains having different easy axes orientations, a
structure of magnetic moments allowing a gradual transi-
tion between those easy axes directions is formed (Fig. 12).
Those domain wall-like structures have two relevant effects
on the hysteretic parameters. On the one side, and taking
into account that the transition structures have a typical
transverse dimension of the order of L and are larger than
the grain boundary thickness, they result on a remanence,
M., enhancement (with respect to the value corresponding

* Composite material (M, >> and H, <<)
MM 1117

Thick © and thin © soft intergranular phase

It fttf

Easy axes in neighbouring grains

* Single phase exchange coupled
material (M, > and H_ <)

Easy axes in neighbouring grains

* Composite material (M, >> and H, <)

Figure 12. Influence on the remanent magnetization and the coercive
force of the occurrence of direct exchange coupling (single phase mate-
rial) and of coupling through intergranular phases having different
thicknesses (composite materials).
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to an isotropic uniaxial material). The enhancement is linked
to the fact that the moments forming the transition struc-
ture point away from their associated easy axis direction and
closer to the direction of the previous saturation. On the
other side, they produce a significant coercivity decrease,
related to the fact that they act as very effective nucleation
sites (Fig. 12) for the reversal of the magnetization (the
reversal process can, alternatively be seen as correspond-
ing to the depinning from the grain boundary region of
the domain wall-like structures). The combination of these
two effects is, nevertheless interesting in general because
it can result in an increase of the maximum energy prod-
uct, (BH),,.x, the parameter giving the figure of merit of a
permanent magnet material (for a coercive force value suf-
ficiently high so as to effectively support the remanence, the
maximum energy product is proportional to u,M?/4). Let
us finally say that the first single-phase materials exhibit-
ing a significant remanence enhancement contained Si and
Al additions, and it was believed that the occurrence of
small grains strongly exchange coupled was linked to the
presence of those additives. Today it is clear that both the
nanostructure and the remanence enhancement are a con-
sequence of a nucleation ruled crystallization process origi-
nating with narrow grain boundaries.

Going now into the case of the multiphase nanostructured
materials and, as has been discussed previously, the basic
idea behind the use of rare-earth transition metal inter-
metallic phases for the preparation of permanent magnet
materials was the achievement of a combination of high
magnetic anisotropy with high magnetization values at room
and higher temperatures (a property linked to the large tran-
sition metal exchange and Curie temperature). This com-
bination also can be implemented by adequately coupling
a high anisotropy phase (as, mainly, a rare-earth transition
metal intermetallic) with a phase exhibiting high magneti-
zation (usually a transition metal, a transition metal inter-
metallic, or a transition metal-metalloid alloy). The point
has been analyzed in detail, and it is well established that
the requisites to achieve such a coupling are linked to the
nanostructure of the phases. It is necessary to produce an
intimate phase mixture, essentially consisting of hard grains
embedded into a soft phase and strongly exchange coupled
to it. Since the dominating exchange coupling both in the
hard phase and in the soft one is the transition metal-
transition metal one, the effective magnitude of the inter-
granular coupling is ruled both by the boundary thickness
and by the amount of disorder present at the boundary.
In the case of an intense hard-soft coupling, the optimum
thickness of the soft phase in between two hard grains cor-
responds to half the hard-phase domain-wall width.

This optimum value results from a twofold compromise:
first, it should correspond to a large polarization of the
magnetization of the soft phase along the direction of the
magnetization of the neighboring hard grains and, conse-
quently, to a high remanence (this, in principle, could be
achieved even with a large soft-phase thickness, provided the
interphase coupling could be large enough), and, second, it
should preserve, as much as possible, the coercivity of the
hard phase (which limits the soft-phase thickness, since it
should be kept below the soft-phase exchange correlation
length to avoid the easy complete magnetization reversal
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inside the soft phase, which could propagate into the hard
one due to the large interphase coupling). As for the average
hard-phase grain dimensions and, again, in order to achieve
high remanences, they should be slightly larger than the
hard-phase exchange correlation length. There exist a quite
broad group of hard-soft composites meeting (to a differ-
ent extent) the requirements corresponding to the optimized
hysteretic behavior. They are based on the Nd,Fe,B and
SmCos phases and contain as soft phase a-Fe and Fe;B.

To end this section, we will discuss the case corresponding
to the presence of antiferromagnetic phases at the inter-
granular region. It recently has been shown [106] that in
mechanically ground samples formed by SmCo and NiO
(the antiferromagnetic phase), the intimate mixture of both
phases results in a remarkable increase of the coercivity with
respect to that measured in the NiO-free SmCo samples.
The origin of this increase has been associated with the
exchange coupling between the hard and the antiferromag-
netic phase that transmits the anisotropy of the latter to the
easily reversible moments on the edges and corners of the
SmCo grains.

4. MICROMAGNETIC NUMERICAL
SIMULATIONS

4.1. Introduction

A quantitative treatment of the correlation between the
microstructure and magnetic properties in nanostructured
materials requires numerical and computational techniques.
These techniques, in many senses, are complimentary to
the experimental ones, especially in understanding of the
magnetization reversal mechanisms, which define the nano-
structured material performance. The experimental studies,
such as magnetic imaging, have serious difficulties in con-
trolling the magnetic properties down to several nanometers
scale in space or down to nanosecond scale in time. At the
same time, the modeling of reversal modes propagation both
in space and time in this scale is possible. The use of com-
putational techniques such as micromagnetics provides a way
to obtain a realistic relation between the microstructure and
magnetic properties in many cases.

By using this technique, the magnetic properties of a
nanostructured material, relevant to its application, such as
coercivity and remanence, dynamical switching time, and
thermal stability could be predicted qualitatively in rela-
tion to nanostructure. The rapid variation of many extrin-
sic and intrinsic parameters is accessible by using numerical
techniques and is useful in understanding the qualitative
tendency in the material behavior when one constitutes the
design of materials with determined properties. As an exam-
ple, the micromagnetic simulations have been shown to be
extremely useful techniques in the study of the performance
of magnetic media used for magnetic recording.

In general, many factors influence the magnetic prop-
erties of a nanocrystalline magnetic film, e.g., the grain
size and shape, anisotropy distribution, the grain bound-
ary properties, magnetic impurities, etc. The potential of an
analytical approach is limited to a small number of very
simplified cases. The simulations represent the only alter-
native to experimental techniques. At the same time, the
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micromagnetic simulations require an input of the intrinsic
media parameters in the micromagnetic code from measure-
ments. However, in many cases and especially in granular
materials, the experimental techniques are unable to pro-
vide the knowledge of the microstructure with the desired
details. This is especially true for the treatment of the grain
boundary in nanostructured materials where normally there
is no detailed knowledge of many intrinsic parameters such
as exchange or anisotropy. This limits the potential accu-
racy of micromagnetic predictions. For example, the coer-
civity value, which is a result of very complicated interplay
between intrinsic and extrinsic magnetic medium parame-
ters, calculated numerically, rarely coincides with the experi-
mental value. At the same time, this also constitutes a strong
point of the numerical simulations since it allows the flexi-
bility and control in varying the intrinsic parameters (such as
different intergrain boundary models), which are not accessi-
ble by experimental techniques, with the aim of a final com-
parison of the results with the experimental measurements.

We ? will describe the principle utilities and results of
the so-called micromagnetic simulations in relation to the
magnetization reversal processes in nanostructured mag-
netic materials. Section 4.2 will describe briefly the classical
micromagnetics. In Sections 4.3 to 4.5, we present results
on the role of zero-temperature micromagnetic simulations
in understanding the magnetization reversal processes in
nanostructured magnetic materials. Section 4.6 is devoted
to simulations of magnetic recording medium performance.
In Section 4.7, we present the results of the micromagnetic
simulation guiding the optimization of magnetic behavior of
nanocomposite (soft-hard) magnetic materials. Finally, Sec-
tions 4.8 and 4.9 are devoted to “nonclassical” micromag-
netics, i.e., to the dynamical behavior of the nanostructured
media and to the effects of temperature.

4.2. General Principles of Micromagnetics

Classical (zero-temperature) micromagnetics describe mag-
netic materials in a nanometric lengthscale where each dis-
cretization unit is represented by a large magnetic moment
that could be described in a semiclassical approximation,
i.e., no quantum effects are taken into account. The prin-
ciple of micromagnetics is due to Brown [107] who derived
the micromagnetic equations for the equilibrium proper-
ties. The method consists in discretizing the magnetic film
in finite differences [108-110] or finite elements [111-114],
writing the energy contribution of each magnetic discretiza-
tion unit, and minimizing the total energy of the system. No
temperature effects or dynamics are included at this stage.
The total energy normally comprises the contributions of
Zeeman energy (external field):

Eoy =~ [ He(AYM () dV (10)

where M (7) is the magnetization of the specimen and V' is
its volume; the energy of anisotropy in the uniaxial case has
the expression:

Eyi = [ KO av. (1)
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where K is the anisotropy constant, ¢(¥) is a unit vector
that defines its direction, and 7(7) is the unit magnetization
vector; the energy of exchange:

Eeo= [ ABIm) +(Ym)* + (Vm.)'|dV  (12)

where A is the exchange constant, and the magnetostatic
energy:

1 AP -
Emagn = _5 /V M(r)Hmagn(r) av (13)

The magnetostatic energy, which has the nature of very
long-range decaying interactions, requires the most effort of
the computation. It should be found by solving the Poisson
equation of motion (SGSM units are used):

] insid Y .d

H g =—=VUnagn> AUI'T:';é“e:477VM, AUn(iEtgsrz €0,
(14)
where U,,,,., is the magnetostatic potential inside and outside

the magnetic body, with the boundary conditions:

9 Uinside Kl Uoutside

inside outside magn magn " >
Unagn = Unagn > = S =4mMii (15)

and 7 defines the unit vector, normal to the surface
of the magnetic sample. At the present time, two main
methods have become widely used for its calculation: the
Fast Fourier transform [115, 116] and FEM-BEM (finite
element-boundary element method), which directly solves
the Poisson equation [111-114]. For the energy minimiza-
tion, the conjugate gradient method [113, 114] or the relax-
ation method [108, 109] are very useful. Another way to
minimize the energy is the integration of the equation of
motion of the magnetization (the Landau-Lifshitz—Gilbert
equation) with a large damping constant [117]. The advan-
tage of this method is that it provides the dynamical infor-
mation for the magnetization motion together with the static
information.

For simulation of a nanostructured material, it is impor-
tant to generate numerically the geometrical microstruc-
ture (crystalline grain structure). Although at the beginning,
many calculations used regular hexagonal arrays [118, 119],
lately, it has been widely accepted that the Voronoi dis-
cretization [111, 112, 120, 121] naturally and realistically
describes the nanostructure with the desired log-normal
distribution. Figure 13 represents an example of such a
structure generated for micromagnetic simulations. Another
way to introduce the nanostructure into the calculation is
the use of closely packed spherical particles [122, 123] with
log-normal distribution.

The role of the magnetization—discretization length has
been discussed intensively in the literature. Depending on
the desired size of calculations, more or less details in the
magnetization distribution are required. As a consequence,
the micromagnetic calculations have been performed in sys-
tems by using different discretization scales, ranging from
one discretization element equal to one grain [119, 124],
passing through the grains with special discretization at the
intergrain boundaries [111], and down to atomistic mod-
els [125]. However, it must be noted that there exist two

Soft and Hard Magnetic Nanomaterials

ext

85 nm

Figure 13. Example of a micromagnetic model with finite element soft-
hard grain structure in a two-phase Nd,Fe,,B/ Fe,B magnet. Right:
Magnetization distribution in a slice plane for zero applied field. The
arrows denote the magnetization direction projected on a lice plane.
(courtesy of T. Schrefl).

characteristic material length parameters: the width of a
domain wall, §,, = \/A/K (where A is the exchange param-
eter and K is the uniaxial anisotropy strength) and the
exchange correlation length L,, =/ A/M?2, where M, is the
saturation magnetization value. Depending on the value of
the anisotropy, these lengths are comparable with or even
smaller than the grain sizes of polycrystalline films. If they
are smaller, the assumption of a single-domain grain is not
always valid. Also and importantly, the thickness of the film
could be ignored when the film is thinner that these charac-
teristic lengths. The other problem is that, generally speak-
ing, magnetostatic potential always has a 3D character. The
complete 3D calculations are a very time-consuming task
and result in a reduced size of a simulated magnetic ele-
ment. However, in some cases, when the magnetization vec-
tor is expected to lay in the plane, the calculations may be
restricted to a 2D model [111].

Furthermore, the model could be made much more real-
istic so as to include explicitly inhomogeneously arranged
magnetic moments inside each grain [111, 112], special treat-
ment of boundaries [126], inclusion of magnetically soft
phases between hard grains [111, 127], surface roughness
[120], etc.

4.3. Hysteresis and Magnetization Reversal

Static and dynamic micromagnetic modeling provided use-
ful information for understanding domain formation and
the switching mechanisms in polycrystalline nanostructured
materials. The micromagnetic simulations confirm that the
polycrystalline microstructure influences these mechanisms,
leading to different remanence and coercivity of the hystere-
sis loop. By controlling the microstructure, different shape
hysteresis loops can be obtained, i.e., different magnetic
properties can be designed according to the requirement
of the application. The texture (distribution of anisotropy
directions of individual magnetic grains) also significantly
affects the morphology and dynamics of reverse domains.
For example, the hysteresis loop normally is round for a
textured sample (with unique anisotropy direction) and may
have steps (Barkhausen jumps) for an untextured one (with
distribution of easy axes directions).
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Generally speaking, when the applied field is reduced
from the saturation value, the competitive effects of mag-
netic (exchange and magnetostatic) interactions and the ran-
dom magnetocrystalline anisotropy lead to magnetization
ripple when the magnetization deviates locally from its sat-
uration value [112, 128, 129]. Figure 14 supposes to simu-
late a hysteresis cycle of a permalloy-based thin film and a
standard Kerr-microscopy image. The ripple formation and
its changes through the hysteresis cycle are clearly appreci-
ated. The remanence value decreases monotonically with an
increase of the ripple angle—the greater the misalignment
of grains is due to the anisotropy randomness, the less is the
remanence of the corresponding polycrystalline film [130].

In general, two competitive mechanisms influence the
development of the coercivity: the nucleation and the pin-
ning. Nucleation occurs normally at the places where some
local conditions (for example, reduced internal field at the
sharp corners of a magnetic element) favors such a pro-
cess. Modeling of the demagnetization process, for exam-
ple, in Co bars [112] with the grain structure described
by Voronoi polyhedra, shows [128, 129] that as the field
increases toward the negative directions, the ripple becomes
more pronounced, with the consequent formation of vortices
at the ends of the bars. The magnetization vortex, together
with a domain wall, is the most elementary structure result-
ing from nucleation and magnetization reversal. Expansion
of reversed regions during hysteresis is achieved through
their motion and annihilation in the magnetic element.

Furthermore, in nanostructured samples (for example,
simulations of FePt materials [130]), multiple nucleation cen-
ters due to “magnetic charges” inside the grains with large
deviations of easy axes take place. This drastically reduces
the nucleation field in comparison to a textured sample.

Once the magnetization reversal nucleus is formed, it
propagates in the form of some collective microstructure
(domain wall or a vortex). The pinning effects the propa-
gation. The same way as the grains with a large misalign-
ment of easy axes could induce the nucleation, they also
can serve as pinning centers [130]. The greater the misalign-
ments between grain easy axes are, the more difficult it is for
a domain wall to cross the boundary and thus the greater is
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Figure 14. Simulation example of a hysteresis cycle in a Permalloy thin
film with (D) = 40 nm average grain diameter, random anisotropy, and
an additional easy-axis anisotropy. The ripple structure is clearly visible
and becomes more pronounced with the increase of an external field.
(Courtesy of D. Berkov).
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the external field that is necessary to push the domain wall
through it. If the texture is small, there are fewer nucleation
centers. However, once a domain of a reversed direction is
nucleated, it sweeps the entire film quickly, producing the
complete reversal. Consequently, the squareness of the hys-
teresis loop is high, and the coercive field is large. Figure 15
illustrates the variation of the coercive field as a function
of the system texture in a one-dimensional system of grains.
More complete micromagnetic simulations in 3D FePt films
with 3D easy axes orientation [130] also have shown that
the coercivity decreases for more randomness of the easy
axes distribution so that it is maximum for a textured sam-
ple. However, intermediate texture and a random easy axes
sample have revealed almost the same coercivity. This is
explained by the competition between nucleation of domains
and their motion.

Depending on the particular microstructure realization
[128], different reversal mechanisms could occur. This
results in dispersion of coercive fields, which may be espe-
cially evidenced in small-size magnetic nanoelements [128].

4.4. The Role of the Magnetic Interactions

The magnetization reversal is a collective process that
involves the interaction of magnetization in different grains.
The micromagnetic simulations allow one to predict the
influence of the interactions by slowly varying their strength,
which is not accessible by any experimental technique. They
even allow separating the influence of different contribu-
tions, such as to take into account separately magneto-
static or exchange ones [111]. The presence of interactions,
together with the microstructure, drastically influences the
remanence and coercive field. At T = 0 K for a system of
noninteracting grains with easy axes randomly oriented, the
Stoner-Wolfarth theory [131] shows that the hysteresis loop
has a reduced remanence M,/M; = 0.5. In general, the val-
ues M,/M; less than 0.5 have been reported, which was
attributed to interaction effects [132, 133].

It should be noted that the exchange energy contribu-
tion evaluation experiences significant arbitrarity grades for
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Figure 15. Results of a micromagnetic simulations of the coercive field
as a function of the system texture (the apex angle, in degrees, of the
cone in which the easy axes are distributed). (Courtesy of R. Smirnov-
Rueda).
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nanostructured materials. This is due to the lack of precise
experimental knowledge of the exact exchange value at the
grain boundary. The magnetic grain boundary is influenced
by the break of atomic bonds, which leads to different values
of exchange integrals at different points of space. The higher
the degree of perfection of the grain boundary structure, the
higher is the exchange interaction across the boundary and
thus the stronger is the coupling between neighboring grains.
The exchange energy contribution may be found to be a
function of the position inside grain [125, 134], since there
may exist migration of nonmagnetic atoms toward the grain
boundary (such as Cr in Co grains in typical thin films used
for magnetic recording). In these films, there is evidence
that the exchange value also depends on the angle between
easy axes of two neighboring grains [125]. The atomistic
models, in which exchange integrals are evaluated at each
point, are necessary to correctly take into account the grain
boundary. The latter becomes an extremely technically com-
plicated problem for modern state of the art.

As a consequence, different phenomenological models
[113, 114, 119, 124, 135] have been suggested to describe
the exchange strength in nanostructured materials. Provided
the average strength of their “exchange field” is the same,
they should give the same influence of the “exchange” con-
tribution, on average, in granular material. Detailed calcu-
lations are still necessarily to reveal the differences between
different models. Generally speaking, different values for
intergrain and intragrain exchange parameters also should
be supposed. For granular materials, the intergrain exchange
phenomenological model, which is based on the surfaces
exchange [124] (strength of the exchange proportional to the
surface of the contact grains), is considered to be a rather
realistic description. Some preliminarily atomistic calcula-
tions in a model of a chain, which takes into account the
difference of the concentration of Cr in CoCr films typi-
cally used for magnetic recording, has revealed that for Cr
rich grain boundaries (more than 30% of Cr), the intragrain
exchange parameter could be taken as almost constant [125].

In general, remanence enhancement is attributed to
intergrain exchange interactions. Since exchange coupling
of neighboring grains favors the nucleation of reversed
domains, remanence enhancement generally is achieved at
the expense of coercivity [136, 137]. Figure 16 presents sim-
ulations of different hysteresis cycles for various exchange
parameters C* = H, /H (strength of the exchange field
versus the anisotropy field) in a Co-based granular media.
These effects are confirmed by multiple micromagnetic sim-
ulations [111, 138-143], although quantitatively stronger
decrease of coercivity or stronger increase of the rema-
nence has been predicted. The latter may be attributed to
different evaluations of the magnetostatic energy present
in the system or to different exchange models. The conse-
quent decrease of remanence for very large exchange values
is attributed to cooperative effects, for example, forma-
tion of vortices). Figure 14 supposes to simulate a stan-
dard Kerr-microscopy image. As expected, the average scale
of the observed ripple structure increases strongly with the
exchange coupling at grain boundaries.

Calculations show that the magnetostatic interactions in
a granular material also influence the coercivity and rema-
nence due to formation of magnetic charges at the grain
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Figure 16. Simulated hysteresis cycles in a Co-based granular mate-
rial with different strength of the exchange interactions modeled by an
effective parameter C*, introduced by the group of R. Chantrell (see
text) (the effective exchange decreases from the top remanence to bot-
tom). The decrease of remanence and coercivity is clearly observed.
Reprinted with permission from J. D. Hannay et al., J. Magn. Magn.
Mater. 193, 245 (1999). © 1999, Elsevier Science.

boundary [111]. More detailed micromagnetic calculations
[111, 138, 144, 145] show that the decrease of coercivity
occurs with increasing magnetostatic interactions. The effect
is smaller for uniform grain structure [111]. However, if
there is a distribution of grain sizes, the decrease of the coer-
civity is more pronounced. It has been demonstrated that
the magnetostatic interactions are responsible for a reduc-
tion in the low-temperature remanence [111, 138]. However,
in a Co-based film used for longitudinal magnetic record-
ing with random anisotropy distribution and uniform grain
sizes, it has been found that the dipolar interactions tend to
enhance the remanence [144, 145] that was attributed to in
extra effective easy axis arising from dipolar interactions and
lately was suggested to be the case of systems with regular
lattice (no grain size distribution) [146].

4.5. Influence of the Grain-Size Distribution

The grain size influences crucially the remanence and coer-
civity of nanostructured materials. Indeed, in large grains,
internal magnetization distribution with domain walls at the
grain boundary may be formed. Calculations of Ref. [111],
by using randomly oriented anisotropy distribution, in-
plane magnetization, and equal-size grains in Fe,Nd,B
magnets showed that in interacting grains, the remanence
enhancement (with respect to that for noninteracting grains)
increases with the average grain diameter, and this is more
prominent for grains with diameter <20 nm. However, coer-
civity also is significantly reduced. This is explained by
means of competitive effects between magnetocrystalline
anisotropy and exchange interaction at the grain boundary.
Only the magnetic moments within the boundary region,
which is of the order of the domain wall, could enhance
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remanence; its volume fraction is more significant for small
grains. However, these strongly inhomogeneous microstruc-
tures favor the nucleation of reversed domains and, there-
fore, decrease the coercivity. Figure 17 presents the grain
size dependence of the demagnetization curves, the distri-
bution of the magnetization for NdFeB soft-hard magnets,
and the magnetization distribution at the remanence. More
inhomogeneous magnetization structures at the boundaries
of large grains are clearly observed.

Similarly, for Co nanoelements [128], three grain sizes
without size dispersion were investigated. The nano-
elements, consisted of 8-nm grains, exhibit strongly pinned
magnetization until the coercive field is reached and, conse-
quently, is a very squared loop. In larger grains (12-nm Co),
the reversible magnetization changes occur inside grains
(within the boundary region) in the field prior to the coer-
cive one that resulted in Barkhausen jumps. It was observed,
during the simulation, that the magnetization within individ-
ual grains was strongly uniform in the case of 8-nm grains
and less homogeneous in the case of 12-nm grains.

In reality, the nanostructured materials typically present a
log-normal grain-size distribution. It has been showed that a
small dispersion of the grain sizes may lead to an enhanced
remanence and may preserve a high coercive field [111].

4.6. Micromagnetics of the Magnetic
Recording Media

Micromagnetic calculations have been recommended as
a useful tool to optimize the nanostructured magnetic
media performance. This is especially true for the magnetic
recording process, where simulation of the written track
could help to understand, qualitatively, the tendency to
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Figure 17. Grain size dependence of the demagnetization curves of 125
polyhedral grains for hard-soft magnets (40% Nd,Fe B [dark scale
map], 30% Fe;B, 30% a-Fe [bright scale map]) and magnetization dis-
tribution for zero applied field. (Courtesy of T. Schrefl).
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improve the media characteristics. The conventual longitu-
dinal recording media (nanostructured granular CoCrPt and
CoCrTa thin films) have been intensively modeled in the
past [119]. The performance of the new high anisotropy
media (such as SmCo, CoPt, FePt), together with the new
ways of magnetic recording (such as perpendicular record-
ing), is currently under the intensive investigation, in which
the long-scale micromagnetic calculations serve as one of
the tools.

Magnetic recording simulations have some peculiarities in
comparison to a standard hysteresis modeling. This includes
the simulation of the read and write processes, which may be
done by using some well-established approximations such as
the Karlquist or Lindholm [147, 148] fields for the recording
head and the approximation for the magneto-resistive head
used for the reading process. At the same time, more real-
istic modeling includes the head models explicitly, together
with the micromagnetic processes, which happen simultane-
ously in the recording head and in the media [149]. The
latter is especially necessarily for the perpendicular record-
ing media, where the soft magnetic underlayer also should
be included in the realistic model [141, 150, 151]. The aim
of the simulation is normally the calculation of the signal-to-
noise (SNR) ratio, which for different models, may be found
summarized in Ref. [124]. The results strongly depend on
the linear recording density, normally measured in kfci (kilo
floppy changes per inch).

One of the major limitations of magnetic recording
medium performance is the medium noise. The most impor-
tant noise source is the bit transition, which is influenced by
the finite size of the grains, their anisotropy values and ori-
entations, and their size distribution. The efforts to optimize
the longitudinal recording performance, both experimental
and theoretical, have showed that the magnetic media suit-
able for high density recording require reduction of the
average grain diameter and a more uniform grain-size dis-
tribution. The SNR varies inversely as the square of the
transition parameter and the cross-track correlation length
[119, 152]. For high-quality recording media, these param-
eters are approximately proportional to the grain diameter,
which is achieved for smaller grains. At the same time, the
exchange interactions would broaden the magnetization pro-
file at the boundary transition. In the longitudinal record-
ing media, the intergranular exchange is largely responsible
for transition noise because of the cross-track correlations
it causes [119, 153, 154]. The isolation of individual grains
is achieved experimentally by the segregation of Cr at the
grain boundaries. More detailed simulations show that the
signal, as a function of an exchange parameter, is increased
[119, 124, 153, 154] for small exchange values, the same way
the noise coming from the transitions also is increased. The
competition between signal and noise is very complicated
and depends on the read-write parameters. It is possible that
some small amount of exchange may be present in recording
media without dangering the SNR [122, 153]. The SNR also
is very influenced by the large dispersion of the grain sizes
(normally log-normal), which leads to a zigzag character of
the transition and to the coupling of the small grains to large
ones that deteriorate both the signal and the noise. Simu-
lations show that the absence of the grain-size distribution
may lead to the difference in the SNR parameter up to 1 dB
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for noninteracting grains and up to 4 dB at the presence
of small exchange [155] for intermediate recording densities
(~100 kfci). Another very important factor is the random
character of the anisotropy directions. The presence of some
texture may lead to a drastic enhancement of the signal.
Indeed, the calculations show that, for a uniform grain size
distribution and moderate exchange, the gain of approxi-
mately 2 dB could be expected [145] for a textured sample
with intermediate recording density (~100 kfci). This gain is
much larger for larger recording densities. For log-normally
distributed grains, the effect may be even more dramatic as
to reach 7 dB at 200 kfci.

One of the main limitations to further increase the mag-
netic recording density is the presence of thermal effects. In
the efforts to decrease the transition noise, the grain size
has become so small as to make the effective energy barrier
(KV in the approximation of noninteracting grains where
is the grain volume), separating the two magnetization states
(“up” and “down”) to be comparable to the thermal energy.
This is called the superparamagnetic limit and is currently the
main limitation for conventional longitudinal recording. The
intensive search for high-anisotropy media and new ways of
magnetic recording (such as the thermally assisted one) is
currently under progress.

Nanocrystalline perpendicular films with easy magnetiza-
tion directions close to the normal of the film and with high
magnetocrystalline anisotropy are attracting the increased
interest of researchers as possible candidates for perpendic-
ular recording. This is due to the narrow dispersion of the
easy axes distribution, typically a Gaussian one with small
dispersion (of the order of 5 degrees). The small grain size
and perpendicular arrangement of the easy magnetization
axes allow one to obtain greater recording densities, whereas
the higher magnetocrystalline anisotropy increases the fer-
romagnetic thermal stability of the small grains.

In perpendicular recording media with a strong orien-
tation of crystalline easy axes, intergranular exchange cou-
pling also increases the squareness of perpendicular loops,
which generally results in sharper transitions. As a result
[151], media SNR may be enhanced because of the reduc-
tion of the transition parameter. With a further increase of
the exchange coupling, reduction of the transition parameter
becomes less significant, since the transition noise increases.
In Ref. [151], the optimal exchange constant was found.

4.7. Composite Materials

Few micromagnetic calculations have been performed in
soft nanostructured magnetic materials. One of the possible
explanations is that due to the small value of the anisotropy,
the discretization length in soft magnetic materials is so
small that the possible total size of the calculations is very
limited. In Ref. [123], the micromagnetic simulations have
been performed for magnetic permeability of composite soft
materials (thoroughly mixing iron powder). The initial sus-
ceptibility was 