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1. INTRODUCTION
Since the discovery of fullerenes and carbon nanotubes and
the recent progress in the synthesis of diamond-like nano-
structures, carbon has occupied a strategic position in mate-
rials science and technology as one of the most versatile and
far-reaching materials [1–3]. An arsenal of advanced growth
methods now has the potential to provide a large variety
of novel carbon materials with tailored properties and func-
tions. In particular, the recent development of cluster assem-
bling techniques has greatly contributed to the notion and
practice of nanostructured materials [4]. Nanostructured
carbon, in particular, offers a growing number of applica-
tions, which apparently depend on its nanoscale constitu-
tion. In order to establish a link between nanostructure and
materials performances, characterization and manipulation
techniques have to be developed and fully mastered on the
nanometric scale. In particular, the structural and functional
properties of carbon critically depend on the ratio between
the numbers of sp (carbyne-like), sp2 (graphite-like), and sp3

(diamond-like) bonds. The control of such a ratio, which
has become possible through the most recent growth tech-
niques such as, for example, the one based on supersonic
cluster beam assembling [4–6], enables one to synthesize a
variety of carbon thin films of great interest in tribology

(self-lubrication, wear-resistant, superhard coatings), elec-
tronics (field emission for flat-panel displays), or electro-
chemistry (molecular sieves, ionic and molecular insertion
for various applications, including supercapacitors) [5].
Carbon particles and soot attracted the attention of the

scientific community well before the discovery of fullerenes
[7]. The synthesis and characterization of soot are of particu-
lar relevance in many fields of pure and applied science such
as astrophysics, electrochemistry, and catalysis [5, 7]. Hun-
dreds of different carbon soots generated by arc discharge,
pyrolisis, or sooting flames have been studied since the 1960s
[7]. The unifying point of all of the different approaches
is the nanoscale structure of these materials, where one
hopes to recognize universal building blocks and to deter-
mine assembling strategies for the production of materials
with tailored properties. The structural and functional prop-
erties of carbon thin films assembled atom by atom and, in
particular, the sp2/sp3 ratio, are largely determined by the
kinetic energy of the particles impinging on the substrate
during the film growth [3]. The use of clusters instead of
atoms, as building blocks, can open new possibilities for the
synthesis of materials where the structural and functional
properties are also determined by the hierarchical organiza-
tion of units with dimensions ranging from the nanoscopic
to the mesoscopic scale [4, 5].
Experimental and theoretical investigations have shown

that small carbon clusters (roughly below 40 atoms) have
chain or ring structures, whereas larger clusters have the
tendency to form three-dimensional cage-like structures
characterized by sp2 coordination [8–17]. The low-energy
deposition of different carbon clusters preserving the orig-
inal structure thus would be a very powerful technique for
the creation of materials with controlled hybridization, and
hence controlled physicochemical properties [4]. For exam-
ple, films grown using a cluster mass distribution depleted
by the large fullerene-like clusters are expected to have
a very disordered compact structure; on the other hand,
films grown with a cluster distribution rich in the large
fullerene-like component should be characterized by a dis-
order graphitic structure with a large porosity [18, 19].
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2 Cluster-Assembled Nanostructured Carbon

2. GAS-PHASE SYNTHESIS OF
CARBON CLUSTERS

The deposition process of nanostructured carbon films start-
ing from clusters produced in the gas phase can be divided
into the following steps:

1. cluster formation
2. cluster extraction
3. cluster selection
4. cluster deposition.

Gas-phase synthesis of clusters is a very efficient method
based on the growth of particles from a monomeric vapor
[4, 20, 21]. Typically, a Knudsen cell for the production of
atomic beams of thermally vaporizable substances can be
used for the generation of cluster beams. However, the pres-
ence of clusters in a standard effusive beam as produced
by a thermal evaporation source is residual, and therefore a
gas-aggregation process should be activated by nonequilib-
rium cooling [20]. This consists of mixing in a condensation
cell the atomic vapor with a cold buffer gas (usually a noble
gas). The clusters are then extracted by letting the mixture
expand through a nozzle. The geometry and dimensions of
the source influence the residence time of the clusters before
expansion, and hence the cluster-size distribution [4].
Generally speaking, the requisites that one should look

at for assembling nanoparticles are the control of mass
distribution, structure, and chemical reactivity. Moreover,
one should be able to control the degree of coalescence
of the clusters during the formation of the nanostructured
materials [4].
The production of clusters of refractory materials like car-

bon requires an efficient vaporization method, such as laser
ablation, arc discharge, sputtering, and so on [4, 22, 23].
These methods must be coupled with an efficient cluster
extraction, which can be obtained by a gas stream.
Cluster mass selection is also very important in order

to obtain films and materials with tailored properties. This
can be achieved by varying the particle condensation condi-
tions prior to extraction; however, only a coarse control of
mass distribution is possible with this method [4, 20]. Clus-
ters can also be selected, once extracted from the source,
by mechanical or electromagnetic filtering methods [20, 21].
These have the disadvantage of considerably lowering the
cluster flux, and thus being impractical for many applications
where mass production is required.

2.1. Sputtering and Laser Ablation

The production of carbon-based systems having a structure
at the nanoscale due to the incorporation of clusters can
be obtained using arc-discharge methods [22, 24]. Carbon
films with inclusions of fullerene-like structures and nano-
tube fragments have been produced with a filtered cathodic
arc apparatus, where the arc occurs in a localized high-
pressure (10 torr) region. Due to the presence of the inert
gas, condensation takes place, and a beam of monomer ions
and clusters is formed and deposited. The incorporation
of three-dimensional networks, consisting of buckled planes
with fullerene-like features, induces the formation of films
with very high values of hardness and elasticity [5, 22, 24].

Figure 1 shows a schematic representation of the exper-
imental configuration of the so-called anodic jet carbon
arc (AJCA) deposition technique used to deposit nano-
composite carbon films. Nitrogen is injected into the cham-
ber, and is directed toward the arcing region through an
orifice at the side of a specially machined hollow anode.
During the discharge, the ionization of nitrogen takes place
[5, 22, 24]. The working pressure in the chamber is kept
below 10−3 mbar. The electric arc is driven by an ac volt-
age of 22–24 V, with the arc current typically between 70
and 100 A. The use of an ac voltage is not very common,
and effectively results in each electrode oscillating between
being an anode and a cathode [5].
The production of cluster-assembled carbon foams has

been reported by using high-repetition-rate laser ablation in
inert gas atmosphere [25, 26]. A silicon substrate placed at a
distance of 17 cm was used to collect the particles ablated
from a graphite target [27]. This form of cluster-assembled
carbon is characterized by a coexistence of sp2 and sp3

bonds and a very low density similar to that of carbon
aerogels [28].
Pulsed laser deposition with an excimer laser (KrF) has

also been used to produce a form of nanoporous carbon
films. By varying the pressure in the deposition chamber,
control of density and porosity has been demonstrated [29].
The above-mentioned approaches do not have control of

cluster mass distribution produced during the ablation pro-
cess or of the kinetic energies of the nanoparticles.

2.2. Supersonic Cluster Beams

Supersonic cluster beam deposition (SCBD) allows a reason-
ably precise control of cluster mass distribution and kinetic
energy, with the possibility of obtaining very large deposition
rates [4, 24]. The availability of intense and stable cluster
sources makes cluster beam deposition a viable technique
for the synthesis of cluster-assembled carbon films [30, 31].
A supersonic beam is schematically described as a gas

stream expanding very rapidly from a high-pressure region

Gas stream To pump

Graphite
anode

Arc spot
Graphite Cathode

plasma

Si
substrate

Carbon species

Figure 1. Schematic representation of the experimental configuration
of the so-called anodic jet carbon arc (AJCA) deposition tech-
nique. Reprinted with permission from [5], G. A. J. Amaratunga
et al., in “Nanostructured Carbon for Advanced Applications.” Kluwer,
Dordrecht, 2001. © 2001, Kluwer Academic.
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(source), through a nozzle, to a low-pressure region [32].
The characteristics of the beam are mainly determined by
the size and shape of the nozzle and by the pressure differ-
ence between the two regions. Compared to effusive beams
used in molecular beam epitaxy, supersonic beams provide
higher intensity and directionality, allowing the deposition
of films with very high growth rates [32].
When a heavy species is diluted in a lighter one (as in the

case of clusters diluted in He or another inert gas) and the
mixture is expanded, there is formation of a seeded super-
sonic beam. Seeded supersonic beams are extensively used
to cool and to accelerate heavy species such as clusters, and
they are particularly attractive for cluster beam deposition
[4, 33, 34].
A supersonic expansion can be obtained by imposing a

pressure ratio less than Pb/P0 = 0�478 across a conver-
gent nozzle driving an isentropic flow expansion, where P0
and Pb are the stagnation and the background pressures,
respectively. The expansion through a convergent nozzle will
always take place in a subsonic regime regardless of the
amount of the applied pressure ratio. Outside the converg-
ing nozzle, depending on the pressure ratio, the flow will
supersonically expand to pressures even much lower than
the background. A normal shock, known as the Mach disk,
matches the pressure inside the jet to the background, and
closes an area called the zone of silence. The location of the
Mach disk has been empirically determined as being only a
function of the pressure ratio, and independent of the fluid
nature and nozzle geometry [32].
In general, an isentropic supersonic jet led by a shock-

free converging–diverging nozzle is advantageous compared
to a nonisentropic underexpanded jet obtained by a con-
vergent nozzle. However, depending on the Reynolds num-
ber, a converging–diverging nozzle requires a slow increase
in cross-sectional area to avoid boundary layer separation
and backflow, which enlarges the nozzle length to inconve-
nient dimensions. Furthermore, the conical converging part
(either in converging–diverging or pure converging nozzles)
usually produces some focal points after which particles may
diverge [35, 36]. The location of these focal points depends
greatly on the particle size and initial position prior to the
nozzle.
The sudden free expansion of the flow produces a high

outward radial velocity at the beginning of the free jet close
to the nozzle outlet. This radial velocity (drag) greatly varies
with the radial position, both in the jet and at the nozzle out-
let. It is weak at the centerline, and very strong close to the
nozzle wall at the outlet. Hence, in contrast to the particles
located in the central regions, those far from the axis are
exposed to a strong radial drag. Consequently, the trajecto-
ries of particles concentrated on the centerline can remain
approximately unchanged, while particles far from the axis
may strongly diverge in the free expansion. It also should
be noted that the response of the particles to these radial
drags is a function of the particle size. The above-mentioned
radial drag can effectively separate the particles of different
sizes, especially if they are not concentrated on the center-
line [37]. Small particles can follow the expanding carrier
gas, while large particles persist in their original trajectories.
If the particles can be concentrated on the nozzle cen-

terline, only the Brownian diffusion (and lift-force effects

in case of nonspherical particles [38, 39] can perturb/spread
the configuration obtained by aerodynamic focusing. Focus-
ing the clusters on the beam center will directly improve the
beam intensity, while also having an influence on the other
characteristics of the supersonic part of the expansion [40].
Figure 2 shows the principle of operation of the typ-

ical apparatus used for a cluster beam, and based on a
supersonic cluster source. It consists of three differentially
evacuated chambers, and it can operate in the high- and
ultrahigh-vacuum regimes. The first chamber hosts the clus-
ter source; the supersonic cluster beam enters the second
chamber through an electroformed skimmer. The second
chamber can be equipped with a sample holder, which can
intersect the beam, a quartz microbalance for beam intensity
monitoring; it can also host a beam chopper or a fast ion-
ization gauge for time-of-flight measurements of the velocity
distribution of particles in the beam [32]. The third cham-
ber usually hosts a linear time-of-flight mass spectrometer
(TOF/MS), which is placed collinearly or orthogonally to the
beam axis [4].

3. CARBON CLUSTER BEAM SOURCES

3.1. Laser Vaporization Cluster Source

Carbon clusters can be condensed from species obtained
by laser ablation of a solid target [9]. A laser vaporization
cluster source (LVCS) was originally developed for the pro-
duction of clusters in molecular beams by Smalley [41–43].
Since this pioneering work, laser vaporization has become
one of the most common techniques for generating cluster
beams of refractory materials [4].
The design and realization of LVCS are very simple

(Fig. 3), especially if compared to classical hot oven sources.
LVCSs are conceptually similar to the chambers used for
laser ablation for thin-film deposition [44]; the only rele-
vant difference is that the plasma plume expands in a buffer
gas. In an LVCS, the light of a high-intensity pulsed laser is
focused onto a target rod, and a small amount of material
is vaporized into a flow of an inert carrier gas. The inert
gas quenches the plasma, and cluster condensation is pro-
moted. The mixture is then expanded in vacuum, and forms
a supersonic beam. LVCSs are operated in a pulsed regime;
hence, pulsed valves are used for delivering the carrier gas.
This allows the use of a relatively economical apparatus with
moderate pumping speed.

source

substrate

cluster beam

channeltron quartz microbalance

2000 l/s diff. pump 500 l/s turbo pump1000 l/s diff. pump

carrier gas time of flight
mass

spectro meter

Figure 2. Schematic representation of the supersonic beam apparatus
for the deposition of cluster beams. Reprinted with permission from [5],
P. Milani et al., in “Nanostructured Carbon for Advanced Applications.”
Kluwer, Dordrecht, 2001. © 2001, Kluwer Academic.
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VAPORIZATION
LASER

TARGET ROD

Figure 3. Schematic representation of the laser vaporization cluster
source (LVCS). Reprinted with permission from [45], P. Milani and
W. A. de Heer, Rev. Sci. Instrum. 61, 1835 (1990). © 1990, American
Institute of Physics.

Several factors affect the LVCS performance in terms of
intensity, stability, and the cluster mass range attainable:
quantity of ablated material, plasma–buffer gas interaction,
plasma–source wall interaction, and cluster residence time
prior to expansion [45].
The characteristics of the cluster population are con-

trolled by the local gas pressure during plasma production,
and by the residence time of the particles in the source body.
The plasma–gas interaction affects not only the final cluster
distribution, but also the subsequent expansion and beam
formation.
Increasing the pressure during the ablation results in a

shift of the cluster distribution toward larger masses. Laser
pulse characteristics influence the quantity and the state of
the matter removed from the target. Pellarin et al. showed
that the use of a Ti:sapphire laser (790 nm, 30 ns pulse
width) can produce very intense cluster beams over a wider
mass range [46]. Although the microscopic mechanisms
underlying this improvement have not been characterized in
detail, the longer pulse duration should be responsible for a
more efficient material removal from the target [44].
Smalley and Kroto and co-workers used a disk LVCS for

producing carbon clusters and C60 [47]. A modified version
of this source, with a computer-controlled disk motion and a
fast pulsed valve, has been coupled with a Fourier transform
ion cyclotron resonance apparatus to characterize large car-
bon clusters in the beam [10].
Cluster-assembled carbon films have been produced using

clusters generated by an LVCS by the group of Melinon [48].

3.2. Pulsed Microplasma Cluster Source

The pulsed microplasma cluster source (PMCS) is based on
a microplasma ablation. By confining a plasma in a well-
defined region of the target, it is possible to achieve mate-
rial vaporization with high efficiency. Source geometry and
dimensions can be optimized to produce intense and sta-
ble cluster beams, while using a relatively low carrier–gas
load [30].
Due to its extremely high intensity and stability, the

PMCS is a unique tool for the synthesis of nanostructured
carbon-based materials, providing long-time stability and
high deposition rates [30].

The PMCS is schematically shown in Figure 4. It consists
of a ceramic cubic body in which a few cubic centimeters
cylindrical cavity is drilled. A channel of 6 mm diameter
is drilled perpendicular to the axis of the cavity, and hosts
two rods (electrodes) of the material to be vaporized, facing
each other and separated by a small gap. A solenoid pulsed
valve injects helium at the pressure of several tens of bars
through a ceramic nozzle on the back of the cavity. The gap
between the electrodes is off axis, in such a way that the gas
flushes on the cathode surface. A removable nozzle with a
cylindrical shape closes the front of the source.
The principle of operation of the cluster source is the fol-

lowing: the valve delivers an intense He pulse with an open-
ing time of a few hundreds of microseconds, thus forming a
small high-gas density region at the cathode surface. After
that, a very intense discharge (hundreds of amperes) lasting
for few tens of microseconds is fired between the electrodes
by applying a voltage ranging from 500 up to 1500 V. Ionized
helium sputters a small area of cathode surface at the point
where the He flux impinges on the electrode. The mixture
of helium-vaporized atoms quenches, and cluster nucleation
takes place. The clusters are then carried out through the
nozzle by supersonic expansion [30].
Due to the source internal cavity configuration, the abla-

tion process can be localized on a small region of the tar-
get, and hence it is very efficient. As in laser vaporization
sources [45], the cathode is continuously rotated by means
of an external motor in order to allow constant ablation con-
ditions for all pulses and a homogeneous consumption of
the rod.
Deposition rates, up to 65 �m/h over an area of 1 cm2,

can be obtained substituting the simple cylindrical nozzle
with a more complex one, called a focuser [49]. Exploiting
inertial aerodynamic effects [40, 49], the focuser reduces the
angular semiaperture of the beam from ∼12 to less than 1�,
concentrating the cluster on the center of the beam.
Using the typical mass distributions of a PMCS, it is pos-

sible to grow films with a density ranging from 0.9 up to
1.4 g/cm3, depending on the precursor clusters. BET analysis
shows a surface specific area of roughly 750 m2/g [50–52].
Time-of-flight mass spectrometry performed on carbon

cluster beams shows that the length of a single pulse is
about 10 ms, and the beam intensity decreases exponentially,
resembling the gas pressure fall in the source. The velocity

anode rod

cathode rod

thermalization cavity

nozzle
ceramic
body

beam

pulsed
valve

Figure 4. Expanded view of the PMCS. Reprinted with permission from
[56], E. Barborini et al., Chem. Phys. Lett. 300, 633 (1999). © 1999,
Elsevier.
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of the carrier gas is about 2000 m/s in the head of the pulse,
and slows down to 1000 m/s in the tail. A velocity slip of
the clusters with respect to the carrier gas is present, but
becomes of some relevance only for the last clusters exiting
from the nozzle. The kinetic energy of the clusters is lower
than 0.4 eV/atom [53].
The intensity and mass distribution of carbon clusters

in the beam can be controlled and optimized by a precise
synchronization between gas injection and discharge firing.
Cluster intensity is also strongly dependent on the quantity
of ablated material, which increases as function of the dis-
charge voltage.
Cluster mass distribution is lognormal, as usually observed

in gas-phase-grown particles [21]. For typical operation
parameters, it is peaked around 550 atoms/cluster, with a
mean size of 850 atoms/cluster, as shown in Figure 5. The
mass distribution moves toward larger masses as the resi-
dence time increases; for this reason, the population found
in the front of the pulse differs from the one in the tail.
Figure 5 is representative of the average spectrum obtained
by integrating over the whole cluster pulse.
Depending on the application, the PMCS can operate

under different conditions. An ultrahigh-vacuum (UHV)
PMCS has been developed in order to allow in-situ charac-
terization of cluster-assembled carbon [54].

4. CONTROL OF FILM NANOSTRUCTURE
BY CLUSTER SELECTION

The assembling of carbon cluster beams has been investi-
gated both experimentally and theoretically in view of the
creation of a new class of solids based on nanoscopic struc-
tures (chains, fullerene-like units, etc.), otherwise difficult to
produce by assembling the film atom by atom [6, 18, 31, 55,
56]. This could be achieved by control of the cluster size dis-
tribution prior to deposition. Novel structural and functional
properties could be displayed by solids, retaining some of
the cluster characteristics [6, 18].
The growth of carbon films via low-energy cluster deposi-

tion can be viewed as a random stacking of particles as for
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Figure 5. Typical mass spectrum for a supersonic beam of carbon clus-
ter produced by a PMCS. Mass distribution is peaked at about 550
carbon atoms/cluster, with a mean size of 850 atoms/cluster.

ballistic deposition [53, 57]. The resulting material is char-
acterized by a low density compared to that of films assem-
bled atom by atom, and it shows different degrees of order,
depending on the scale of observation [25, 26, 31].
The morphology of cluster-assembled carbon films shows

different degrees of order and structures, depending on the
scale of observation. The characteristic length scales are
determined by cluster dimensions and by their fate after
deposition: cluster beams are characterized by the presence
of a finite mass distribution and by the presence of different
isomers with different stabilities and reactivities. Once on
the substrate, stable clusters can survive almost intact, while
reactive isomers can coalesce to form a more disordered
phase.
Classical molecular dynamics simulations tailored for

SCBD experiments have been used to characterize and pre-
dict the growth of carbon thin films assembled by SCBD
[18]. The simulations show that, depending on the cluster
mass distribution, films with fullerene structures embedded
in an amorphous matrix characterized by threefold coordi-
nation and hexagonal bond rings are obtained with large
clusters (Fig. 6). Smaller and more fragile clusters such as
linear chains produce disordered structures characterized by
nonhexagonal rings with twofold coordinated atoms. Struc-
tural and elastic properties are in good agreement with the
experiments. The large porosity allows the accommodation
of mechanical stresses, thus permitting the growth of films
with very large thicknesses (>10 �m) [29, 53].
Molecular dynamics simulations have also been per-

formed to describe the deposition of small fullerene-like
carbon clusters. C28 [19] and C20 [58] have been used as
elemental building blocks. The growth of hydrocarbon thin
films has also been simulated, starting from the deposition
of small clusters at various kinetic energies [59].

(a) (b)

Figure 6. Atomic structure of amorphous film obtained by deposition
of beams with bimodal cluster mass distribution in the range 1–23
atoms/cluster and 46–120 atoms/cluster with relative weight 5:1 [sam-
ple (a)] and 1:10 [sample (b)], respectively. Reprinted with permission
from [18], D. Donadio et al., Phys. Rev. Lett. 83, 776 (1999). © 1999,
American Physical Society.
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5. STRUCTURAL AND FUNCTIONAL
CHARACTERIZATION

5.1. Raman Scattering

An enormous number of papers have been devoted to the
Raman characterization of different forms of disordered
and nanocrystalline carbon, and many reviews can be found
on this subject [60–63]. Raman scattering is perhaps the
most popular method for the routine characterization of
carbon-based materials [64, 65]. From Raman spectra, it is,
in principle, possible to detect the coexistence of different
carbon allotropic forms, the degree of order of different
structures, the nature of the local bonding, and to follow
the structural evolution as a function of the physicochem-
ical treatments of the samples. The popularity of Raman
scattering for the study of carbon, however, does not cor-
respond to well-established models for the interpretation
of all of the features observed in carbon-based materials:
up to now, especially for disordered carbonaceous materi-
als, no satisfactory theory of the Raman effect has been
provided [60].
Raman scattering is very sensitive to structural changes

that modify the translational symmetry of the perfect crys-
tal. Different carbonaceous materials, characterized by the
degree of disorder, ranging from the atomic scale, typical of
noncrystalline systems, to nano- and microcrystalline assem-
blies, should display different Raman spectra.
The coexistence of the contributions coming from local-

ization effects and structural disorder renders it very diffi-
cult to extract, from Raman spectra of disordered carbon,
information on the structure and dimensions of domains.
In particular, the sp2/sp3 ratio in amorphous and diamond-
like carbon cannot be derived solely from Raman spectra
analysis [60].
Raman scattering can be easily interpreted in terms

of crystallites dimensions when G and D bands are well
separated and distinct. These bands have relatively narrow
bandwidths, whereas “nonorganized” or disordered carbon
contributes to their broadening. In the case of large broad-
ening and merging of the G and D bands, the extraction
of structural information is very difficult, and interpreta-
tion of the Raman spectra must be performed very care-
fully to disentangle the different contributions to the line
shapes. Several factors, such as crystallite dimensions and
size distribution, bond angle disorder, and stress, affect the
Raman line shape with a weight, which is predictable with
difficulty [65].
In amorphous carbon, the G and D bands broaden and

coalesce; the Raman spectra can be interpreted as being
originated by an amorphous carbon matrix of threefold and
fourfold coordinated carbon atoms in which a small region
of hexagonal rings is embedded [65]. Different synthetic
methods can change the sp2/sp3 ratio [63]; however, Raman
spectra only exhibit small changes, confirming that they are
mainly sensitive to the sp2 content.
The Raman characterization of cluster-assembled mate-

rials must address the problem of cluster coalescence and
their organization in structures spanning length scales from
the nanometer up to the micrometer. The different struc-
tures in which the precursor clusters are organized need

experimental probes sensitive to the different length scales
typical of intracluster and intercluster interactions. For
carbon-based materials, Raman spectroscopy can be used
for the characterization on a nanometer scale [66].
Melinon and co-workers [33, 48] characterized the struc-

tural and mechanical properties of cluster-assembled carbon
films obtained with an LVCS at different operating condi-
tions, which should correspond to different cluster mass dis-
tributions. The observation of mass spectra peaked at C20,
C60, and C900 has been interpreted as an indication of dif-
ferent size distributions; however, a systematic characteriza-
tion of the cluster beams has not been made by taking into
account the residence time of the clusters in the source.
Low-density films (1 g/cm3	, characterized by a granular

structure on a scale of several tens of nanometers, show
Raman spectra evolving from a graphitic character when
large clusters (C900	 are used to an amorphous character as
the cluster size distribution is reduced to a few tens of atoms
per cluster [48].
Melinon and co-workers assumed, from Raman spectra

taken with excitation at 532 nm, that films formed with
small clusters have an sp3 character due to the formation
of a diamond-like phase by the assembling of cage-like C20
clusters. Unfortunately, the available experimental evidence
does not support this hypothesis. Despite the uncertainty on
the final film structures, these studies showed the existence
of a “memory effect” that is the dependence of the final
structure of the film on the mass distribution of the precur-
sor clusters [48].
Raman characterization has been performed on nano-

structured carbon films deposited with clusters of several
hundreds atoms at low kinetic energy by a PMCS [31, 55,
56, 66]. The original graphitic structure of the clusters was
essentially conserved after the landing on the surface, pro-
ducing a porous graphite-like film.
Micro-Raman spectroscopy indicates that the films are

formed at a submicrometric scale by two coexisting phases,
one amorphous and the other one more graphitic. Figure 7
shows a typical micro-Raman spectrum of a cluster-
assembled film. The spectrum can be described as a super-
position of contributions coming from amorphous carbon
(B) and disordered graphite (C). These two phases are uni-
formly distributed, and coexist over the whole sample.
The more ordered phase probably originates from the

aggregation of large graphitic clusters prior to deposition.
Macro-Raman spectra of macroscopic portions of the films
show an increase of the graphitic character when the cluster
growth conditions favor the formation of large particles. In
these films, the graphitic microregions are more abundant.
By changing the PMCS operation parameters, different

structures have been grown (Fig. 8). The two main Raman
features at about 1550 and 1350 cm−1 can be, respectively,
identified as the G-band peak of crystalline graphite and
the D-band peak due to crystal disorder. It is evident that
source parameters (in this case, the amount of He filling
PMCS, increasing from A to C) change cluster size distribu-
tion and determine different film structures. Spectrum A is
typical of amorphous sp2 carbon, having a broad G structure
shifted at 1540 cm−1 (G peak of crystalline graphite appears
at 1581 cm−1	 and just a shoulder as a D structure. Spec-
trum C shows a well-defined D peak, and a narrow G peak
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Figure 7. (A) Micro-Raman spectra of ns–C film. This is a superposi-
tion of a spectrum typical of amorphous carbon (B), and one typical
of polycrystalline graphite (C) with defined D and G bands. Spectrum
(C) was obtained by subtracting (B) from (A). Reprinted with permis-
sion from [103], C. Ducati et al., J. Appl. Phys. 92, 5482 (2002). © 2002,
American Institute of Physics.

centered at 1581 cm−1. This is consistent with a disordered
graphitic structure. Different film structures are related to
different relative abundances of small (few atoms) clusters
and larger fullerene-like clusters.
Keeping constant the thermodynamic conditions in the

cluster source, it has been demonstrated that a selection of
clusters can be made in the beam by using aerodynamical
gas effects [56]. It is possible to separate light clusters from
the heavy ones by forcing gas flux lines to make sudden
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Figure 8. Micro-Raman spectra of ns–C films showing the influence of
the PMCS helium pressure during cluster formation. The He pressure
increases from (A) to (C) from 8 to 16 torr, and this parameter con-
trols the number of large graphitic nanoparticles present in the beam.
Reprinted with permission from [103], C. Ducati et al., J. Appl. Phys.
92, 5482 (2002). © 2002, American Institute of Physics.

turns. The light particles will be able to follow the flux line
trajectories, whereas the large ones will maintain their orig-
inal trajectories. By varying the background pressure in the
source chamber, a shock wave can be produced in front of
the skimmer, causing mass separation effects and changing
the final characteristics of the beam (Fig. 9). In particular,
due to their different inertia, light species follow diverging
streamlines after the shock front, while heavy species are
not diverted and can follow straight trajectories through the
skimmer. Due to this effect, large clusters are concentrated
in the central portion of the beam, whereas the lighter ones
are at the periphery. By placing substrates in different por-
tions of the beam, films from different precursor clusters can
be grown [56].
Figure 10 reports Raman spectra of films deposited with

different portions of the beam. The top spectrum is taken on
a region rich with small clusters deposited with the periph-
ery of the beam. The shape and the shift of the peak (G
band) are typical of amorphous sp2 carbon. The D peak
is present as a broad shoulder on the left of the G band.
Going from the top to the bottom spectrum in Figure 10,
one can follow the evolution from an amorphous toward a
disordered graphitic structure by shifting the mass distribu-
tion from small to large clusters (from the periphery to the
center of the beam). This evolution is confirmed by hard-
ening of the G peak, the appearance of a well-defined D
band, and by the narrowing of the two lines. All of these
parameters are in agreement with a graphitization of the
sample [60].
Cluster separation can also be obtained by using an

appropriate nozzle configuration (focusing nozzle) [49].
Films grown using a cluster mass distribution depleted by
the large fullerene-like clusters are expected to show a very
disordered structure; on the other hand, films grown with
a cluster distribution rich in the fullerene-like component
should be characterized by a disordered graphitic structure.
Raman spectra show that films deposited with large clus-

ters are characterized by the presence of a high num-
ber of distorted sp2 bonds, whereas when depositing small
clusters (few tens of atoms), sp3 and sp coordination is
present. These results are in qualitative agreement with XPS
measurements [67], although photoemission spectroscopy is

light particle
trajectories

heavy particle
trajectories

detached shock

skimmer

beam

Figure 9. Varying the background pressure in the source chamber, a
shock wave can be produced in front of the skimmer, causing mass
separation effects and changing the final characteristics of the beam.
Reprinted with permission from [56], E. Barborini et al., Chem. Phys.
Lett. 300, 633 (1999). © 1999, Elsevier.
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Figure 10. First-order Raman spectra of films deposited with different
cluster mass distributions in the beam. Selection is obtained by using
different regions of the beam. In the center, there is a concentration of
large clusters, whereas small clusters are at the periphery. Going from
the bottom (internal part of the beam, i.e., large clusters) to the top
spectrum (external part of the beam, i.e., small clusters), one can see
the evolution from a disordered graphitic structure to an amorphous
one. Reprinted with permission from [56], E. Barborini et al., Chem.
Phys. Lett. 300, 633 (1999). © 1999, Elsevier.

sensitive to a scale smaller than that of Raman. For large
clusters, optical spectra confirm the disordered sp2 structure,
and show the presence of a gap of 0.6 eV [55].

5.2. Brillouin Scattering

Although Raman spectroscopy is a powerful tool for study-
ing the structure of carbon-based materials, the information
is restricted to the scale of a few nanometers. The experi-
mental characterization and theoretical modeling of cluster-
assembled granular materials must address the problem of
cluster coalescence and their organization in structures span-
ning length scales from the nanometer up to the micrometer.
The different structures in which the precursor clusters are
organized needs experimental probes sensitive to the dif-
ferent length scales typical of intracluster and intercluster
interactions. In order to study the organization of clusters
on a scale of hundreds of nanometers, which is the typical
scale of thermally excited long-wavelength acoustic phonons,
Brillouin light scattering can be used [52]. Films of graphite
[68], polycrystalline diamond [69], diamond-like a–C:H [70],
fullerite [71], and phototransformed C60 [72] have also been
studied by Brillouin scattering. From Brillouin spectra, the
elastic properties of the material can also be extracted
with a higher accuracy compared to nanoindentation mea-
surements, which require a complex analysis and a careful
interpretation.
Bulk and surface Brillouin scattering signals have been

obtained from cluster-assembled carbon films characterized
by a complex structure from the atomic to the hundreds of

nanometers level, showing that this technique also can be
used for nanostructured materials with irregular surfaces.
The bulk and shear modulus of the material have been
determined, giving information on the acoustic properties
on a mesoscopic scale. This allows us to infer the nature of
the bonding between the carbon aggregates.
Cluster-assembled films are characterized by a mesostruc-

ture with low density and high porosity, originated by the
coalescence of the primeval clusters. Films produced with
large clusters show a surface roughness higher than films
produced with small clusters, with comparable thickness.
Moreover, roughness evolves more rapidly with respect to
thickness in films produced with large clusters. Films pro-
duced with small clusters show a more close-packed struc-
ture, as revealed by AFM measurements [73].
Thick films (thickness >0�5 �m) and thin films (thick-

ness <0�3 �m) have been studied [51, 52]. In thick films,
only damped bulk acoustic phonons have been observed, giv-
ing rise to coherent Brillouin scattering of laser light [74].
This indicates that thick films can be modeled as a contin-
uum with translational invariance and effective elastic con-
stants, although structural disorder at smaller scales scatters
the phonons significantly. The presence of a rather strong
central peak in the spectra has been tentatively ascribed to
nonpropagating (overdamped) or to confined vibrational
excitations within the films, probably coupled to the con-
fined modes by a relaxation mechanism. In thin films, sur-
face Brillouin spectra have been observed [51, 52].
For films thicker than 1 �m, no surface peaks related

to the propagation of surface acoustic phonons could
be observed (only a weak longitudinal bulk peak was
detectable); in the latter, surface acoustic phonons (Rayleigh
wave, RW) together with a longitudinal bulk phonon
peak (LB) and a longitudinal resonance peak (LR), were
observed. This is the evidence that, at the typical scale of the
Brillouin probe (about 200 nm), the film structure changes
dramatically as a function of the cluster size distribution: in
large clusters, film structural disorder acts as a damping fac-
tor for the phonon propagation so that the film cannot be
considered as an elastic continuum with well-defined elastic
constants. On the other hand, in small-cluster films, the sur-
face is well described by an elastic continuum model, and
the elastic constants can be evaluated by direct analysis of
the Brillouin spectra.
Other physical properties can be investigated by the anal-

ysis of the Brillouin spectra of thick films deposited with
small clusters. The presence of both the longitudinal bulk
wave and the surface resonance reveals a nonnegligible elas-
tooptic effect. This occurrence permits us to estimate the
real part of the refractive index at 514.5 nm (n = 1�45 in
agreement with ellissometry measurements). A rough evalu-
ation of the elastooptic constants and the imaginary part of
the refractive index can be obtained with the calculation of
the Brillouin scattering cross section.

5.3. X-Ray Diffraction

The density of films deposited by SCBD has been mea-
sured for focused and nonfocused film by means of X-ray
reflectivity, showing a low density value (probably due to the
high fraction of voids). No interference fringes have been
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detected, due to the high surface roughness. The refractive
index for X-rays in solids is smaller than unity, and total
external reflection occurs at low angles of incidence [75].
From the critical angle, the density of the material can be
obtained. If a thick layer is deposited on a substrate, and its
density is lower than the density of the substrate (as in the
case of cluster-assembled carbon on silicon), X-rays start to
penetrate when the incidence angle �i becomes greater than
the film critical angle (and the reflected intensity sharply
falls due to absorption in the film), but they undergo total
external reflection at the film–substrate interface. When the
incidence angle �i becomes greater than the substrate crit-
ical angle, they penetrate into the substrate, and a second
intensity fall is seen in the reflectivity curve at the substrate
critical angle. From the first critical angle, the density of the
film can be obtained [76]. The density in the case of films
grown by large clusters has a value of 0.8–1.0 g/cm3, while in
the case of films grown using small clusters, the more com-
pact nature of the films is confirmed by the higher density
value of � = 1�25± 0�05 g/cm3.

5.4. Scanning Electron Microscopy

It is well known that the morphology of thin films shows,
regardless of the material, universal characteristics [77].
These ubiquitous features, consisting of arrays of colum-
nar and conical structures, are correlated with low adatom
mobility. Since deposition is usually performed on substrates
kept at temperatures considerably lower than the melting
point of the deposited material, a regime where the imping-
ing particles have a low mobility is common. The general
occurrence of morphological similarities, not only between
different materials, but also on different length scales, as
the growth takes place, suggests that a nonspecific mecha-
nism is responsible for the observed morphologies, and that
the formation, growth, and dynamics of film surfaces can
be described in terms of scaling relations and universality
classes [57]. Different growth mechanisms have been pro-
posed, such as random and ballistic deposition, the critical
ingredient for all of the models being surface diffusion.
Cluster beam deposition allows one to investigate how

the precursor particle dimensions affect thin-film morpholo-
gies and, more generally, whether there is any influence of
the particle dimensions on the scaling parameters. Nano-
structured carbon film growth mechanisms with cluster beam
deposition have been studied experimentally for the very ini-
tial stages at submonolayer coverages [33, 78]. The evolution
of film structure and film surface roughness is of particular
interest for thick films since these parameters evolve with
thickness in a way that is not yet clear. In Figure 11, the
surface and a section of cluster-assembled carbon films are
shown. In Figure 11(a), the surface of a thin film (roughness
of approximately 1 �m) is fairly flat at this scale of magnifi-
cation, whereas, at the same scale, a film 15 mm thick shows
a disordered and highly corrugated structure [Fig. 11(b)].
The roughness evolution, characterized by scanning electron
microscopy (SEM) and atomic force microscopy (AFM),
indicates that the surface may be self-affine. The film section
reported in Figure 11(c) shows conical and nodular features
typical of a low-mobility deposition regime [57]. Cones and

10 µm

(A)

2 µm

(B)

Figure 11. SEM micrographs of a section of ns–carbon film. In (A),
conical and nodular defects are visible. The magnification of a region
near the film surface is also shown in (B), where the dendritic structure
of a protruding nodular defect is apparent. Reprinted with permission
from [5], P. Milani et al., in “Nanostructured Carbon for Advanced
Applications.” Kluwer, Dordrecht, 2001. © 2001, Kluwer Academic.

spherical nodules develop as the film grows. At higher mag-
nification, the cones are composed of dendritic structures.
As in the case of atom-assembled films [77, 79], the large
number of these defects seems to indicate that the mobility
of clusters is very low. The formation of nodular defects is
also related to the presence of substrate imperfections or
minute distortions in the growth pattern of atom-assembled
films. In the case of cluster assembling, one should remem-
ber that, due to finite cluster mass distribution, relatively
large clusters are somehow “diluted” among small particles.
Large clusters can act as seeds for the formation of nodu-
lar defects, which evolve like isolated structures protruding
from the average thin-film surface. Depending on the initial
density of defects, there is a critical film thickness where the
nodular structures start to merge. These defects have a pro-
found influence on the evolution of the surface morphology
[31, 53].

5.5. Transmission Electron Microscopy

Figure 12 shows a low magnification TEM image of a film
deposited using the AJCA technique [5, 24, 80]. The elec-
tron beam has been strongly underfocused in order to obtain
stronger contrast. Under such conditions, the diffracting
species appear darker than the background. Two kinds of
diffracting features can be seen in this image. The two very

Figure 12. Low magnification TEM image of a film deposited using
the AJCA technique with an N2 jet creating a pressure of 0�8 ×
10−3 mbar. Reprinted with permission from [5], G. A. J. Amaratunga
et al., in “Nanostructured Carbon for Advanced Applications.” Kluwer,
Dordrecht, 2001. © 2001, Kluwer Academic.
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large diffracting areas (labeled A and B) are micron-scale
macroparticles containing long graphitic layers reminiscent
of turbostratic carbon. Secondly, there are numerous small
diffracting areas dispersed almost uniformly throughout the
film, their size varying between 10 and ∼20 nm. Obser-
vation at higher magnification under phase contrast imag-
ing conditions (such as in Fig. 13) revealed that most of
the latter areas are agglomerates of fullerene-like nano-
particles. Sets of concentric graphene sheets with an inter-
layer spacing of 3.4 Å are clearly seen in Figure 13. The
pattern formed resembles closely packed multiwalled carbon
nanotubes imaged along their axes (i.e., aligned along the
direction of film growth). Alternatively, the particles seen in
Figure 12 could also be more spherical bucky “onion”-type
entities. Some of them are distorted with several graphene
planes buckling away (at least in projection) toward other
nanoparticles. It is proposed that the observed nanoparticle
agglomerates are included in the condensing flux [24], rather
than formed on the film.
When the same film was examined after it had been

etched for 10 min, the surface density of large macropar-
ticles such as A and B shown in Figure 12 decreased dra-
matically, and pinholes became apparent in the film surface.
Figure 14 shows a plan-view HREM image from an area
thinned by the chemical etching. In the majority of cases,
we could image fullerene-like fringe structures in the vicin-
ity of the pinhole. The removal of the large graphitic par-
ticles suggests that they were not strongly bonded to the
film, but simply lying on the film surface. Also, the prefer-
ential thinning of some areas, and particularly the existence
of nanoparticles at the edge of the pinholes, suggests that
the amorphous material surrounding the embedded nano-
particles was preferentially removed by chemical etching.
Figure 12 shows that the featureless matrix takes up most

of the film volume. In the interest of electron transport, it is
important to examine the microstructure and carbon bond-
ing in it. Figure 15 shows an HREM image of a thin part
of the matrix. Figure 15(a) is the image taken directly from
the film, while image (b) has resulted from (a) after image
processing to remove any contributions to the image from
scattered electrons. Although the matrix looks featureless in
low magnification, the HREM images of Figure 15 reveal

2 nm

Figure 13. HREM image of a typical cluster of nanoparticles in a film
deposited using AJCA. High magnification and phase contrast imag-
ing conditions revealed that most of these agglomerates are made
of fullerene-like nanoparticles. Reprinted with permission from [5],
G. A. J. Amaratunga et al., in “Nanostructured Carbon for Advanced
Applications.” Kluwer, Dordrecht, 2001. © 2001, Kluwer Academic.

2 nm

Figure 14. Plan-view HREM image showing a characteristic pinhole
in the film surface observed after 10 minutes of chemical etching.
Graphene sheets can be clearly seen on one side of the hole. Reprinted
with permission from [5], G. A. J. Amaratunga et al., in “Nano-
structured Carbon for Advanced Applications.” Kluwer, Dordrecht,
2001. © 2001, Kluwer Academic.

that the film matrix consists of a mixture of amorphous car-
bon nitride and features that look similar to fullerene frag-
ments. Since the arcing conditions are shown to definitely
result in the formation of cage-like carbon nanoparticles, it
can be suggested that these fragments are the seeds needed
for nanoparticles to start forming in a carbon arc in the
presence of a high gas pressure.
TEM analysis of carbon foam produced by pulsed laser

deposition revealed that the foam has a fractal-like struc-
ture consisting of particles with average dimaters of 6 nm
randomly interconnected into a web-like foam [25, 26].
TEM analysis of naostructured films produced by SCBD

has shown that films grown without any selection of the
cluster mass distribution contain ordered structures of var-
ious sizes, such as nanotubes and onions, embedded into
an amorphous matrix, as shown in Figure 16(a). The amor-
phous matrix in which the nanoparticles are embedded is
formed by the coalescence of highly metastable small clus-
ters present with different isomers in the beam [18]. The
structure of ns–C films obtained with the filtering nozzle
does not show the presence of ordered particles, and it is
characterized by an amorphous structure where only a few
ordered graphene layers are distinguishable [Fig. 16(b)].
A transmission electron microscope analysis of the

cluster-assembled films shows that, at this scale, the
morphology is reminiscent of the precursor clusters. TEM

2 nm

2 nm(a) (b)

Figure 15. HREM image of a thin part of the matrix. (a) is the image
taken directly from the film, while (b) is a part of image (a) after image
processing in order to remove any contributions to the image from
scattered electrons. Reprinted with permission from [5], G. A. J. Ama-
ratunga et al., in “Nanostructured Carbon for Advanced Applications.”
Kluwer, Dordrecht, 2001. © 2001, Kluwer Academic.
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Figure 16. TEM micrograph showing the structure at the nanoscale
of an ns–carbon film. Onions (a), closed graphitic particles, and
graphene sheets are dispersed among a less structured amorphous-like
material (b).

micrographs show the presence of an amorphous matrix with
small closed shell particles and bundles of graphene sheets
[Fig. 16(a)]. The presence of larger onion-like and tubular
particles has also been observed.

5.6. Atomic Force Microscopy

Roughness, scale invariance, and spatial correlation of the
film surface depend on the cluster precursor size and film
thickness. Surface roughness, defined as the standard devia-
tion of surface height (the width of the surfaces), is a func-
tion of the growth process. The evolution of the roughness
during deposition and the extension of spatial correlation
on the surface plane are peculiar to a growth mechanism,
and largely independent of the specific physical system [57].
This makes the roughness a useful parameter to describe
film morphology, and to obtain a deeper understanding of
the aggregation mechanisms of clusters leading to the film
formation.
Figure 17 shows typical surface morphologies of cluster-

assembled carbon films measured by the atomic force micro-
scope. The observed grains are larger than single clusters
in the beam, and they result from an aggregation mecha-
nism. The grain size depends on the precursor size: typical
dimensions are shown in Figure 18(A), where the whole size
distribution for films grown by small and large clusters is
reported. The difference in grain size distribution suggests
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Figure 17. Tapping mode AFM topographies at different magnifica-
tions of a cluster-assembled carbon film. Typical granular morphology
characterized by grain diameter of 10–20 nm can be observed. (A) Scan
size 1000 nm× 1000 nm. (B) Scan size 100 nm× 100 nm.
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Figure 18. (A) Grain size distributions of films deposited with large
(white bars) and small (black bars) clusters. (B) Relative weight of
roughness (RWR) for films deposited with different cluster mass dis-
tributions with different thicknesses. Open circles: small clusters; black
squares: large clusters.

that large precursors aggregate in larger basic units. The
grain size distribution seems to be independent of film thick-
ness for a given cluster mass distribution. This fact further
corroborates the assumption that grains are the basic units
of nanostructured carbon film morphology in the dimension
range observed by AFM.
On a micrometric scale, the morphology at a given thick-

ness is the result of the coalescence of the primeval grains
into larger units. This observation directly suggests the exis-
tence of a statistically scale-invariant morphology repeating
itself across a limited number of decades. The scaling range
depends on the deposition duration, and hence on the film
thickness.
The cluster size strongly affects the velocity of film rough-

ening. This can be seen in Figure 18(B), where the rela-
tive weight of roughness (RWR), defined as the ratio of
twice the roughness on the film thickness, for films assem-
bled with small and large clusters of different thicknesses,
is shown. Extrapolating the two sets of data in the range
100–1000 nm, it can be noticed that the RWR of films grown
with large clusters is systematically larger over the whole
range of thickness. Films grown with large clusters are gen-
erally rougher than films grown with small clusters with the
same thickness.
Among a rather smooth distribution of grain dimensions,

AFM pictures show the presence of larger isolated features
randomly distributed over the film surface. These random
nodular defects are protruding from the film surface, in anal-
ogy to what is observed for atom-assembled films; their den-
sity increases with film thickness until they start to coalesce.
The film thickness where coalescence takes place depends
on the precursor size. The density of these nodules appears
to be higher in the films grown from large clusters.
The presence of nodular defects plays an important role

in the development of a rough scale-invariant morphol-
ogy, where the larger units can no longer be distinguished
as isolated. This happens over typical critical thicknesses
around 200 and 2000 nm for samples assembled by small
and large clusters, respectively. Figure 19 qualitatively shows
the roughening process leading to scale-invariant morphol-
ogy. This process is qualitatively similar for films grown with
clusters of different sizes. Small grains and nodular defects
coexist at low coverage (Fig. 19, left). At high coverage
(Fig. 19, right), a cauliflower-like scale-invariant morphol-
ogy develops. The tuning of the precursor mass distribution
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Figure 19. Tapping mode AFM pictures showing the roughening pro-
cess during the growth of nanostructured carbon. A fine raster of
grains and isolated nodular defects coexist at low coverage (left), while
a cauliflower-like scale-invariant surface develops at high coverage
(right). The behavior is similar for films grown with clusters of different
sizes, although the thicknesses at which roughening occurs are different.

allows controlling the relative weight of roughness in the
film, together with the film granularity [73].
In a simple picture of growth, basic morphological units

(the grains) aggregate in larger and larger superunits, lead-
ing to a scale-invariant morphology. Such a morphology is
self-affine, rather than self-similar because of its anisotropy
due to the existence of a preferred direction, the direction of
growth [57]. Scale invariance extends up to three decades in
our thick films. Typical correlation lengths for films assem-
bled by small clusters range from 50 nm to 4 �m. The lowest
value refers to film where the density of nodular defects is
low and their coalescence has not taken place. Apart from
isolated nodules, large structures are not present, and con-
sequently, the correlation length closely reflects the size of
the basic morphological units. As long as the morphology
develops and larger and larger features appear, the corre-
lation length increases. A similar behavior is seen for films
assembled by large clusters, and it is observed at consider-
ably lower thickness.

5.7. Scanning Tunnel Microscopy

The first stages of growth of films assembled by car-
bon cluster deposition have been investigated by scanning
tunnel microscopy (STM) in ultrahigh-vacuum conditions
(P < 8 × 10−10 torr) [78]. Carbon clusters have been
deposited at room temperature on a stepped Ag (110) sur-
face in a regime of submonolayer coverage to study the
consequent formation of islands. Figure 20 shows an STM
image of carbon particles on the terraces of the silver sub-
strate. A preferential location of the islands at the step edges
is found. From this observation and from the analysis of the
size distribution of the islands, it has been concluded that
the clusters can diffuse on the metallic surface. A simulation
of the cluster aggregation mechanism highlights that a mere
two-dimensional case is incompatible with the experimental
data [78]. We observe a correlation between the averaged
apparent height of the islands and the corresponding mean
diameter well matched with a preferential three-dimensional
growth of the islands together with a small contribution of
the two-dimensional aggregation mechanism.
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Figure 20. STM images of cluster aggregates on stepped Ag(1 1 0) sur-
face (Tdep = 300 K, tdep = 20 s) for several scanning area: (a) 300 ×
300 nm2, (b) 150×150 nm2, (c) 210×210 nm2, and (d) 50×50 nm2. The
last one is the acquired image corresponding to the zone surrounded
by a circle in (c). The graph represents the profile corresponding to the
dashed line. Reprinted with permission from [78], F. Siviero et al., Surf.
Sci. 513, 381 (2002). © 2002, Elsevier Science.

A transition from two different growth modes occurs, and
the final appearance of the film can be strongly affected by
the first stages of growth. As reported in Section 5.6, AFM
analysis of nanostructured films (from about 100 nm up to a
few microns) shows that their morphology evolves toward a
self-affine structure with increasing surface roughness. This
suggests the possibility of changing the growth dynamics of a
thick film acting on the parameters that determine the first
stages of nanostructured carbon growth.

5.8. Electronic Spectroscopy

X-ray photoemission spectroscopy (XPS) and electron-
energy-loss spectroscopy (EELS) can provide information
on how the nanostructure influences the electronic proper-
ties of cluster-assembled carbon [67].
The XPS valence-band (VB) spectra of polycrystalline

diamond, of the HOPG sample, and of the nanostructured
sample are shown in Figure 21. Despite the structural inho-
mogeneities of the film, no significant changes have been
observed in the VB spectra for materials deposited with
small or large clusters. In Figure 21, each spectrum shows a
broad and intense peak (1) at about 20 eV, a second peak (2)
between 10 and 15 eV, and a third not well-defined shoulder
(3) between 10 eV and the top of the valence band. The first
peak is ascribed to structures of primarily C 2s character,
the second peak has a mixed sp origin, while the structure
(3) can be related to 2p� and 2p� orbitals [81]. The NS
sample spectrum also shows a structure at 26 eV, which is
assigned to O 2s due to contamination. On the other hand,
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Figure 21. Valence band XPS spectra of HOPG, polycrystalline dia-
mond, and the nanostructured carbon sample. The solid line is obtained
after smoothing, and it is shown as an eye guide. Reprinted with per-
mission from [67], E. Riedo et al., Solid State Commun. 116, 287 (2000).
© 2000, Elsevier Science.

the O 2p structure is significantly attenuated with respect to
the O 2s feature due to its smaller cross section [82].
Electron-energy-loss spectra of nanostructured films pro-

duced with large and small clusters and a HOPG sample
are shown in Figure 22 after subtracting the contributions
from double scattering and the background. It is worth
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Figure 22. Electron-energy-loss spectra of nanostructured films pro-
duced with large and small clusters and an HOPG sample. RLC: rich
in large clusters region; RSC: rich in small clusters region. The � + �
peak is resolved into Gaussian components. Reprinted with permission
from [67], E. Riedo et al., Solid State Commun. 116, 287 (2000). © 2000,
Elsevier Science.

observing that, differently from the XPS analysis and simi-
larly to Raman characterization, EELS reveals some impor-
tant differences between small clusters and large clusters.
The spectrum of HOPG shows loss features at 6.6 and
27.6 eV, representing the collective excitations of two groups
of valence electrons present in the sp2 bonded system. The
former is a � plasmon due to the � electrons alone, and the
latter is the plasmon due to all of the valence electrons [83].
The loss spectra of the RLC and RSC regions display two
loss features attributed to the � and � + � plasmons. The
� + � plasmon appears at 23.4 and 21.7 eV for the RLC
and RSC regions, respectively. This is, in both cases, at a
reduced energy as compared to HOPG. This can be due to
the lower atomic density of cluster-assembled carbon with
respect to graphite.
These data indicate that XPS is not sensitive to differ-

ent structures originating from different cluster precursors
at variance with Raman and EELS, which show spectral
signatures of the predominant precursor clusters. In cluster-
assembled systems, a mixture of various chemical environ-
ments local to the carbon site is always present. The density
of states, as probed by XPS, is thus expected to average over
a variety of spectral contributions representative of these
carbon site inhomogeneities. Even though different weights
of these specific components are expected to vary depend-
ing on the precursor mass distribution, it is likely that the
overall DOS is not significantly affected. In contrast, EELS
is much more specific in its spectral response since it sees
primarily how many “delocalized electrons” are present in
different systems with respect to the valence-band electron
bound into more localized configurations, as might be the
case for fivefold or sevenfold rings.
In-situ electron spectroscopy investigation of carbon clus-

ters produced via SCBD and deposited on Ag(100) and
Si(100)–(2× 1) surfaces has been reported [84]. This avoids
oxygen or moisture contaminations. Already at very low cov-
erages, the cluster-assembled material shows an electronic
structure dominated by features typical of amorphous sp2

carbon. No significant changes of the electronic structure
have been observed up to the formation of a thick film.
The resulting nanostructured carbon is characterized by a
semimetallic behavior. Postdeposition thermal annealing of
nanostructured carbon deposited on Si(100)–(2 × 1) brings
about the formation of an SiC film (Fig. 23). The conver-
sion to SiC initiates at temperatures lower than usually seen
when the precursors are fullerene molecules.
The coordination of carbon atoms in a nanostructured

film can be obtained by near-edge X-ray absorption fine
structure spectroscopy (NEXAFS). X-ray absorption at the
carbon K edge depends principally on the atomic number
Z, and consequently, the cross section is independent of the
carbon atom coordination. The 1s → �∗ and 1s → �∗ reso-
nances in sp2 carbon and 1s → �∗ resonance in sp3 carbon
present a distinguishable difference in energy, and a sim-
ple identification of each contribution can be made. Thus,
a quantitative determination of the amount of sp2 can be
performed [66].
The NEXAFS C K-edge spectra of as-deposited nano-

structured (SCBD) and amorphous (a–C) films are shown
in Figure 24. For comparison, the spectra of graphite and
diamond are also reported.
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Figure 23. UPS spectra of a thin film (≈1 nm) deposited on Si(100)–
(2× 1) at different annealing steps. The typical features of an SiC layer
appear above 700 �C. An SiC spectrum obtained with a different tech-
nique is also shown for comparison. Reprinted with permission from
[84], E. Magnano et al., Phys. Rev. B (in press). © American Physical
Society.

The shape of the graphite spectrum is similar to that of
graphite spectra reported in the literature [85]. The dia-
mond spectrum shows the characteristic feature at 302.7 eV
related to the second absolute gap [86]. Nevertheless, the
sharp core exciton peak [87] at about 0.2 eV below the onset
of 1s → �∗ transitions (∼288�5 eV) cannot be resolved. In
Figure 24, the spectra of a–C and SCBD samples show a
preedge resonance at about 285.3 eV due to transitions from
the C 1s level to unoccupied �∗ states of sp2 (C C) sites,
with eventually, also, the contribution of sp (C C) sites if
present. This peak is also present in the diamond spectrum,
and originates from a graphitic phase contained in the mate-
rial already detected by X-ray diffraction measurements.
Another relevant peak arises at 288.8 eV, more evident in
the amorphous carbon films and reduced after etching in
the SCBD samples. The as-deposited SCBD samples also
show a prominent resonance at 286.8 eV partially reduced
after etching and implantation. The amorphous nature of
the films induces a spread of the �∗ resonances, and no
recognizable structures can be identified. Thus, the broad
band between 290 and 310 eV is the result of overlapping C
1s → �∗ transitions at sp, sp2, and sp3 sites.
The position of the peaks in the preedge region can

be determined by means of the second-order derivative of
the spectrum, as described in [86]. Four principal minima
appear, and the corresponding energies can be used as the
initial inputs of the peak positions in the fit procedure. The
preedge resonances can be fitted with symmetrical Gaussian
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Figure 24. NEXAFS C K-edge spectra of as-deposited nanostructured
and amorphous carbon films. The samples of the two pairs [S#3(CBD)–
S#4(CBD) and S#1(a–C)–S#2(a–C)] differs with respect to the growth
conditions (see text). The anodic deposit grown in the cluster source is
indicated as “Anode.” It has been used as a 100% sp2 reference sample
for the evaluation of the sp2 content of the carbon films. For com-
parison, the spectra of graphite and diamond powder are also shown.
Reprinted with permission from [66], C. Lenardi et al., J. Appl. Phys.
85, 7159 (1999). © 1999, American Institute of Physics.

curves. The width of these peaks is dominated by the disor-
dered nature of the deposit. The edge jump at the ionization
potential is represented by an erf function multiplied by an
exponential decay. Since various shifts of the C 1s due to
different chemical states are present, the use of only one
step edge could be regarded as too rough an approximation.
For this reason, it may be useful to consider the step width
as a free parameter in the fit in order to include many dif-
ferent ionization potentials within a single broad step. For
the best fit, a step width of about 0.9 eV is obtained. The �∗

resonance region has been fitted with two Gaussian curves
having an exponential tail at higher energies, and dropping
down in a similar fashion to the step function at the absorp-
tion edge. The first peak (at 285.3 eV) is due to �∗ anti-
bonding orbitals principally originating from C C bonds.
The amount of this bond type can be partially overestimated
in the case of CBD films since, in these layers, a certain pro-
portion of C C bonds seems to be present (usually disre-
garded in amorphous films), and may therefore contribute to
the area of 1s→ �∗ resonance of the C C bond. The aver-
aged full width at half maximum (FWHM) of the peak at
285.3 eV for the as-deposited a–C films is 1.9 eV, and for the
as-deposited CBD films is 1.7 eV. After the N implantation
and/or sputtering, the value is 1.9 eV. For the graphite, the
FWHM is evaluated to be 1.1 eV, and for the anode, 1.3 eV.
The width of the 1s → �∗ resonance of the C C bond is
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thus considered as an index of disorder on a local scale. This
effect is correlated with the presence of different distorted
sp2 sites and defects. Furthermore, the peak position lies at
lower energy (a shift of 0.4 eV) with respect to the graphite
and the anode for both types of prepared samples. From
NEXAFS peak analysis, an sp2 of 63% can be evaluated.

6. PROPERTIES AND APPLICATIONS

6.1. Electrical Transport

Conductivity in disordered carbon materials has been
ascribed to the segregation of sp2 phases with conjuga-
tion of � bonds that in a mixed sp2/sp3 system can cause
the appearance of complex transport phenomena [61, 88].
Carbon materials with resistivities rather uniformly dis-
tributed in the whole range from graphite to diamond have
been observed [89]. The development of an industrially scal-
able carbon film deposition technique providing a continu-
ous tuning of the conductivity, over even a part of this range,
would be a valuable tool for the production of electronic
devices. The study of electrical conduction in nanostructured
carbon-based materials is thus of great interest, both for
developing new applications and for fundamental studies.
The electrical conductivity of cluster-assembled films is

quite sensitive to the properties of the deposited clusters:
the resistivity may change by up to three orders of mag-
nitude by changing the cluster dimensions, and even more
by introducing metallic impurities in the beam [90]. This
feature suggests the possibility of producing materials with
tailored electrical properties.
Moreover, due to the high porosity, the conductivity of

ns–C films is strongly sensitive to the gaseous environment:
this property should make this nanostructured material suit-
able for the production of gas sensors.
The I–V characteristic of nanostructured carbon films

deposited by SCBD indicates a strict ohmic behavior all
over the measured electric field range. Conductivity values
ranging from 7 × 10−6 to 4 × 10−4 (� · m)−1 have been
measured in-situ. Different behaviors have been observed,
depending on the substrate roughness and precursor clusters
used for deposition. In particular, films grown with small
clusters exhibit a lower conductivity. Exposure to air causes
a decrease of the conductivity whose evolution has been
followed up to six months after deposition. The difference
between films assembled with large and small clusters sig-
nificantly reduces after air exposure. Current–temperature
characteristics measured in-situ at various temperatures indi-
cate a thermally activated conductivity with energy of 0.3 eV.
The different conductivity regimes and their dependence on
film thickness suggest that this cluster-assembled material
has transport properties significantly different from atom-
assembled thin films [91, 92].
The electrical conduction properties of ns–C films have

been studied under different thermal and environmental
conditions, showing a clear ohmic behavior when I–V char-
acteristics were recorded at any experimental condition. The
conductivity appears to be influenced by the gaseous envi-
ronment, and in particular, it is strongly reduced after the
first exposure of the sample to ambient air. This evidences
that electrical characterization on porous carbon systems

should be carried out under accurately controlled envi-
ronments. Furthermore, very slow kinetics of adsorption–
desorption processes have been observed, sometimes on the
scale of several days.

6.2. Field Emission

Electron field emission (FE) of carbon-based materials has
been widely investigated in view of the production of stable
and inexpensive cold flat cathodes [93]. Interesting emission
properties in terms of low turn-on fields and high emis-
sion currents are typical of various systems such as a–C:H,
a–C:N, and diamond-like films [94–96]. However, these
materials show severe limitations in terms of site emission
density.
FE properties are determined by the coexistence of sp2

and sp3 bonding to form “chemical inhomogeneities” [97]
and, more generally, by the presence of a structure at the
nanoscale. Systems based on carbon nanotubes, nanocrys-
talline diamonds, and carbon clusters have been proposed
as a promising alternative to more conventional materials in
terms of extraction fields, current densities, and site emis-
sion densities [98–101].
The presence of sp2 clusters and their organization play a

very important role in determining the FE performances; it
is then important to control the size, structure, density, and
mutual interaction of these clusters in order to understand
the basic mechanisms underlying the observed phenomena,
and to produce materials with tailored properties [102].
Figure 25 shows representative current density J ver-

sus electric field E curves obtained during field-emission
measurements. The sample was first measured as grown,
and was remeasured after chemical etching in an HF:NH4F
solution for 10 min. By defining the threshold field Eth
as that required to get a field emission current density of
10−9 A/cm2, Eth was 3.8 V/�m for the as-grown film,
decreasing to 2.6 V/�m after chemical etching.
Carbon thin films were deposited using a modified car-

bon arc method, where a jet of nitrogen gas was used to
create a high-pressure region in the vicinity of the electric
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Figure 25. Current density (J ) versus applied electric field (E) for
the AJCA material before and after etching. In this case, the mate-
rial has been deposited at room temperature, using an arc current
of 140 A with a nitrogen jet creating a background pressure of 1 ×
10−3 mbar. Reprinted with permission from [5], G. A. J. Amaratunga
et al., in “Nanostructured Carbon for Advanced Applications.” Kluwer,
Dordrecht, 2001. © 2001, Kluwer Academic.
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arc. HREM analysis demonstrated that the material includes
clusters of fullerene-like nanoparticles. Field-emission mea-
surements revealed that the resultant material has a rela-
tively low threshold field and a high field-emission current.
Correlating the HREM and field-emission results suggests
that the good field-emission properties are related to the
protrusion of clusters of nanoparticles, which are topograph-
ically and electronically suitable to cause a concentration
of the external electric field over their tips. This is further
supported by the fact that the field-emission characteristics
of the nanocomposite films examined were broadly similar
to those achieved with nanotube suspension films. Chemi-
cal etching of the material deposited by the AJCA method
resulted in a further improvement of the field-emission char-
acteristics. It is proposed that the removal of the amorphous
material from the vicinity of the carbon nanoparticles dur-
ing chemical etching results in an increase in the number
of emission sites that are close to the dielectric matrix–
vacuum interface, while the change of the dielectric medium
around the tips of the nanoparticles that are exposed to
vacuum leads to an increase of the local value of the elec-
tric field applied over the exposed tip. This consequently
leads to easier emission of electrons from the protruding
nanoparticles [5].
The field-emission properties of cluster-assembled car-

bon films deposited by SCBD have been investigated [101,
103]. A typical example of the emission stages for a cluster-
assembled film is shown in Figure 26. Initially, the current is
constant, or weakly increasing with the applied field. Above
a certain value of the field, about 15 V/�m in this case,
an irreversible process occurs, and the dependence becomes
stronger, leading to a large hysteresis between the upward
and downward voltage ramps. The next cycles follow the new
track with little hysteresis, and give stable emission charac-
teristics. This process is often called conditioning [104]. In
the cycles after conditioning, the emitted current increases
exponentially up to 10−6 A, and then saturates to about
5 · 10−4 A. High-resolution SEM confirmed that no morpho-
logical damage, that is, crater formation, on the nano- and
mesoscale occurred upon conditioning.
The cluster-assembled films show an emission behavior,

characterized by an initial turn-on field above 10 V/�m,
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Figure 26. I–F characteristics of a cluster-assembled carbon film. The
relevant steps of the conditioning process are shown (the cycles are
named after the max voltage applied during the ramp). The turn-on
field is 12.5 V/mm in the first cycles, and decreases to 4 V/mm after
high field conditioning. Reprinted with permission from [103], C. Ducati
et al., J. Appl. Phys. 92, 5482 (2002). © 2002, American Institute of
Physics.

decreasing to 2–5 V/�m at the end of the conditioning pro-
cess. The average threshold field, that is, the field that corre-
sponds to an emission current density J of 1 �A/cm2, ranges
between 9.4 and 16 V/�m for the samples deposited at room
temperature, and between 6 and 10 V/�m for the samples
heated during the deposition. For the latter case, thresh-
old fields as low as 4 V/�m were measured at the end of
the conditioning process. The emission site density (ESD)
measured in a parallel-plate configuration is on the order
102 cm−2 after a long conditioning process.
Films deposited with small clusters (that means with no

large graphitic particles) showed a poor emission perfor-
mance: a high turn-on and threshold field, a low saturation
current (one–two orders of magnitude lower) and an ESD
of 1 cm−2. Since the filtering nozzle eliminates the high-mass
component from the cluster beam, it leads to a low num-
ber of graphitic inclusions in the film, and hence to a more
resistive, amorphous material that is hard to condition.
A strong correlation exists between substrate heating and

the effectiveness of the conditioning process, leading to a
larger variation of the field-emission parameters for the sam-
ples annealed during or after deposition. A similar trend
was observed for the ESD: thicker samples heated dur-
ing deposition showed a larger increase in the number of
emitting spots. Upon annealing, unsaturated or defective
metastable clusters undergo bonding rearrangements and
aggregation. This could cause the clusters to sinter together
and to eliminate defects (dangling bonds, nonsix-member
rings), decreasing their series resistance. The higher con-
nectivity of the heated samples seems to make their con-
ditioning process softer and more effective, with the final
turn-on field shifting to 2 V/�m (compared to 5 V/�m of
the unheated samples).
An interpretation of the results might follow the model

proposed by Ilie et al. [102] for sp2 bonded clusters
in an amorphous matrix. Cluster-assembled films can be
modeled as a nanostructured matrix containing graphitic
nanoparticles in analogy with the systems described by
Alexandrou et al. [24]. The density, size, and spatial distri-
bution of these particles affect the field-emission properties.
Tubes, onions, and, in general, large graphitic clusters can be
linked together to form an sp2 correlated conductive chan-
nel perpendicular to the surface plane. The field lines focus
onto the gap states of the sp2 channel, creating a negative
space charge in the film. The large local field lowers the
surface barrier, giving rise to preferential emission from the
channel tip.
Heating during deposition seems to favor intercluster

linking and rearrangement of metastable species toward
more ordered conductive structures. This sintering increases
the size of the emission channels, either in length or in
gap state density, relative to those of the unheated samples.
The difference between the two growth conditions is evi-
dent at the first stages of emission, where the field enhance-
ment for the heated samples is nearly twice as large as for
the unheated ones (i.e., double channel “length” for the
same film thickness). In the intermediate regime, the applied
field might induce an extension in the sp2 channels in the
unheated samples to a size comparable to that of the heated
ones, so that they exhibit the same field enhancement. The
final stage of the measurement not only opens new emission
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channels, but also completely develops the sp2 channels of
the heated samples, whereas the unheated ones do not show
any further development either in the slope/channel length
or in the intercept/emission area. The material deposited
with the filtering nozzle, lacking ordered sp2-bonded regions
on the mesoscopic scale, proved to be highly resistive and
unsuitable for field-emission applications [103].

6.3. Mechanical and Tribological Properties

The hardness of carbon films containing fullerene and
onion-like nanoparticles has been measured by nanoindenta-
tion using a 5 nN load. The elastic recovery was obtained by
load-displacement curves [22]. The hardness and elasticity
values were found to be 42 ± 4 Gpa and 60%, respectively,
while the same parameters for conventional carbon films
obtained by arc deposition were found to be 27± 3 Gpa and
40%. This suggests that the incorporation of fullerenes and
nanotubes in the amorphous matrix improves the mechani-
cal properties of the system.
From Brillouin scattering data, the mesoscopic elastic

properties of SCBD carbon films have been obtained
[51, 52]. The shear modulus and the bulk modulus turned
out to be, respectively, � = 4�0 GPa and B = 3�67 GPa, cor-
responding to a very low Poisson’s ratio ". The numerical
value of � is in the range of the C44 elastic constant of hexag-
onal crystalline graphite, and equals the value of its shear
modulus along the c axis, as reported in [105–107]. This
last result can be compared with Raman measurements dis-
cussed above, which point out the mainly sp2 carbon bonding
present in the disordered granular structure of the films on
a nanometer scale. Yet the cluster-assembled carbon is not
elastically identical to nanocrystalline graphite: in fact, the
values of B (and, consequently, of the Poisson’s ratio) are
significantly different [106, 107].
Elastic properties of films grown with small clusters can

be evaluated from the propagation velocities of the observed
modes in the thick film spectrum. Knowing the longitudi-
nal velocity vL and using vL = √

C11/� (with the previously
discussed density value � = 1�25 ± 0�05 g/cm3), we found
5�4 ± 0�4 GPa for the C11 elastic constant. The value
2�5±0�2 GPa for the shear modulus �= C44 was determined
using the relation vT = √

C44/�. Since for a semi-infinite
medium the transverse bulk wave velocity vT depends only
on vL and on the Rayleigh wave velocity vR, we found
vT solving numerically the corresponding equation. Know-
ing C11 and C44 allows completely characterizing the elastic
properties of an isotropic material and other elastic con-
stants such as the bulk modulus B, Poisson ratio ", and
Young modulus E. We found E = 5�3 GPa, B = 2�1 GPa,
and " = 0�07. The comparison with diamond elastic con-
stants E = 1141 GPa, B = 442 GPa, and " = 0�07 indicates
a very soft and highly deformable material [76].
Cluster-assembled carbon films have also shown the capa-

bility of accommodating mechanical stresses. This provides
the opportunity to grow films with a thickness of several
microns without delamination [18, 29, 53].
The understanding and control of friction, adhesion,

lubrication, and wear in nanostructured systems are essen-
tial requisites to validate the use of nanomaterials for
highly demanding structural applications [107, 108]. The

rapidly growing number of applications based on micro-
electromechanical systems (MEMS) and the new perspec-
tives opened by the production of nanoelectromechanical
systems (NEMS) make necessary the development of an
entirely novel class of protective and lubricant coatings with
improved mechanical properties at the nanoscale [109]. Dia-
mond and the various types of amorphous carbon show
interesting tribological properties such as high elastic mod-
uli, good lubrication properties, low stiction surfaces, and so
on [110]. These properties are controlled by a combination
of physicochemical properties of the surfaces such as sp2/sp3

ratio, surface roughness and porosity, and by the presence of
contaminant layers [111]. Because of the peculiar control of
these parameters, which is allowed by the SCBD technique,
the tribological properties of SCBD nanostructured carbon
are worth being investigated.
Friction force microscopy [112, 113] is the state-of-the-

art technique for the quantitative characterization of impor-
tant friction parameters, such as the friction coefficient, and
other tribological parameters, such as adhesion and wear
at the submicrometer scale. At these scales, moreover, the
mechanical behavior is influenced by several parameters that
must be taken into account in order to extract quantita-
tive and reproducible results. Among them, the morpholog-
ical parameters, such as roughness, granularity, and power
spectrum of the surface, play an important role [114–116].
Because of its ability to simultaneously acquire topographic
and friction maps, AFM turns out to be a privileged can-
didate to perform quantitative nano- and microtribological
characterization of materials having a corrugated surface.
The case of nanostructured materials is somehow peculiar
since the typical size of the AFM probe is close to or even
comparable to cluster size. In this case, peculiar tip–sample
interactions and topographic effects should be expected.
Eventually, it must be considered that the sub-micron tribo-
logical properties measured with an FFM–AFM apparatus
are not directly comparable to the macroscopic ones. How-
ever, a study at the submicron scale may help identify the
effects of physicochemical and environmental parameters on
the tribological performances at larger scales.
The tribological properties of nanostructured carbon films

grown by SCBD have been characterized [117]. Films grown
with large and small clusters in dry and humid nitrogen envi-
ronments have been investigated. It has been found that
the friction behavior of nanostructured carbon at the nano-
scale is well described by a modified Amonton’s law (linear
dependence on total load plus offset), typical of a multi-
asperity friction regime, demonstrating that a nanometer-
sized contact such as the one realized in FFM experiments
does not necessarily lead to a single-asperity friction regime.
The value of the friction coefficient measured in FFM exper-
iments was about 0.081–0.086 ± 0.01. Friction coefficients
measured on carbon-based materials span from 0.009 (for
HOPG in air) to 1 for DLC in UHV [118]. Molecular
dynamics simulations of FFM experiments on the same
samples (simulated themselves with MD [18]) support this
interpretation, and show a qualitative agreement with the
experiments. Simulations show a linear trend of the friction
versus load curve with a finite offset, different from zero
in the limit of the experimental error. The quantitative dis-
crepancy between theoretical and experimental results is not
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surprising, and it can be attributed to the parameterization
of the interaction potentials and in the choice of using car-
bon tips in the simulations of the FFM experiments.
As confirmed also by MD simulations, in the limit of the

experimental error, the nanostructure of the films seems to
have very weak or no influence on the friction coefficient. In
analogy to the macroscale, one could expect that films grown
with large clusters, and hence containing a larger number of
well-organized graphitic regions, should show a lower fric-
tion coefficient [118]. This is not observed. The friction coef-
ficient is also found to be independent of relative humidity.
Null or weak dependence of friction coefficient and adhe-
sion on the relative humidity was reported in literature for
carbon-based materials [119–121]. One possible explanation
for the behavior of our films in a dry environment is the
hydrophilic nature of cluster-assembled carbon [122]. The
low density and large porosity of these systems in conjunc-
tion with a nonnegligible wettability may favor the formation
of a water layer lasting even in dry nitrogen, with the for-
mation of a water meniscus between the tip and the surface.
Buzio and co-workers also reported on the friction char-

acterization on cluster-assembled carbon films produced by
SCBD [123, 124]. A nonlinear dependence of friction on
load, well fitted by the Hertzian-plus-offset model, using a
silicon tip with a radius of 30 nm and a scan length of
50 nm, has been found. On the other hand, a linear depen-
dence of friction on load is found by scanning on an area of
1 �m square, with a friction coefficient of about 0.13–0.20.
The nonlinear dependence has been attributed to a possi-
ble passivation of the sample surface, and to the presence
of a water layer, which would induce a transition from a
multiasperity to a single-asperity contact (i.e., from a linear
to a power-law dependence), as explained in the framework
of the composite-tip model [125]. For a larger scan length
and relatively larger scan velocity, the tip–sample interface
is broken and reformed rapidly, and the smoothing action
of water and impurities is less effective. This hypothesis is
confirmed by the results of Podestà et al. [117], apart from
differences observed in the numerical values of the friction
coefficients.
Summarizing, FFM experiments on nanostructured car-

bon films grown by SCBD show that a modified Amonton’s
law, typical of a multiasperity contact, can describe the fric-
tion behavior at the submicron scale. The presence of water
and the high reactivity of sp2–sp3 material play an impor-
tant role in determining a multiasperity-like contact also at
these very small scales. Molecular dynamics simulations sup-
port this interpretation, and show a qualitative agreement
with the experiments. On smaller scales, the passivation of
the surface by contaminants and water can lead to a single-
asperity friction regime. The friction regime was thus found
to depend on the length scale considered. This suggests that
the tribological behavior of a nanostructured solid is “scale
sensitive,” and one should always consider the scale fac-
tor before making a comparison or extrapolations. Although
numerical comparison with other carbon-based systems must
be considered with high caution, cluster-assembled carbon
shows a low friction coefficient, even in a dry environment.

6.4. Gas Storage

The nanostructured carbon films under investigation exhibit
a specific surface area of 665.3 m2/g, and a mesoporous
structure with the pore size distribution showing a maximum
at 34 Å.
NEXAFS measurements indicate the presence of

chemisorbed hydrogen. With this technique, we cannot
assess if the chemisorption is induced by the photon
beam, which is able to disrupt (with unknown efficiency)
physisorbed water or hydrogen molecules, or is a process
taking place during exposures. However, the mechanism of
hydrogen chemisorption can be favored by the high number
of defects contained in our carbon films. They cause elec-
tronic localization which can induce a sacrificial donor effect
for the photosplitting of water or a hydrogen molecule.
Moreover, at present, information on the sorption kinet-
ics is still missing. The exposure parameters (pressure less
than 1 bar, 30 min, room temperature) could not be suit-
able for a relevant adsorption of hydrogen from the nano-
structured carbon. In any case, the capacity of these films
to adsorb hydrogen and releasing it, under moderate heat-
ing treatment, in a reversible way is evident. On the other
hand, TPD analysis completes the picture, showing the pop-
ulation of physisorption sites. The hydrogen content of the
sample exposed to H2, as estimated from NEXAFS spectra,
was about 0.5 wt%, in good agreement with the values for
not alkali-doped carbon nanotubes and graphite reported in
[126]. Nevertheless, the large area under the C–H∗ peak in
the as-deposited sample indicates that nanostructured car-
bon could have a bigger adsorbing capacity with respect to
the evaluated one. In spite of the limits in data interpreta-
tion addressed above, the obtained results on the absorption
of hydrogen in nanostructured carbon material are encour-
aging with regard to the possible use of this material in
hydrogen storage devices. Further investigations are planned
for a deeper understanding of the sorption mechanism, and
for an accurate evaluation of the hydrogen uptake capacity.
The hydrogen uptake by carbon-based materials has

aroused large interest in the scientific community [127, 128].
Very high adsorption of molecular hydrogen in carbon nano-
tubes [129–131] and in alkali-doped nanotubes [132] was
reported. Similarly, pure graphite nanofibers (GNF) [133,
134] seem to show a very high H2 adsorption capacity [128].
Theoretical work [135–137] was also stimulated by experi-
mental results since the mechanism of adsorption of such a
high quantity of hydrogen is not completely explained.
The porous structure of nanostructured carbon makes

this material a good candidate for the storage of gases
such as hydrogen. The porosity of the films and their
absorptive capacity were investigated by a gas adsorption–
desorption technique (BET) model. Particular attention was
paid to establishing if the process is reversible. The hydro-
gen adsorption was observed by temperature-programmed
desorption (TPD) and a near-edge X-ray absorption fine
structure (NEXAFS) [50]. Since the hydrogen absorption
seems smaller in films deposited with large clusters, and a
high deposition rate is a fundamental requirement for com-
petitive applications, the investigations on hydrogen uptake
capacity involved the films assembled with small-sized car-
bon clusters.
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The adsorption of H2 has been probed by means of TPD
analysis. The specific surface area has been determined by
BET characterization. The obtained value for the specific
surface area was 665.3 m2/g. The pore size distribution
showed a maximum for pores having a diameter of 34 Å.
TPD analysis for a blank sample and an H-exposed sam-

ple shows a correlation between the increment of the TPD
signal and the increase of the line for the sample exposed
to hydrogen (Fig. 27). In addition, no correspondent incre-
ments were observed for other monitored lines, principally
related to water, molecular oxygen, and a few hydrocarbon
fragments. The TPD peak at approximately 230 �C repre-
sents a population of physisorbed H2 sites. This peak was
very small in the first cycle due to the sorption of water and
hydrocarbon radicals during air exposure after the deposi-
tion. The heating up to 700 �C allowed the release of sites
suitable for physisorption. The exponential behavior start-
ing at approximately 500 �C is related to the desorption of
chemisorbed hydrogen. This branch is present in both sam-
ples, and its intensity decreases from cycle to cycle. This can
be due to the presence of hydrogen-containing contaminants
which are strongly reduced by iterating the TPD processes.
The mass of each sample was very low, and no reliable quan-
tification of the desorbed hydrogen can be made with the
experimental apparatus used.
A series of X-ray absorption measurements was per-

formed in order to verify the capacity of nanostructured
carbon deposits in absorbing and releasing hydrogen in a

100 200 300 400 500 600

Temperature (°C)

Q
ua

dr
up

ol
e

cu
rr

en
t×

10
–1

3
(A

)
T

P
D

si
gn

al
(m

V
)

Blank sample

m/e = 2
b)

a)

Hydrogen exposed sample

0

100 200 300 400 500 6000

99

100

101

102

103

104

3.4

3.5

3.6

7.3

7.4

7.5
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(TPD). (a) Thermal conductivity detector (TCD) signal. (b)
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Solid line: sample exposed to hydrogen; dashed line: blank sample.
Reprinted with permission from [50], C. Lenardi et al., Diamond Rel.
Mater. 10, 1195 (2001). © 2001, Elsevier.

reversible way, and the possible structural changes induced
by the thermal treatments. In the carbon K-edge NEXAFS
spectra, it was followed by the evolution of the C–H peak
288.5 eV of a film grown with the focalizer for different
sample treatments (see Fig. 28). The 1s → �∗

C–H resonance
indicates the presence of C–H carbon hydrogen bonds.
Dissociation of hydrogen-containing physisorbed species, in
particular water and H2, can be induced by X-ray beam pho-
tons or by catalytic properties of the deposits themselves.
Thus, with these measurements, it is not possible to discrim-
inate the cause of the hydrogen sorption; nevertheless, the
response of the nanostructured carbon to hydrogen expo-
sure can be reliably analyzed, as will be described in the
following.
In Figure 28, the NEXAFS spectra are presented in the

order with which they were acquired from bottom to top,
together with two reference samples: natural diamond, and
highly oriented pyrolitic graphite (HOPG). The sample was
subjected to a first degassing (500 �C, 20 min). Subsequently,
the sample was exposed first to air, and then to air with
high relative humidity. Afterwards, the sample was again
degassed under the same conditions, and finally exposed,
inside a prechamber, to hydrogen maintained at a pressure
of 800 mbar for 30 min at room temperature. The trend of
the C–H peak is evident: after the first annealing, the reso-
nance is strongly reduced, and only partially restored after
air exposure; the second air exposure does not lead to an
increase of the peak, indicating a sort of saturation of the
sorption sites; the second degassing again reduces the peak,
whereas the hydrogen exposure partially restores it. More-
over, there was no evidence of relevant modifications of the
film structure, even if the heating yields to an increment of
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sp2 sites, as can be argued from the small increase of the
C–C resonance at 285.3 eV. In order to point out the C–H
contribution of the sample after the different treatments, a
subtraction between the spectra has been made.
After calculations on NEXAFS measurements, the pres-

ence of chemisorbed hydrogen in nanostructured carbon
films is clearly evident. With NEXAFS, it is not possible to
assess if the chemisorption is induced by the photon beam,
which is able to disrupt with unknown efficiency physisorbed
water or hydrogen molecules, or is a process taking place
during exposures. However, the mechanism of hydrogen
chemisorption can be favored by the high number of defects
contained in our carbon films. They cause electronic local-
ization, which can induce a sacrificial donor effect for the
photosplitting of water or hydrogen molecule.
The exposure parameters (pressure less than 1 bar,

30 min, room temperature) could not be suitable for a rel-
evant adsorption of hydrogen from the nanostructured car-
bon. In any case, it is evident that the capacity of these
films is able to adsorb hydrogen and then release it, under
moderate heating treatments and in a reversible way. The
hydrogen content of the sample exposed to H2, as estimated
from NEXAFS spectra, was approximately 0.5 wt%, in good
agreement with the values for not alkali-doped carbon nano-
tubes and graphite reported in [132].

6.5. Electrochemical Properties
(Supercapacitors)

Electrical energy can be stored in faradaic (redox) batteries
and in electrostatic capacitors. Batteries are characterized
by high-energy density, that can rise up to 150 W·h/kg, but
poor power density, that with difficulty reaches 100 W/kg.
The batteries suffer from several weaknesses that cause a
rapid decrease of their performances. The origin may be
the fast charging and discharging or the cold environmen-
tal temperature. Moreover, they also have a limited lifetime,
and require expensive maintenance. Conversely, due to the
completely different physical principle on which electrical
energy storage is based, a capacitor has lower energy den-
sity but higher power density. Power density depends on
the velocity characterizing the energy transfer: capacitors
are much faster than batteries in delivering or accumulating
their energy. Therefore, while slow storage processes may
be performed with batteries, the fast ones have to be real-
ized with capacitors. Examples of technological applications
that could benefit from the employing of capacitors as fast
energy storage devices are the following.

• Engine starter: Today, the energy required to crank a
small or a big engine is stored in batteries, either Pb or
Ni–Cd. Because of their high internal resistance, which
limits the initial peak current, they have to be oversized.
Fast discharges and the cold environmental tempera-
ture could heavily affect battery properties.

• Hybrid vehicle: The mean power of a small car is about
30 kW, and its peak power should be about 60 kW.
Capacitors may supply the power to the electrical vehi-
cle required to meet the city road traffic conditions,
where power is suddenly requested or could be taken
from braking.

• UPS: The uninterruptible power supplies may have
some economical interests by using capacitors, thanks
to the suppression of an inverter and the suppression
of the maintenance. The energy supply during a limited
time, at a voltage much higher than that of batteries,
is easy to perform with capacitors. The limit of actual
capacitor technology lies in the fact that the capaci-
tance values obtained in real devices is too low for
most of the practical requirements. In fact, the energy
in a capacitor, being proportional to the capacitance,
the achievable energy density values are problemati-
cally small.

Besides different types of capacitor technology, the elec-
trochemical double-layer capacitor (EDLC), also designed
as a supercapacitor or supercaps, shows the highest energy
density. The performances of this device could fill the gap
between the batteries and the classical capacitors: it shows
the properties of a capacitor, but has the technology design
of a battery. Supercaps are attractive for their high energy
and power densities, and their long cycle life (>100)000).
In addition to the high specific power, the energy storage
in supercapacitors is simpler and more reversible than in
conventional batteries [138].
Supercapacitors are formed by two polarizable electrodes:

a separator and an electrolyte. The electrical field is stored
at the interfaces between the electrolyte and the electrodes.
The layer of the charges in the electrode and the layer of
solvated ions of opposite sign constitute the so-called “dou-
ble layer.” The dielectric medium is the high-permittivity
electrolyte. The electrode surface is extremely huge, and the
distance between the opposite charges is in the nanometer
scale due to the double layer. The double-layer phenomenon
at the boundary between an ionic liquid and a solid was been
discovered in 1879 by Helmholtz, and studied by several
authors [139]. A theoretical treatment can be easily found
in electrochemistry textbooks, for example, [140, 141].
At the surface of a metal in an electrolyte, the following

exchange reaction occurs, depending on the energies of the
different species in the electrode and in the electrolyte:

Mez+ + Ze− ↔ Me

Here, MeZ+ is the solvated metal ion (Z indicates the
valence), Ze− are the exchanged electrons, and Me is the
solid metal constituting the electrode. The positive or nega-
tive charges in the electrode are compensated by a layer of
cations or anions adsorbed at the surface of the electrode
(the double layer). If a potential is applied, the charge of the
double layer can be changed, that is, increased or decreased,
or even the sign of the charge may change. If the electrode
is immersed in an inert electrolyte, no reaction can occur
upon a potential change; only the double layer is charged.
There is no charge transfer between the electrode and an
electrolyte as long as the potential is smaller than the disso-
ciation potential of the electrolyte.
As reported in Figure 29, the double-layer thickness is

defined as half the diameter (a/2	 of the adsorbed solvated
ions. This simple model of the Helmholtz double layer is
called a rigid double layer [142], and corresponds to a two-
plate capacitor where the plates are at a distance of a/2.
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Figure 29. Helmholtz double layer in the approximation of rigid layer.
Correspondingly, the electric potential is reported as a function of the
distance from the electrode surface: +Me is the electrode potential, +oH

is the potential at the outer Helmholtz layer, and +El is the poten-
tial of the electrolyte. Reprinted with permission from [142], O. Stern,
Z. Electrokem. 30, 508 (1924). © 1924,

The potential decreases linearly with distance to the elec-
trolyte potential within the adsorbate rigid layer (also called
the Stern layer). Due to thermal diffusion, the potential
decreases exponentially outside the outer Helmholtz sur-
face (, = 0). At , = -, the potential is decreased to 1/e
of the total potential (.+ = .+rigid + .+diff	. The value of
- is approximately 10 nm, and decreases with increasing
ionic concentration of the electrolyte. For an electrolyte con-
centration greater than 0.1 mol/l, - decreases to the outer
Helmholtz surface (0.1 nm). Therefore, the Helmholtz dou-
ble layer is a capacitor in which the charges of different sign
are separated by just a few nanometers: this allows EDLC
to have a high capacity.
The working voltage of an ECDL capacitor is determined

by the decomposition voltage of the electrolyte. For a single
cell and an organic electrolyte, it is approximately 2.5 VDC.
In addition, the operating voltage depends mainly on the
environmental temperature, the current intensity, and the
required lifetime. The capacitance of an ECDL capacitor
can be very large, for example, several thousands of farads,
thanks to the very small distance which separates the oppo-
site charges at the interfaces between the electrolyte and the
electrodes, and thanks to the very huge surface of the elec-
trodes. These capacitances are several orders of magnitude
greater than that of conventional capacitors.
The goal of ECDL capacitor research is to reach the

highest energy and power densities to get the smallest com-
ponent volume and weight for a given application. These
goals have been fixed by the U.S. Department of Energy
(DOE) to 15 W·h/kg for the energy density and 2000 W/kg
for the power density. To meet these values, it is neces-
sary to increase the capacitance density, to reduce the series
resistance (see below), and to increase the cell operating

voltage. The efforts are concentrated on the study of the
electrode surface, the electrode accessibility, and the elec-
trolyte decomposition voltage.
Nanostructured materials based on the assembly of car-

bon nanotubes are attracting increasing interest in view
of energy storage applications [143]. Several requirements
still remain to be fulfilled before the development of a
nanotube-based technology, in particular, the production
and manipulation of macroscopic quantities of nanotubes
with controlled structure and dimensions. In this sense, if
compared with other applications, electrochemical ones are
less demanding since a controlled nanostructure is required
without internal atomic perfection. The use of nanotube
mats and, in general, of nanostructured carbon materi-
als thus offers great potential for electrochemistry and,
in particular, for the production of porous electrodes for
supercapacitors.
Since the capacitance is proportional to the surface area,

electrochemical inert materials with the highest specific sur-
face area are utilized for supercap electrodes in order to
form a double layer with a maximum number of electrolyte
ions [144]. Therefore, carbonaceous materials in their vari-
ous forms have been studied as electrodes for the construc-
tion of rechargeable ECDL capacitor energy storage devices.
Activated carbon composites and fibers [145] with surface
areas up to 2000 m2/g (measured by gas absorption), as well
as carbon aerogels [138] with surface areas up to 850 m2/g
have been investigated. Unfortunately, a significant part of
the surface area resides in nanopores (sizes below 2 nm)
which are not accessible to the electrolyte ions. The surface
area that remains electrochemically accessible (mesopores,
macropores) reveals capacitance values well below the esti-
mated values. Therefore, the pore size distribution, together
with the surface area, are important for the determination
of the double-layer capacitance.
Niu et al. [143] realized supercap electrodes with free-

standing mats of catalitically grown nanotubes. The nano-
tube electrodes (diameter of 0.5 in) have shown a surface
area of 430 m2/g, and a measured specific capacitance up
to 113 F/g with an aqueous electrolyte, resulting in a power
density above 8 kW/kg. Although very promising, the use
of nanotubes in practical devices is limited by the complex
production/purification method, the small area of the free-
standing nanotube films, and the adhesion of nanotube mats
to large surfaces which have to be wound into a capacitor.
The morphological features of nanostructured carbon

films match the requirements on supercap electrodes. The
hierarchical organization of clusters in grain structures cov-
ering a wide range of length scales (from nanoscopic up to
mesoscopic) accounts for high porosity and low density, and
particularly fulfills the demand for a high specific surface.
As other forms of carbon, this material appears to be inert
with respect to the electrochemical processes involved in a
supercap. Difficulties could arise from the high resistivity of
cluster-assembled nanostructured carbon film [146], which
limits the power density.
With respect to nanotube-based technology, requiring a

complex sequence of steps to obtain the electrodes from
the as-grown material, supersonic cluster beam deposition
appears to be a simpler and versatile technique. Moreover,
the presence in the beam of clusters of different masses
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could allow the selection of precursors, thus modifying the
properties of the deposited electrode. Granularity and con-
ductivity should be the main properties to be controlled.
A single ECDL cell device was fabricated with two nano-

structured carbon electrodes with a thickness d = 0�8 �m
and a surface of 6 cm×6.6 cm (for each electrode) deposited
on an aluminum substrate (30 �m thick) serving as a collec-
tor. The two carbon electrodes were separated by a 36 �m
thick polymer separator as a membrane. The cell is impreg-
nated using a quartenary ammonium salt soluted in propy-
lene carbonate (PC) as an organic electrolyte. Impregnation
was performed under controlled conditions (argon inert
atmosphere) in a glove box. The carbon-coated electrodes
and the separator were stacked between two 3 mm thick
aluminum plates. Finally, the stack was pressed together
for better contact, and was sealed. A dc voltage is used to
charge the supercapacitor to its nominal voltage V0 = 2�7 V.
The capacitance C and the equivalent series resistance ESR
are determined by measuring the voltage over the contacts
of the ECDL cell during discharge over an external circuit
resistance Re of 100 �. A schematic view of the cell and the
setup for the C and the ESR measurement methodology is
shown in Figure 30.
The equivalent circuit of an ECDL capacitor consists of

a capacitance C, a parallel resistance Rp responsible for the
self-discharge, an inductivity L, and the equivalent series
resistance ESR representing the internal resistance of the
capacitor. The series resistance keeps the current low, and
therefore limits the power of the component and is respon-
sible for the electric losses. The key factors determining the
high energy and power density are the capacity (maximum
C is required) and the series resistance (minimal ESR is
required), respectively. The time constants of the charging
and discharging circuits are equal to 0Re +ESR	×C, while
the time constant of the self-discharge is equal to Rp×C. In
order to minimize the self-discharge, Rp should be as large
as possible.
The electrolyte itself strongly influences the capacity

as well as the series resistance of the ECDL capacitor.
Tanahashi et al. [145] did a comparison between aqueous
and organic electrolytes, showing on one side that organic
electrolytes can operate at higher voltages (up to 3 V com-
pared to 1.2 V for aqueous electrolyte), desirable for high
energy and power densities. On the other side, the aqueous
electrolyte reveals a higher capacity and an ESR lower by
a factor of 10. The lower ESR of the aqueous electrolyte,
desirable for high-power densities, is due to the higher con-
ductance of the ions, resulting in a voltage drop by a factor
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Figure 30. Schematic view of an ECDL cell and the setup for the
capacity C and the equivalent series resistance ESR measurement
methodology.

of 10 lower than for organic electrolytes at the beginning of
the capacitor discharge.
During tests, the nanostructured carbon ECDL prototype

was discharged over an external circuit resistance Re. The
voltage drop .U at the beginning of the discharge of the
capacitor allows us to determine ESR, while C is determined
on the basis of ESR after 20 and 30 s of discharge. The
capacity C and the equivalent series resistance ESR were
determined with the following equations:

C = −t
0ESR +Re	 · ln

(
0ESR +Re	 · Ut

U1) t=0·Re

)

ESR = .U

it=0
= .U · Re

U1) t=0 − .U
where t is the time, and Ut is the voltage at time t.
For the single-cell device, the best results are ESR =

1�13 ± 0�09 � and C = 0�099 ± 0�004 F; per surface unit:
ESR = 45�7 �/cm2 and C = 0�003 F/cm2. Based on these
values and with a density of 1 g/cm3, the specific capacity of
one electrode is c = 2C/d = 75 F/g. The maximal energy
density is given by P = U 2

max/04× ESR	, and with its nomi-
nal voltage V0 = 2�7 V, it results in 76 W·h/kg. The maximal
power density is 506 kW/kg [147]. These results demonstrate
that cluster-assembled carbon films are very attractive for
supercapacitor realization. The optimization of parameters
such as electrolyte accessibility, film conductivity, and inter-
face resistance is currently underway. The scale up of the
cluster deposition parameters to match industrial require-
ments will also be explored.

6.6. Nano- and Microfabrication
with Carbon Cluster Beams

The fabrication of functional devices based on nano-
structured materials requires the ability to assemble nano-
particles in micrometer and submicrometer patterns with
high precision and compatibility with planar technology
[148]. Physical and chemical deposition techniques are used
for the patterning of semiconductor, metallic, and polymeric
films and the production of dot arrays. These techniques
require putting resists or stamps in contact with a substrate
that undergoes different pre- or postdeposition etching or
thermal treatments [149–151].
The effect of etching or thermal treatments on cluster-

assembled materials has not been investigated systemati-
cally; however, several problems due to the “granularity” of
nanostructured materials can be expected.
For nanostructured films, a noncontact patterning has

been demonstrated based on the principle of depositing par-
ticle beams on a substrate through a stencil mask [152]. Due
to the use of supersonic cluster beams, this process has a
high lateral resolution, large area deposition, high deposi-
tion rate, and low temperature processing [153].
SCBD can be used for the fabrication of patterns of

micrometer-size cluster-assembled objects. By exploiting the
high intensity and collimation typical of supersonic expan-
sions, it is possible to create structures with a high aspect
ratio and controlled shape, arranged in ordered arrays on
any kind of substrate at room temperature.
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(A) (B)

Figure 31. (A) SEM images of ns–carbon pillars deposited on a poly-
meric substrate. A standard metallic TEM grid with round holes of
20 �m diameter is used as a mask. The mask–substrate distance is about
0.3 mm. (B) The same sample is tilted to show the 3-D nature of the
deposit.

Figure 31 shows SEM images of a pattern of nano-
structured carbon pillars obtained by deposition of carbon
clusters. The pattern has been obtained by using a round
hole grid. Atomic force microscope analysis reveals gran-
ularity at a nanometer scale based on the assembling of
grains with a mean diameter of 20 nm. Dots with complex
geometries and a high aspect ratio, as well as self-standing
microstructures can be obtained with this technique.
Key issues for micropatterning applications of SCBD are

process speed, resolution, surface finish, and substrate com-
patibility [152]. Supersonic cluster beam sources are char-
acterized by high directionality and high intensity. These
properties have been used for the thin-film metallization of
flat and microstructured surfaces [152]. SCBD allows the
creation of micrometer-size objects having a structure on
the nanoscale. The stencil mask is not in contact with the
substrate; patterns on different substrates such as silicon,
aluminum, copper, stainless steel, and polyethylene can be
deposited at room temperature.
Lateral resolution depends not only on the sharpness of

the mask edges, but also on the beam collimation. Super-
sonic expansions have a higher collimation compared to
effusive beams [49]; however, clusters in supersonic beams
can still have a nonnegligible thermal divergence and a
broad mass distribution [49]. With a standard supersonic
beam, a step produced with a straight edge mask is very
noisy, and not well defined [49]. In order to increase the step
sharpness, one should increase the degree of supersonicity
of the beam, but this will require a huge pumping system
[4, 49]. The use of a focusing nozzle can circumvent this
problem by concentrating the clusters on the center beam,
keeping intact the other expansion parameters. A step with
a width of 450 nm using a mask placed at 0.33 mm from the
substrate has been reported.

7. APPLICATIONS OF
CLUSTER-ASSEMBLED CARBON

Nanostructured carbon-based materials and, in particular,
those assembled from nanotubes, are attracting an increas-
ing interest in view of a wide variety of applications ranging
from micromechanics to electronics and energy storage
[154]. The use of cluster-assembled carbon films can be
an interesting alternative for applications in the above-
mentioned fields.
Nanostructured carbon films are good field emitters,

showing reasonably high current densities and stability [101,
103]. The use of supersonic beams allows deposition at

very high rates over sizable areas at room temperature.
This is a considerable advantage since it allows us to
overcome limitations for the thermal sensitivity of many
substrates. Compared to other emissive carbon films, cluster-
assembled carbon films can be deposited, for example, onto
glass substrates. In contrast, nanotubes can so far be formed
only under high-temperature conditions [155].
Pulsed-laser-induced electron emission has also been

observed from ns–carbon films. These properties may be of
interest for the construction of photoemitting cathodes with
applications for accelerator injectors [156].
Due to its high porosity and highly accessible surface area,

ns–carbon is a good candidate for the production of super-
capacitors [147]. Films with a density of 1 g/cm3 have shown,
in a dc regime, a specific capacitance per electrode of 75 F/g
and energy and power densities of 76 W/kg and 506 kW/kg,
respectively [147]. ns–carbon films, once deposited, do not
require further chemical purification or thermal annealing.
The use of cluster beams allows the deposition of films on
thin foil films compatible with the actual manufacturing pro-
cesses for supercapacitors [157].
Cluster-assembled carbon grown by pulsed laser deposi-

tion has been used for the production of preconcentrators
for gas trace analysis by gas chromatography micro-
sensors [29].

GLOSSARY
Cluster Aggregate of atoms, whose number of constituents
can vary from a few units to many thousands.
Nanostructured materials Materials whose building
blocks, instead of single atoms, are nanometer-sized units
(i.e. clusters).
(Supersonic) molecular beam A stream of molecules or
atoms, possessing high directionality, propagating in a vac-
uum environment. In the case of supersonic beams, mean
velocity is larger than the local velocity of sound.
Supersonic cluster beam deposition (SCBD) Technique
for the deposition of films exploiting a supersonic beam of
clusters. The film is grown in high or ultra-high vacuum,
intercepting the cluster beam with a suitable substrate.
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1. INTRODUCTION
There is currently enormous interest in the field of
nanoscale science and engineering because of (i) the novel
properties of matter found at the intermediate scale between
molecules and bulk materials and (ii) phenomena that occur
only at the nanoscale regime. Over the last decade the num-
ber of publications in the field of nanoparticle synthesis
has increased enormously. Gold nanoparticles in particular
are receiving renewed interest because of novel applications
being developed with this material. One of the reasons for
this renewed interest is the attractive combination of its opti-
cal properties, which depend on the electronic properties
rather than molecular structure, and the facile functional-
ization of this material with a variety of molecules. Despite
being known and used for centuries, the use of this mate-
rial is currently exhibiting a boom, particularly in the field
of materials science.

1.1. History

Accounts on the use of colloidal gold can be found through-
out history. The oldest object containing gold nanoparticles
is frequently cited as being the Lycurgus Chalice from fifth
century Rome [1, 2]. However, accounts of colloidal gold
preparations may extend further back in time. Colloidal gold
is found in treatments in the alternative medicine Ayurveda

(the traditional medical system of India), which has its writ-
ten origins in the Vedas, the sacred texts of India. The Vedas
are believed to be the oldest writings in the world. More
recent accounts of colloidal gold are its uses in alchemia
by Paracelsus around 1600 [3], incorporation of gold into
molten silica to create “ruby glass” [attributed to Johann
Kunckel (1638–1703)] [4, 5], and the experiments by Michael
Faraday that led him to attribute the color of ruby glass
and his aqueous solutions of gold (colloidal gold) to finely
divided gold particles [6, 7].

In addition to the early experiments by Faraday, col-
loidal gold was considered a useful research tool for particle
science in the early 19th century. This led to important
advances in the development of novel synthetic methods
for colloidal gold [8]. However, its main applications were
still relegated to the production of dyes for glass and fab-
rics. The development of a reproducible method through the
sodium citrate reduction method to produce colloidal gold
with controlled and reproducible properties [9] eventually
made possible its application to the fields of particle science
and cell biology [10–14]. Until recently, the wide use of col-
loidal gold for labeling studies in cell biology was one of
the more important applications of this material with a good
number of textbooks devoted to the subject [10–14]. How-
ever, during the last few years there has been a resurgence
of interest in colloidal gold because of the potential of this
material for a variety of applications related to nanoscale
science and engineering. The scope of this chapter will con-
centrate on these latest developments, particularly in their
relationship to nanoscale science and engineering.

1.2. Properties

Due to its large free electron density, colloidal gold has
been used extensively in applications involving electron
microscopy. As it turns out, the free electrons of metal-
lic nanoparticles also impart them with unique optical
properties, which can be explained in terms of classical
free-electron theory and simple electrostatic models of elec-
trostatic polarizability [7, 14]. It was Michael Faraday who
first explained the characteristic colors of colloidal disper-
sions of gold and ruby glass. Although his theoretical frame-
work was mostly qualitative, it formed the foundations for
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more elaborate theories on the colors of metallic colloidal
dispersions.

The optical properties of metallic nanoparticles with
radius, R, much smaller than the wavelength, �, of light
�2R/� � 1� can be estimated by assuming that the size
dependent interaction of the particles with light is static
(a direct result of �2R/�� 1� while the dielectric properties
of the free electrons in metallic nanoparticles are considered
dynamic. Under these assumptions, the theory predicting the
optical properties of metallic clusters is represented by the
sets of equations known as the Maxwell-Garnett formula
[14–18].

The polarizability � of a small spherical particle in a static
electric field is

� = 4��0�mR
3 �− �m
�+ 2�m

(1)

with �0 being the dielectric constant of vacuum, �m the
dielectric constant of the media the nanoparticles are
embedded into, and � the dielectric constant of the particle
(assumed equal to that of the bulk metal). For metals, the
dielectric constant is a complex number related to the index
of refraction n and absorption coefficient k as

� = �1���+ i�2��� = �n+ ik�2 (2)

and the magnitude of �1 and �2 are strong functions of the
frequency of the applied electric field (wavelength of the
incident light).

A direct result of Eqs. (1) and (2) is that the polarizabil-
ity of a metallic nanoparticle will be maximum when the
term �+ 2�m is minimum, that is, when ��1 + 2�m�2 + �2

2 =
minimum. During a typical ultraviolet-visible measurement
the extinction coefficient � is related to k as � = 4�k/�. The
overall absorption was obtained first by Mie [19] by integrat-
ing over a medium filled with nanoparticles according to

k = 9/2�3/2
m �N4/3�R3�

�2

��1 + 2�m�2 + �2
2

(3)

where N is the number density of the nanoparticles.
The term in parentheses represents the filling factor f =
�N4/3�R3�.

For dilute dispersions, Eq. (3) describes the absorption
of noninteracting particles. However, when the filling fac-
tor is large, each particle will be subjected to an average
polarization field due to surrounding particles. Under these
conditions, it is helpful to calculate an effective dielectric
constant

�eff = �m
1+ 2N�/�3�0�m�

1−N�/�3�0�m�
= �m

1+ 2f�
1− f�

with

� = �− �m
�+ 2�m

= �

3�0�mV
(4)

Equation (4) is known as the Maxwell–Garnett formula. A
direct consequence of the static approximation is that the
effective optical properties are independent of particle size.
The imaginary part of the refractive index is

k =
√

0�5
(
−�eff� 1 +

√
�2
eff� 1 + �2

eff� 2

)
(5)

In order to calculate an extinction coefficient it is necessary
to first obtain an estimate of the dielectric constants. For
metals, the dielectric constants can be approximated by the
Drude model [20]. According to this model the real and
imaginary parts of the dielectric constant are given by

�1 = 1− �2
p

�
and �2 = 1− �2

p

�3
�d (6)

where �p = √
ne2/�0me is the bulk plasma frequency, n is

the concentration of free electrons in the metal, and m
and e are the effective mass and charge of the electron
respectively. The term �d = vF /l represents the relaxation
or damping frequency with vF being the velocity of the
electrons at the Fermi level and l the electron mean free
path [14–17, 20, 21]. The Drude model allows an estimation
of the dielectric constants. In addition, tabulated values of
experimentally determined dielectric constants for bulk met-
als can be found in the literature [22]. Figure 1 shows the
simulated extinction coefficient of 10 nm gold nanoparticles
embedded in media with different dielectric constants. Tab-
ulated experimental values of the dielectric constants of gold
were used to simulate the spectra [22]. This figure shows
the sensitivity of the absorbance of the nanoparticles to
the dielectric medium surrounding them. Two features that
emerge from this figure are a slight redshift in the surface
plasmon resonance (SPR) peak position and an increased
intensity of the SPR absorption band. Thus, changing the
dielectric constant of the media surrounding the nanoparti-
cles results in changes on their optical absorption spectra.
Interactions of other materials with the nanoparticles’ sur-
faces can induce similar changes.

The optical properties of gold nanoparticles are also sus-
ceptible to the degree of interaction (aggregation) among
the particles. For a particle pair with a small enough center-
to-center separation, D, the oscillations of the surface plas-
mons differ significantly from those of isolated particles. In
aggregated pairs, two excitation modes can exist, parallel
or perpendicular relative to the axis pair. Longitudinal in-
phase oscillations differ significantly from transversal oscil-
lations with the former being significantly different from
noninteracting particles while the latter is only slightly red-
shifted. When interacting nanoparticle pairs are exposed to
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Figure 1. Simulated optical absorption spectra for 10 nm gold particles
embedded in media with �m = 1�0� 1�77� 2�0, and 2�5.
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an applied electrical field E, the resulting dipole moments,
�1j and �2j , of the two spheres are given by

�1j = �1E
∗ + �1�2j j

4��0�mD
3

and

�2j = �2E
∗ + �2�1j j

4��0�mD
3

(7)

with j = 1 representing the transversal mode and j = 2 the
longitudinal mode of oscillation. If the angle between the
electric field vector and the longitudinal axis of the particle
pair is �, then E∗ = E cos � for the longitudinal mode and
E∗ = E sin � for the transversal mode. The pair polarizability
for the longitudinal and transversal modes can be calculated
with these equations.

For nanoparticle pairs in a two-dimensional (2D) plane,
the average polarizability �pair� 2D is obtained when integrat-
ing over all possible orientations of the longitudinal and
transversal modes, giving

�pair� 2D =  

2
��1− 2 �R/D�3�−1 + �1+  �R/D�3�−1� (8)

where  = �� − �m��� + 2�m�. With the average polar-
izability �pair� 2D, an effective dielectric constant and the
absorption can be calculated with Eqs. (4) and (5), respec-
tively. Figure 2 shows the simulated absorption spectra of
10 nm gold nanoparticles embedded in dielectric medium
with �m = 2�5 at various separation distances between the
nanoparticles. When the particles are separated by a large
distance they behave as independent particles and the sim-
ulated spectrum is similar to that obtained from Eq. (3).
However, when the separation becomes comparable to the
radius of the particle, longitudinal and transversal resonance
peaks can coexist. The longitudinal mode is significantly red-
shifted while the transversal mode is only slightly redshifted
from that of noninteracting particles. Furthermore, the mag-
nitude and shift of the longitudinal mode become significant
when the separation distance is smaller than the diameter
of the particles and this effect becomes stronger as the sep-
aration distance of the particles becomes smaller. The pre-
vious approximation is valid for 2D particle-pair aggregates.
For many particle aggregates, more complex calculations are
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Figure 2. Simulated optical absorption spectra of 10 nm gold nanopar-
ticles at varying separation distances between the particles with R/D =
0�0001, 0.444, 2.5, and 2.0.

necessary [23, 24]. In this case, additional resonances appear
at lower frequencies (longer wavelengths) that are even
more separated than those calculated for 2D particle pairs.
In fact, their optical absorption spectra can show broad
bands that extend into the near infrared region depending
on the size of the aggregates and the number of particles in
the aggregate [17, 18, 23–25].

Because particle size, degree of aggregation, and the
dielectric constant of the media determine its optical prop-
erties, applications of colloidal gold exploiting the strong
dependence of optical properties with aggregation and sur-
rounding dielectric media have been implemented through
proper surface modification of the nanoparticles or by
embedding them in different dielectric media. The following
sections summarize preparation methods, surface modifica-
tion, characterization, and modern applications. Traditional
applications (e.g., immunostaining) are only briefly discussed
since there is already a wide body of literature on these
applications and the techniques are well established [10–14].

2. PREPARATION METHODS

2.1. Gold Nanoparticle/Colloidal
Gold Synthesis

Metallic nanoparticles can be synthesized by a variety of
methods such as chemical [10, 12–14, 17], sonolytic [26],
radiolytic [27–30], and photolytic reactions [31–37]. How-
ever, the reduction of metal salts by added reducing agents
is the oldest established procedure for the preparation of
aqueous suspensions of nanoparticles. A wide range of
reducing agents have been used in gold nanoparticle syn-
thesis; the most frequently used ones include sodium cit-
rate [38, 39], sodium borohydride [10, 12–14, 40], tannic
acid [10, 12–14], white phosphorus [6, 10, 41] hydrazine
[42–44], hydrogen [45, 46], carbon monoxide [47], hydroxy-
lamine [48–50], and mild agents like ascorbic acid [51, 52].
Reducing solvents such as alcohols [53–55], formamide [56],
and ethers [54, 57] can also be used in the synthesis of metal-
lic nanoparticles.

In 1951, Turkevich et al. [58]. established the first reli-
able procedure for the preparation of gold sols with well-
controlled size distributions. Such a method is based on
reduction of chloroauric acid by trisodium citrate and has
become a standard for histological staining applications.

Other approaches to the synthesis of colloidal gold
nanoparticles have been used. Among those is a two-phase
system, first introduced by Faraday [6], who reduced aque-
ous gold salt with phosphorus vapor in carbon disulfide.
Later, a combination of the two-phase approach with the
more recent techniques of ion extraction and formation of
self-assembled monolayers (SAMs) of alkanethiols on gold
led to a one-step method for the synthesis of derivatized
gold nanoparticles by Brust et al. [59, 60]. The technique
consists of simultaneous reduction of gold salts and SAM
formation. The redox reactions can be carried out by an
appropriate choice of reducing and phase-transfer reagents
in the two phases. In the original procedure, an aque-
ous solution of chloroaurate is mixed with a solution of
the phase-transfer reagent tetraoctyl ammonium bromide in
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toluene and the mixture is vigorously stirred until all tetra-
chloroaurate was transferred to the organic layer. The alka-
nethiol is then added to the organic phase followed by the
reducing agent. This procedure led to the formation of sta-
ble gold nanoparticles protected by a self-assembled mono-
layer that imparted the nanoparticles different properties
depending on the functional group at the surface. These lat-
ter systems are also commonly referred to as monolayer pro-
tected clusters, which have the characteristic that they can
be treated as unique chemical entities because they can be
manipulated with a variety of physicochemical procedures
while maintaining their identity (vide infra) [59–61].

2.2. Polymers in the Synthesis
of Gold Nanoparticles

The preparation of nanocomposites with an inorganic core
such as metal nanoparticles and a protective organic shell
of small molar mass compounds or polymers is a route to
obtain materials suitable for hierarchical self-organization
into nanoassemblies. Incorporation of nanoparticles into
polymer matrices is particularly advantageous for materials
engineering and the study of nanoparticle–matrix interac-
tions. The adsorption of polymers onto a wide variety of
nanoparticles is of broad industrial relevance in such areas
as pharmaceuticals, photography, paints and coatings, foods,
wastewater treatment, rubbers, and composite materials and
is ubiquitous in natural aqueous environments as well as
in many biological organisms. Recently, nanocomposites of
�-conjugated polymers and inorganic particles have received
much attention [62–68], due to the interesting high electrical
conductivity [69] and redox properties [70] of �-conjugated
polymers and their extensive applications ranging from bat-
teries to light-emitting devices [71]. The adsorption or graft-
ing of environmentally responsive “smart” polymers onto
surfaces holds potential applications in controlled modula-
tion of interfacial properties, as demonstrated in thermally
switchable cell culture of anchorage-dependent mammalian
cells [72, 73] and to control bacteria fouling [74]. Consid-
ering the wide range of applications, the combination of
polymers with nanoparticles has driven lot of interest in its
research.

Overall there have been two different approaches to
achieve nanoparticle–polymer composites. The first tech-
nique consists of the in-situ preparation of the nanoparticles
in the matrix. This is effected either by the reduction of
metal salts dissolved in the polymer matrix [75–77] or by the
evaporation of metals on the heated polymer surface [78].
A second technique involves polymerizing the matrix around
the nanoparticles [79].

Lennox et al. [80]. proposed a desirable approach that
involved blending premade nanoparticles into a presynthe-
sized polymer matrix. Coating gold nanoparticles first with
a polymer ligand chemically similar to the polymer matrix
made mixing of the gold nanoparticles with the polymeric
matrix thermodynamically more favorable and thus more
compatible as compared to coatings with polymer ligands
that were chemically different from the matrix [81]. The sur-
faces of gold nanoparticles were decorated with covalently
bound thiol-capped polystyrene macromolecules (PS–SH)
and these were dispersed in a PS matrix. Because of its

high glass-transition temperature, PS allows for the for-
mation of robust films at room temperature. The PS–SH
macromolecules were synthesized by anionic polymeriza-
tion and the polystyrene anion was titrated with one unit
of propylene sulfide to generate the thiol end group [82].
The PS–Au nanoparticles were prepared following modi-
fied Ulman reaction conditions [83], using lithium triethyl-
borohydride as a reducing agent. Incorporation into the PS
matrix was effected by dissolving both PS–Au and PS matrix
in a small amount of chloroform. The PS–Au nanoparticles
were found to be evenly dispersed. This method provided
for the full synthetic control over both the nanoparticles and
the matrix.

Novel �-conjugated polymer-protected metal (Pd, Au, Pt)
nanoparticles have been prepared via reduction of the metal
ions by a �-conjugated poly(dithiafulvene) (PDF) having
strong electron-donating properties. For the synthesis of
gold nanoparticles, the PDF is dissolved into a dimethyl
sulfoxide solution of HAuCl4 and the reaction mixture is
stirred for 24 hours at room temperature. The reaction
mixture changes gradually from yellow to purple, indicat-
ing nanoparticle formation. It has been proposed that elec-
tron transfer from the �-conjugated PDF to the Au ions
results in the formation of Au nanoparticles embedded in
the polymeric matrix. The oxidized �-conjugated polymer
might possess a delocalized positive charge and provide
both steric and electrostatic stabilization, protecting the Au
in stable colloidal form [84]. Nanoparticles encapsulated
in �-conjugated polymers show interesting characteristics,
particularly in dielectric properties, energy storage, catalytic
activity, and magnetic susceptibility [85].

Hybrid polymeric systems with metal nanoparticles
located inside specific areas of the material have been
developed by Svergun et al. [86]. In this approach, a self-
assembled multilayered polymer, poly(octadecylsiloxane),
provided a nanostructured matrix for the incorporation of
gold and platinum compounds and for metal nanoparticle
formation. The size distributions of the nanoparticles and
the changes in the internal structure of the matrix as a result
of nanoparticle formation for different reducing agents and
reaction media were studied.

In addition to the examples mentioned, a variety of other
polymers used for the preparation and study of polymer–
gold nanocomposites can be found in the literature [87–91].
Further uses of polymers also involve surface modification
of nanoparticles as described in Section 3.5.

2.3. Laser Ablation

In recent years, gold nanoparticles with diameters less than
10 nm have attracted much attention because of their
size dependent physical and chemical properties: a gold
nanoparticle in the size range of less than 5 nm in diame-
ter shows a dramatic decrease of the melting point [92, 93],
exhibits intense photoluminescence [94], and catalyzes CO
oxidation even at low temperatures (200 K) when used with
TiO2 [95, 96]. Traditionally, chemical reduction of gold salt
into gold nanoparticles in reverse micelles has been one
of the most successful methods to obtain gold nanoparti-
cles with diameters less than 10 nm in solution [97]. In this
method, the size of the nanoparticles depends on that of the



Colloidal Gold 31

reversed micelles, so that nanoparticles with a desired size
can be obtained by introducing a proper amount of water
inside the reverse micelles through adjustment of the molar
ratio of water to nonpolar solvent.

Alternatives to chemical synthesis for the preparation of
gold nanoparticles with diameters less than 10 nm have been
developed that involve laser ablation of a gold plate in solu-
tion [98]. These methods are currently under investigation
by several research groups [99–102]. In this method, a gold
metal plate, which is placed at the bottom of a glass vessel
filled with an aqueous solution of a surfactant (e.g., sodium
dodecyl sulfate or SDS), is irradiated with a Nd:YAG pulsed
laser (1064 nm) and gold nanoparticles are formed [101].

Formation of gold nanoparticles occurs by a SDS concen-
tration dependent mechanism [103]. After laser ablation, a
dense cloud of gold atoms is built over the laser spot of
the metal plate and the atoms aggregate as fast as they are
supplied. This continues until the atoms in close vicinity are
depleted almost completely. As a result an embryonic parti-
cle is formed in a region void of atoms. However, the supply
of atoms outside the region by diffusion causes the particle
to grow slowly even after rapid growth ceases. The surfac-
tant (SDS) plays an important role determining the stability
and size of the nanoparticles, because the termination of the
particle growth is controlled by the diffusion and attachment
rates of SDS on the nanoparticle. Gold nanoparticles end
up coated with a double layer of SDS, such that in the first
layer the SDS molecules orient with the hydrophilic −SO−

4
end toward the nanoparticle and the hydrophobic −C12H25
end outward while in the second layer they orient in the
opposite direction. The fact that the nanoparticles end up
coated with a double layer of SDS ensures the stability of
gold nanoparticles in solution.

Gold nanoparticles produced upon laser irradiation
(1064 nm) to the gold plate have typical size distributions
of 1–15 nm with average diameters less than 10 nm. How-
ever, when the nanoparticles form, it is very difficult to
change their size, and the aggregation of the ablated atoms
can hardly be controlled. In order to address this prob-
lem, further size reduction of the gold nanoparticles can
be induced by laser irradiation (532 nm) in the vicinity of
the wavelength of SPR excitation of the gold nanoparticles
(520 nm) [98, 104, 105]. Gold nanoparticles in solution do
not absorb photons at 1064 nm, but they absorb photons
at 532 nm and fragment into smaller particles. Dissociation
of the gold nanoparticles by absorption of 532 nm photons
can be achieved by first preparing nanoparticles by laser
ablation of the metal at 1064 nm followed by irradiation
with a 532 nm laser. The mechanism of laser-induced size
reduction along with experimental evidence of the hypoth-
esis was proposed by Takami et al. [106]. In this scheme,
when the laser (532 nm) irradiates the gold nanoparticles,
the plasmons in the gold nanoparticles absorb photons and
the electrons are excited. The temperature of the nanopar-
ticles rises above the melting point such that they melt and
become liquid. Further size reduction takes place due to
vaporization of the gold nanoparticles when the tempera-
ture rises to the boiling point such that atoms and/or small
particles are ejected via vaporization. The amount of ejected
atoms depends on the absorbed laser energy. The maxi-
mum diameter is determined by the equilibrium between

the ejected atoms and the deposition of ejected atoms back
onto the nanoparticle surface. Because the ejected atoms
are very unstable in aqueous solution, they tend to agglom-
erate and/or deposit on the gold nanoparticles remaining in
the solution.

Laser-induced size reduction of gold nanoparticles that
are produced by laser ablation of gold plates is a promising
new technique for the preparation of size-selected nanopar-
ticles with diameters less than 10 nm in solution. This
technique is very simple, is versatile compared to other
preparation techniques, and can be applied to other metals.

2.4. Ultrasonic Irradiation

In the preceding sections, stabilizers were used to control
the particle nucleation and growth processes along with
parameters such as the initial concentration of the reac-
tants. Although there is an enormous amount of research
being conducted with nanoparticles prepared by these meth-
ods, there are only few reports elucidating the relationship
between the rates of reduction of metal ions and the size
of the formed gold nanoparticles due to experimental diffi-
culties in solution systems. Some of the difficulties include
(a) the precise determination of the rate of reduction of
metal ions because the reaction is often too fast to track the
course of the reduction experimentally, and (b) the quanti-
tative analysis for the concentration of unreduced metal ions
that are still present in the reaction medium.

In recent years the formation of gold nanoparticles in an
ultrasound field has been studied as an alternative to other
methods [98, 107–109]. Caruso et al. [98]. summarizes the
description of the ultrasonic irradiation phenomenon and
the details of this method can be found in the references
therein. The mechanisms of formation of gold nanoparticles
have also been proposed before. [106, 107] In short, ultra-
sonic irradiation causes pyrolysis of water and other organic
compounds present in an aqueous solution resulting in for-
mation of free radicals at extremely high temperatures and
pressures. These radicals reduce the gold (III) ions into gold
(II), gold (I), and finally gold (0). The reduction of gold
(III) with sonochemically formed radical species can be fol-
lowed by a colorimetric method using NaBr. The rate of gold
(III) reduction and the size of the gold nanoparticles can
be controlled by the ultrasound irradiation conditions such
as temperature, intensity of the ultrasound, and position-
ing of the reactor. However, this method yields polydisperse
gold nanoparticles, which is an important problem for some
applications where monodisperse solutions of gold nanopar-
ticles are required.

2.5. Anisometric Gold Nanoparticles

The preparation and characterization of nanostructured
materials has grown constantly because of their distinc-
tive properties and potential use in technological applica-
tions. Since the electronic, magnetic, catalytic, and optical
properties of metallic nanoparticles depend mainly on their
size and shape (or morphology), shape control is one of
the alternative tools to adjust these properties for various
applications.
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Nonspherical gold nanoparticles in the shapes of plate-
like triangles [58, 110, 111], rods [112, 113], oblate or
pancakelike [114–117], prolate or needlelike [114–117],
hexagonal [110], ellipsoidal, quasi-ellipsoidal [110], and
noncentrosymmetric [118] have been prepared and stud-
ied by a number of groups around the world. Some of
the techniques that have been exploited to prepare shape
controlled gold nanoparticles include the template synthe-
sis method [115–117, 119–125], ultraviolet (UV) irradia-
tion photoreduction [110], electrochemical synthesis [126],
poly(tetrafluoroethylene) (PTFE) friction transfer approach
[127], and grazing incidence vacuum deposition [128, 129].

In the template method, different materials are used as
templates for the synthesis of anisometric gold nanoparti-
cles. Schönenberger et al. [130]. reported the synthesis of Au
nanowires using polycarbonate track-etched membranes as
templates. Martin and co-workers [114–117, 119–122, 125]
have explored the properties of gold nanowires prepared by
electrochemically depositing Au within the pores of alumina
membranes. Noncentrosymmetric gold nanoparticle struc-
tures with diameters of 26–28 nm were prepared in porous
anodic aluminum films via a modified template synthesis
procedure [118]. Figure 3 shows the schematic preparation
of nanoparticles in an alumina template. The electrochemi-
cal preparation of nanoporous alumina films utilized a two-
electrode temperature-controlled anodization cell with lead
foil serving as the cathode and the polished aluminum plate
as the anode. With constant stirring of the cell, anodic alu-
minum oxide film was grown to produce pores with 32 nm
diameter and film thickness of 40–60 �m. Separation of the
alumina film was achieved using a voltage reduction proce-
dure, which created small branched pores in the barrier layer
of oxide film. After rinsing and drying, the barrier side of the
film was sputtered with silver and gold was potentiostatically

Figure 3. Schematic of nanoparticle synthesis: (1) porous anodic alu-
mina film after detachment from Al substrate; (2) one face of alumina
film coated with silver using plasma deposition; (3) electrodeposit silver
foundation into pores; (4c) electrodeposit gold onto silver foundation
to form centrosymmetric gold particles; (4n) electrodeposit layers of
gold, silver, and then a second gold layer to form noncentrosymmetric
gold particles; (5c and 5n) immerse film in nitric acid to remove sil-
ver foundation and silver spacing segments. Reprinted with permission
from [118], M. L Sandrock et al., J. Phys. Chem. B. 103, 2668 (1999).
© 1999, American Chemical Society.

deposited on a silver foundation to produce centrosymmet-
ric and noncentrosymmetric gold nanoparticles [118].

Esumi et al. [112]. used hexadecyltrimethylammonium
chloride (HTAC) (25–30 wt%) as a template for an ultraviolet
irradiation technique to synthesize colloidal Au particles
with morphologies ranging from spherical to needle shapes.
For a 25% (w/w) HTAC concentration, spherical particles
were obtained for HAuCl4 concentration below 1 mM and
rodlike gold particles at concentrations 5 mM and above. It
was discussed that when an aqueous solution of HAuCl4 is
added to an aqueous solution of a cationic surfactant, AuCl−4
forms a 1!1 complex with the cationic surfactant, resulting
in a precipitate. With a further increase of the surfactant
concentration, the precipitate is redispersed and the solution
becomes clear. This situation is understood by the view that
AuCl−4 binds preferentially to the surface of rodlike micelles
because of the hydrophilic property of AuCl−4 and the neu-
tralization of micellar charge. It seems likely that binding
of AuCl−4 to the surface of rodlike micelles reduced by UV
irradiation results in formation of rodlike gold particles.

In the procedure developed by Chen et al. [110], an
aqueous solution of HAuCl4 is mixed with polyvinyl alco-
hol (PVA), which is used as capping material and irradiated
for 48 h, resulting in platelike triangular Au nanoparticles,
which developed into hexagonal shapes of about 25 nm with
increased HAuCl4 concentration. Also the increase in the
duration of irradiation resulted in the formation of more
regular platelet triangular shapes. It was reasoned that there
was enough time for the reduction of HAuCl4 into elemental
Au, which aggregated and grew into more regular triangular
shapes. But further study revealed that the crystal morphol-
ogy of Au nanoparticles was predominantly hexagonal rather
than triangular. The variation in Au morphology might be
the result of excess gold in the solution, which facilitates the
formation of hexagonal Au nanoparticles. The concentra-
tion of the capping material played an important role in the
formation and morphology of Au nanoparticles. The poly-
mer capping materials acted as molecularly dissolved surface
modifiers and steric stabilizers, which influenced the crystal-
lization of the growing Au nucleus site in a specific man-
ner. For PVA concentrations smaller than 1.0 wt%, spherical
particles were obtained and a further increase in PVA con-
centration was found to favor the formation of polyhedral-
shaped Au nanoparticles. When polyethylene glycol was
used in place of PVA as the capping material, Au nanopar-
ticles with quasi-ellipsoidal morphology were obtained.

Gold nanorods with different aspect ratios have also been
prepared with the aid of shape-inducing micelles using an
electrochemical oxidation/reduction method [126]. Appro-
priate surfactants were employed as both the supporting
electrolyte and the stabilizer for the resulting Au nanoparti-
cles. In this approach, a gold metal plate is used as an anode
and a platinum plate is used as a cathode. Both plates are
immersed in an electrolytic solution consisting of a cationic
surfactant (e.g., hexadecylmethylammonium bromide) and
a rod-inducing cosurfactant (e.g., tetraoctylammonium bro-
mide/tetradecylammonium bromide). A controlled-current
electrolysis is carried out under constant ultrasonication and
controlled temperature, resulting in the formation of cylin-
drical nanoparticles with a typical transverse diameter of
10 nm. The ratio of the two surfactants controls the length of
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the gold nanorods formed. Hence the surrounding medium,
often referred to as capping material, is of great importance
as it prevents aggregation and provides the formation of the
desired nanorods [113]. It has been observed, in general,
that the particle size and shape are influenced by the concen-
trations of the capping “micellar” materials. Gold nanorods
with very large aspect ratios (up to 18) have been prepared
following a seed-mediated growth procedure [131, 132].

Wittman and Smith developed the friction-transfer
method [133], wherein a block of PTFE is translated across
the surface of a glass slide. As a result the glass sur-
face is coated with highly oriented chains of PTFE, which
can in turn orient a wide variety of substances from small
molecules to polymers [133, 134] and liquid crystals [135].
Alkanethiol coated gold nanoparticles in organic solvents
were introduced onto the polymer substrate and subse-
quently rubbed and flame treated, resulting in strong lin-
ear dichroism in the visible spectrum. The gold structures
appeared as chains of spherical and rodlike particles with
definite gross alignment. The elongated structures appear to
be the result of heat-induced particle agglomeration [127].

Ravaine et al. [136]. demonstrated that gold nanoparticles
could be formed upon UV irradiation of Langmuir–Blodgett
(LB) films of positively charged amphiphiles deposited from
an aqueous HAuCl4 subphase. Different LB templates led
to different types of Au particles. Single crystals, irregularly
shaped crystals, or multiply twinned particles of different
size are formed depending on the nature of the amphiphile
used to prepare the LB matrix [137, 138]. Most of the par-
ticles prepared by this method are platelike particles with
sizes ranging from 20 to 800 nm.

2.5.1. Optical Properties of Anisometric
Gold Nanoparticles

In addition to the interest in controlling the shape of gold
nanoparticles, the optical properties of these particles have
attracted many researchers since the early 20th century.
The optical properties of spherical gold nanoparticles were
briefly discussed in Section 1.2 in terms of the surface
plasmon resonance absorption peak. The surface plasmon
depends on the size of the nanoparticles and many attempts
have been made to experimentally correlate the absorption
maximum and plasmon bandwidth to the actual size. Several
factors, such as nonhomogeneous size distribution and sur-
rounding media, complicate a strict correlation between the
theory and experimental results.

The optical properties of anisometric gold particles are
also of interest because, in addition to size, the absorp-
tion spectra are also strongly dependent on the shape of
the nanoparticle. In the case of gold nanorods, the optical
absorption spectra become split into two SPR modes: a lon-
gitudinal mode along the long axis of the rod and a trans-
verse mode perpendicular to the first mode. The magnitude
of these modes is also sensitive to the orientational order of
the gold rods. With incident light polarized parallel to the
main axis of the particles that are fully aligned, the spectrum
displays only the longitudinal resonance. In the case of per-
pendicular polarization of the incident light, the spectrum
displays only transverse resonance [113]. The first theoret-
ical calculations were made by Gans [139], who extended

Mie’s theory [19] to prolate and oblate spheroidal particles
averaged over all orientations. The Gans theory predicts that
the longitudinal resonance shifts to longer wavelengths with
increasing aspect ratio (length to diameter ratio), whereas
the transverse resonance shifts only slightly to shorter wave-
lengths [139]. Experimental evidence supporting this theory
was obtained by Skillman et al. [140]. who studied the opti-
cal properties of silver ellipsoids embedded in gelatin. They
found a shift in the longitudinal resonance at longer wave-
lengths with increasing aspect ratios of the particles.

Figure 4 shows a transmission electron microscopy (TEM)
picture of gold nanorods synthesized by electrochemical
reduction of AuCl4H in a micellar solution [113, 141, 142].
The same figure shows the UV-visible (UV-vis) absorption
spectrum of this system. The presence of transverse and lon-
gitudinal SP modes is evident and points out to the special
optical properties of these nanoparticles.

In summary, spherical gold nanoparticles differ from gold
nanorods not only in shape but also in terms of the optical
properties. Spherical gold nanoparticles display only one size
dependent absorption maximum, whereas gold rods have
two maximums depending on the aspect ratio with the lon-
gitudinal mode being more intense and shifted to longer
wavelengths.

2.6. Nanoshells

Nanoshells are nanoparticles normally composed of a dielec-
tric core (usually silica) coated by a thin metallic film, from
which the term nanoshell is derived. Synthesis of these par-
ticles usually involves formation of dielectric cores (silica
nanoparticles) followed by further attachment of very small
colloidal gold particles on their surface that will act as nucle-
ation sites for further reduction of gold chloride so that
the dielectric nanoparticles become covered by a continuous
metallic film. These colloidal systems have similar optical
properties to colloidal gold in the sense that they also exhibit
SPR absorption. The optical properties of these materials
strongly depend on the size of the dielectric core, the thick-
ness of the metallic thin film, and the surrounding media
[143–159]. In contrast to colloidal gold, however, where the
SPR peak is weakly dependent on particle size, nanoshells
allow tuning the SPR peak across the visible and infrared

Figure 4. Right: Experimental UV-vis absorption spectrum of a gold
nanorod sample is referred to as the transverse plasmon resonance,
while the one centered at 740 nm is called the longitudinal plasmon
absorption. Left: TEM image of the same solution. Reprinted with per-
mission from [142], M. A. El-Sayed, Acc. Chem. Res. 34, 257 (2001).
© 2001. American Chemical Society.
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region over a wavelength range of hundreds of nanometers
[143, 144, 147, 148, 151, 152, 156]. Thus, while nanoshells
have similar properties to colloidal gold, they also allow flex-
ibility in “tuning” their optical properties. Because of this,
nanoshells have been investigated as platforms for surface
enhanced raman spectroscopy [146], to decrease the rate of
photo oxidation of semiconducting polymers [150], and in
controlled drug delivery applications [149, 153]. In the lat-
ter, the nanoshells can be conjugated to a thermoresponsive
polymer carrying a drug. Since tissue can transmit light in
the near infrared region with little attenuation, transmitting
infrared light to the site where release of the bioactive sub-
stance is desired can induce drug release from the thermore-
sponsive hydrogel [149].

In addition to the tunable optical properties of gold
nanoshells composed of a dielectric core, gold nanoshells
consisting of a metallic core have also been recently reported
[159]. Gold nanoshells with a silver core show larger sensitiv-
ity to changes in the properties of the surrounding medium,
which makes them attractive materials for biosensing appli-
cations. Additionally, these silver/gold core/shell particles
also have the advantage of being tunable in their optical
properties, in very much the same way as those formed with
a dielectric core. Since the outer shell consists of gold, they
can also be functionalized in a way similar to conventional
colloidal gold [159].

2.7. Other Methods

Apart from the chemical and physical synthesis methods,
biological production of gold nanoparticles using microor-
ganisms has also been studied by several research groups
utilizing the ability of these living organisms to convert
Au3+ ions into gold nanoparticles. Beveridge and co-workers
[160–163] have shown that gold nanoparticles readily pre-
cipitate in bacterial cells when the cells are incubated with
Au3+ ions. Mukherjee et al. [164]. demonstrated that the
exposure of fungus, Verticillium sp. (AAT-TS-4), to aque-
ous AuCl−4 ions resulted in the reduction of the metal ions
and formation of gold nanoparticles (diameter of 20 nm).
Although the exact mechanism is not known it is speculated
that the gold nanoparticles are formed on both the surface
and within the fungal cells (on the cytoplasmic membrane)
by means of reductases. According to this speculation, the
first step involves the trapping of the AuCl−4 on the surface of
the fungal cells. Then, the gold ions are reduced by enzymes
within the cell leading to the aggregation of metal atoms
and the formation of gold nanoparticles. TEM images of the
cells show the presence of gold nanoparticles on the cyto-
plasmic membrane, which indicates that some of the metal
ions/gold nanoparticles diffuse across the cell wall and are
localized on the cytoplasmic membrane. It is possible that
the enzymes present on the cytoplasmic membrane also par-
ticipate in the reduction of gold ions.

Following this report the same group [165] demonstrated
the extracellular formation of gold nanoparticles using
another fungus, Fusarium oxysporum. In this case, the for-
mation of gold nanoparticles is believed to be due to reduc-
tases released by the fungus into the solution, which causes
the reduction of gold ions in the solution. Although these
results are promising, more research has to be done in order

to understand the mechanisms of the formation of gold
nanoparticles.

Braun et al. [166] have also demonstrated that gold nan-
oclusters can be formed on specific surface sites of pro-
tein molecules in analogy to thin film formation of noble
metals on inorganic substrates. In the early stages of thin
film growth during vacuum deposition, metals first form
nanometer size clusters or islands on the substrate if the
condensing atoms are more strongly bound to each other
than to the substrate (Volmer–Weber mode) [167]. These
adsorbed metal atoms are mobile on the surface until they
encounter other mobile atoms and come across special sites
that have high adsorption and diffusion energies compared
to the neighboring places where they are “trapped” and
form clusters or islands. Nucleation theories and experimen-
tal evidence demonstrate that these clusters are formed in
linear arrays (or so-called “decoration lines”), which are
caused by steps on the substrate surface as well as the devi-
ation from the perfect crystal surface leading to preferred
nucleation of metal clusters on predetermined sites. These
principles are also valid for metal condensation on protein
molecules and their crystals. During vacuum condensation
of gold on frozen enzyme complexes of lumazine synthase
(from B. subtilis), proteasome (from T. acidophilum), and
GTP cyclohydrolase (from E. Coli), nanoclusters are formed
at specific surface sites (decoration). It was found that,
under the experimental conditions outlined by Braun et al.
[164], gold decorates the surface areas consisting of polar
but uncharged residues. The quality of the decoration pat-
tern can be influenced by the temperature of the substrate
as well as by attaching dominant trapping sites onto the
surface via chemisorption of small molecules or ions such
as a polytungstate complex. The decoration sites on the
enzyme complexes can be viewed by electron microscopy
and their atomic surface structures can be determined with
X-ray crystallography. These results opened ways to analyze
the binding mechanism of nanoclusters to small specific sites
on the surface of hydrated bio-macromolecules by physical–
chemical methods. Although very little is known about the
nature of the special sites on protein surfaces and why they
enhance or impede cluster formation, understanding the
binding mechanism may lead to decoration techniques with
much fewer background clusters. This would improve the
analysis of single molecules with regard to their symmetries
and their orientation in the adsorbed state and in precrys-
talline assemblies as well as facilitate the detection of point
defects in crystals caused by misorientation or by impurities.

3. SURFACE MODIFICATION
AND FUNCTIONALIZATION
OF GOLD NANOPARTICLES

In order to fully take advantage of the unique properties
of gold nanoparticles, it is necessary to impart them with
different surface functionalities. This allows the nanoparti-
cles to be readily dispersed in nonpolar media and make
them more compatible with a matrix during the formation of
nanocomposites, or it can provide the nanoparticles with the
specific molecular recognition capabilities of biomolecules.
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A variety of methods for surface modification exist that can
be implemented with nanoparticles.

Maintaining the stability of the nanoparticles upon sur-
face modification is important. However, gold nanoparticles
often tend to aggregate upon surface modification, especially
when the surface functionalization proceeds with elimina-
tion of the negative charges on colloidal gold that normally
keeps these particles from aggregating in aqueous solutions.
Such is the case with the formation of self-assembled mono-
layers of alkanethiolates on colloidal gold [168, 169]. Chem-
ical modification of gold surfaces can be performed by using
alkanethiols, polymers, dendrimers, and other molecules as
stabilizers. This can be achieved either by surface modifica-
tion of already available colloidal gold or by the synthesis
of colloidal gold with an organic monolayer in a one-step
procedure. The following section gives a brief description of
surface modification techniques for colloidal gold.

3.1. Monolayer Protected Clusters

Chemisorption of alkane thiols offers a facile route for creat-
ing well-defined surface chemistries on gold substrates. This
area of research has been extensively explored during the
last two decades [170–177]. Surface modification of colloidal
gold using alkane thiols would appear to be a logical choice
to modify the surface chemistry of these nanoparticles. How-
ever, chemisorption of alkane thiols eliminates the charges
on colloidal gold that impart these particles with their stabil-
ity in aqueous environments, leading to destabilization and
hence irreversible flocculation [168, 169].

It is possible to synthesize stable thiol-functionalized
gold nanoparticles in a one-step procedure. Common syn-
thetic procedures to achieve this goal are most commonly
based on modifications to the synthetic procedure originally
reported by Brust et al. (described briefly in Section 2)
[59, 60]. This method results in nanoparticles protected
by an organic monolayer, which are commonly referred to
as monolayer-protected clusters (MPCs). The alkanethio-
late molecules protecting the gold nanoparticles have the
potential to develop novel technological applications such
as chemical sensing, catalysis, colorimetric assays for DNA
detection, biosensors, etc [61, 178]. Understanding the prop-
erties of the alkanethiolate ligands may expand the range of
applications of these nanoparticles. A wide variety of thiol
molecules such as straight-chain alkanethiols [179, 180],
glutathione [181], tiopronin [182], thiolated poly(ethylene
glycol) [183], p-mercaptophenol [184], aromatic alkane thiol
[185], phenyl alkanethiols [186], and �-mercaptopropyl)-
trimethoxysilane [187] have been used to prepare MPCs.

Several research groups have undertaken extensive efforts
toward the synthesis and characterization of MPCs. Notable
among these are the papers of Murray et al. who followed
the first reports of Brust et al. [59, 60]. to develop elab-
orate characterizations of the gold clusters stabilized by
monolayers of alkane thiols and a route to mixed mono-
layers of alkane thiols and �-alkane thiols ligands on these
nanometer-sized clusters [188]. The monolayers on these
nanoparticles confer these systems with new surface prop-
erties and with extraordinary stability. In fact, they can be
isolated and manipulated with a variety of chemical and
physical procedures to the extent that they can be dried

and resuspended in solution again without compromising the
stability of MPCs. Subsequent reports by this group have
shown that a variety on alkanethiol chain lengths (C3–C24�
[179, 180], �-functionalized alkane thiols [189], and dialkyl
disulfides [190] can be employed in the same protocol. Sev-
eral groups in the world are now actively involved in the
study and synthesis of these nanoparticles [40, 61, 191–197].

3.2. Place-Exchange Reaction

Although the synthesis of a number of alkanethiolate func-
tionalized MPCs is reported in detail in the literature,
more diverse surface properties can be achieved by alter-
ing the surface with different chemical groups. One method
to accomplish further functionalization of MPCs is the
place-exchange reaction, which has been used to obtain a
wider variety of MPCs by various research groups [61, 188,
198–203]. Noteworthy are the efforts during the last decade
of Murray et al. to produce MPCs with a variety of ligands by
the place-exchange reaction [198, 199, 202]. In this method,
the alkanethiolates of MPCs are displaced by chemisorption
of other alkanethiols during incubation in a concentrated
solution of alkanethiols. Two routes can be applied toward
producing poly-hetero-�-functionalized clusters: (a) simulta-
neous, exchange of a mixture of thiols onto an MPC and (b)
stepwise, progressive exchange of different thiols, isolating
and characterizing the cluster product after each step. Dur-
ing a typical place-exchange reaction, MPCs with alkanethi-
olate monolayers (RS) are functionalized with R′S groups
according to

x�R′SH�+ �RS�mMPC → x�RSH�+ �R′S�x�RS�m−xMPC

where x and m are the numbers of new and original ligands
[188], respectively.

The rate and equilibrium stoichiometry, x, of this reac-
tion, are controlled by factors such as the mole ratio of
R′SH to RS, their relative steric bulk, and R versus R′ chain
lengths [199]. The stepwise place-exchange reaction addi-
tionally reveals the extent to which an exchange reaction can
displace �—functionalized versus nonfunctionalized alka-
nethiolate ligands from a cluster. An important observation
is that ligands with longer chains tend to displace those with
short linker chains, but the displacement of ligands with long
linker chains by those with short linker chains is less likely to
occur. Also, short chain length, bulky, �-functionalized alka-
nethiolates are the least thermodynamically stable ligands,
consistent with the fact that they have a varying density of
chain packing around the gold core [199].

Detailed studies of the dynamics and the mechanism
revealed that the place-exchange reaction (a) has a 1:1 sto-
ichiometry, (ii) is an associative reaction, (iii) yields the
displaced ligand in solution as a thiol, and (iv) does not
involve disulfides or oxidized sulfur species [198]. The time-
dependent rate of place exchange has been interpreted as
reflecting a hierarchy of different core surface binding sites
with associated susceptibility (vertexes, edges, terraces) to
place exchange [193, 198, 199]. These observations are sim-
ilar to the displacement of alkanethiols on self-assembled
monolayers on flat substrates [204].
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3.3. Chemisorption of Alkanethiols

As mentioned, surface modification of gold nanoparticles by
chemisorption of alkane thiols is a logical choice for surface
functionalization of gold nanoparticles provided that the
proper steps to avoid irreversible aggregation are taken. The
interaction of alkanethiols with the gold nanoparticle surface
causes the thiol molecules self-assemble in a well ordered,
densely packed manner on the nanoparticle surface (similar
to SAMs on flat substrates). Common precursors of these
SAMs are aliphatic thiols with the structure of HS–(CH2�nR,
where the functional group, R, stands for a variety of func-
tionalities [172–181]. In principle, these groups can allow for
further functionalization of the gold nanoparticles with lig-
ands, proteins, and other biomolecules.

Direct chemisorption of alkanethiols on already synthe-
sized colloidal gold produces functionalized nanoparticles
similar to MPCs. However, there are some disadvan-
tages associated with this method. Under some conditions
(pH, ionic strength, alkane thiol chain length, and alkane
thiol functionality) and during their functionalization, the
nanoparticles can undergo irreversible aggregation or floccu-
lation [172, 173]. This limits the use of this method for sur-
face modification purposes. Although used to some extent
by several research groups [25, 205–207], the conditions
under which this method is employed usually require dilute
solutions and the modified particles lack stability over long
periods of time or under extreme conditions of pH, ionic
strength, and temperature.

Our group has recently proposed a method that greatly
facilitates the formation of SAMs of alkanethiols on col-
loidal gold [208]. The approach to obtain stable alkanethiol
modified gold nanoparticles using this method consists of
performing the chemisorption of carboxyl terminated alkane
thiols in the presence of a nonionic surfactant [polyoxyethy-
lene (20) sorbitan monolaurate (Tween 20)]. This method
was developed from the observation that the physisorption
of Tween 20 prior to chemisorption of alkanethiols provides
a protective, stabilizing layer around the nanoparticles pre-
venting them from aggregation by means of steric hindrance
caused by the oligo(ethylene glycol) moieties on this surfac-
tant molecule. Since the physisorption of Tween 20 on the
gold nanoparticles is weak compared to the chemisorption
alkane thiols, the weakly adsorbed surfactant can be dis-
placed by alkanethiols chemisorbing onto the gold surface.
The alkane thiol modified gold nanoparticles obtained by
this method have remarkable stability in the sense that they
can be frozen or dried and resuspended with mild sonication
without suffering irreversible aggregation. Further derivati-
zation of these particles with other molecules is possible
and it is accomplished easily without formation of particle
aggregates.

Often, surface functionalization with alkanethiols is only
an intermediate step toward further functionalization of
nanoparticles. This is the case for the place exchange
reaction and further derivatization of chemically reactive
groups. [182, 198–203] Another strategy involves a non-
covalent coupling of ligands by means of hydrophobic inter-
actions that consists on the formation of interdigitated bilay-
ers [209–212]. The latter appears to be versatile enough
for derivatization with a variety of compounds and the

modified surfaces are remarkably stable in aqueous envi-
ronments which makes this method attractive for biological
applications.

3.4. Proteins and Antibodies
(Immunogold)

Identification and localization of components of biological
systems (e.g., visualization of proteins within a cell) using
gold nanoparticles attached to an antibody that binds specif-
ically to a protein is a commonly used method in elec-
tron microscopy studies of cells. The combination of the
reliable immunological methods for producing good qual-
ity monoclonal and polyclonal antibodies and the techniques
for complexing proteins onto gold nanoparticles to form
immunological probes allows the investigation of a vast
range of antigens in cells and tissues.

These gold conjugates can be used in a wide range of
applications. The major reason for their use in electron
microscopy studies is the high electron density of the gold
nanoparticles coupled with the ease with which different
particle sizes can be used for examination at different mag-
nifications. Also the strong emission of secondary electrons
and backscattered electrons from gold nanoparticles make
the gold probes ideal for study of surface antigens and
macromolecules with scanning electron microscopy (SEM)
[213]. Immunogold probes give the highest possible spatial
resolution to obtain structural information at the macro-
molecular level. Also nanogold is known to produce a more
punctuate labeling pattern than eosin photo-oxidation and
thus has advantages in electron microscopic quantitation and
resolution of binding sites. Immunogold gives more intense
stains compared to other stains and this permits much higher
dilutions of primary antibody and gold conjugate, resulting
in lower background.

Colloidal gold labeling techniques were first introduced by
Faulk and Taylor when they absorbed antisalmonella rabbit
gamma globulins to gold particles for one-step identification
and localization of salmonella antigens [214]. Indirect label-
ing techniques with gold probes were subsequently intro-
duced by Romano et al. who also reported gold labeling with
protein A for detection of primary immunoglobulins [215].
The application to thin sections for electron microscopy was
described in detail by Roth et al. and since then colloidal
gold has been used in TEM for ultrastructural studies of cel-
lular antigens [216]. Electron imaging of gold particles has
also been combined with X-ray emission using an energy dis-
persive analyzer in SEM for immunolabeling studies [217].
To date, the method of application of gold probes to the tis-
sues has been well documented [218]. Gold probes in sizes
ranging from 1 to 40 nm have been in use for electron
microscopy. But the possibility of ambiguity between small
gold particles and tissue structures indicates that larger par-
ticle sizes are preferred and are best visualized by backscat-
tered electron imaging. While all sizes of gold probes may
be used to label tissue proteins, the sizes most commonly
employed for SEM studies are 20–30 nm.

Gold nanoparticles may be conjugated to primary anti-
bodies for one-step identification of antigens (e.g., with anti
Human IgG) but are more usually employed as secondary
antibody/protein labels. Also multiple labeling of different
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cellular proteins on the same structures using different sizes
of gold probes or gold probes in conjunction with other
labels has become a popular method [219, 220].

On cells of eukaryotic origin, which have a net negative
surface charge from anionic plasma membrane components,
the membrane charge distribution is thought to be important
in the movement of various soluble macromolecules across
cell walls. Various methods have been employed to analyze
the spatial distribution of anionic sites in tissues and to study
the role played by surface charges in intracellular and inter-
cellular dynamics. Cationic colloidal gold is one of the most
used probes for this study [221–224].

Cationic gold results from the conjugation of colloidal
gold particles with poly-l-lysine, which exhibits a strong pos-
itive charge at physiological pH [223]. A one-step incubation
with these conjugates reveals subcellular sites bearing a net
negative charge and such gold probes may be used at phys-
iological pH and ionic strength. Cationic gold can also be
tested for use in paraffin and resin embedded sections.

Gold cluster complexes offer several advantages over con-
ventional colloidal gold for labeling. A number of different
reactive groups may be incorporated during synthesis and
used for covalent, site-specific attachment to biomolecules.
An example of this nanogold cluster is a gold core of 1.4 nm
in diameter, stabilized by tris(aryl)phosphine ligands. This is
a neutral molecule, stable over a wide range of pH and ionic
concentrations. It has been used to label IgG molecules,
Fab’ fragments, streptavidin, and other proteins, as well as
smaller molecules such as peptides [225], oligonucleotides
[226], and lipids [227], which cannot be directly labeled with
colloidal gold.

3.5. Dendrimers and Polymers

Dendrimers and polymers can also be used to functional-
ize gold nanoparticles. Section 2.2 provided a description
on the use of polymers for the preparation of colloidal
gold. From that, it is obvious that gold nanoparticles can
also be functionalized with polymers and examples of this
abound in the literature. Citrate-capped gold nanoparticles
have been efficiently grafted with nonionic hydrophilic poly-
mers bearing hydroxyl groups, using disulfide anchors by the
“grafting-to” strategy (in which a covalently attached poly-
mer monolayer is formed by simple contact of the metal
surface with dilute solutions of polymers) enabling their use
in biological applications [228]. The resulting monolayers
can be derivatized for specific recognition of analytes using
unsymmetrical bifunctional linker groups or directly when
the polymer bears activated sites. Two monomers used in
this approach are N -[tris(hydroxymethyl)methyl]acrylamide
(NTHMMAAM) and N -(isopropyl)acrylamide (NIPAAM).
Derivatization of the gold surface by the disulfide bearing
polymers (NTHMMAAM or NIPAAM) improved the sta-
bility of nanoparticles toward aggregation. They remained
water-soluble during all the synthesis steps and could also
be lyophilized and redispersed in water, indicating the com-
plete protection of gold colloids by the polymer mono-
layer. Additionally, gold nanoparticles coated with the
thermoresponsive polymer poly(NIPAAM) underwent con-
formational collapse with increased temperature, resulting

in controlled and reversible thermally induced aggregation
[228].

End functionalized 3D SAMs on gold nanoparticles have
been used to initiate a living cationic ring-opening polymer-
ization reaction directly on gold nanoparticle surfaces, by
the “grafting-from” technique (in which a reactive group
is created on the surface that is able to initiate the poly-
merization, and the propagating polymer chain is growing
from the surface) [229, 230]. Using appropriate initiators
and 2-oxazoline monomers (2-phenyl-2-oxazoline/2-ethyl-
2-oxazoline), ring-opening polymerization can proceed in
a living manner in a “one-pot multistage” reaction, cre-
ating complex core–shell morphologies of amphiphilic
nanocomposites [231]. This combination of a grafting–
from reaction resulting in polymer “brush-type” shells of
linear macromolecules and the introduction of a termi-
nal mesogen by means of a termination reaction can
result in stable, amphiphilic, core–shell materials with a
well defined hydrophilic/lipophilic balance. Based on the
synthetic concept developed for preparing dense polymer
brushes on planar gold substrates [232, 233], the expo-
sure of 11-hydroxyundecane-1-thiol (HUT)-functionalized
gold nanoparticles to a trifluoromethanesulfonic anhydride
vapor/nitrogen stream results in the conversion of the
HUT hydroxyl groups to triflate functional groups. Addi-
tion of dry chloroform and the freshly distilled monomer
(2-ethyl-2-oxazoline or 2-phenyl-2-oxazoline) at 0 �C under
vigorous stirring followed by subsequent heating in an
oil bath allows for polymerization to take place on the
surface of the nanoparticles. The polymerization can be
terminated by addition of N , N -di-n-octadecylamine (for
2-ethyl-2-oxazoline) solution in dry chloroform or piperidine
[for poly(2-ethyl-2-oxazoline)] at 0 �C. The surface-bound
triflate SAM is a highly efficient initiator for the cationic
ring-opening polymerization of oxazolines and the triflate
gegenion ensures a strictly ionic mechanism of the propaga-
tion reaction, ensuring a living and stoichiometric polymer-
ization [232, 233].

A similar procedure for the preparation of termi-
nally functionalized poly (N -propionylethylenimine) (PPEI)
by cationic living ring-opening polymerization of 2-ethyl-
2-oxazoline in a one-pot multistep reaction, by the so called
“grafting-onto” approach (which involves the chemisorp-
tion of macromolecules), involves a direct combination of
the fast initiation technique and a selective quantitative
termination reaction [234]. The chain ends of the linear
hydrophilic polymers can be further functionalized with
different lipophilic moieties (methyl-, n-hexadecyl- (C16�,
and 1,2-O-diooctadecyl-sn-glyceryl- [(C18)2− ]) and a mono-
functional silane-coupling group. By varying the length of
the double functionalized hydrophilic PPEI chain �n = 10,
20), surface active amphiphilic lipopolymers of controlled
hydrophilic–lipophilic balance for surface functionalization
can be obtained in high overall yields [234].

The fabrication of surfaces with controlled modulation of
interfacial properties (e.g., wettability) involving the adsorp-
tion or grafting of “smart” (environmentally responsive)
polymers onto surfaces has also been implemented on
metallic nanoparticles. Chilkoti et al. [235]. used the change
in optical properties of colloidal gold upon aggregation to
develop an experimentally convenient colorimetric method
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to study the interfacial phase transition of an elastinlike
polypeptide (ELP). This thermally responsive, genetically
encoded biopolymer was covalently attached to mercap-
toundecanoic acid functionalized gold nanoparticles. Rais-
ing the solution temperature from 10 to 40 �C thermally
triggered the hydrophilic-to-hydrophobic phase transition of
the adsorbed ELP resulting in formation of large aggre-
gates due to interparticle hydrophobic interactions, caus-
ing a color change from red to violet. Below the phase
transition temperature, the Au–ELP colloids in suspension
have an average interparticle distance several times greater
than the colloid radius and hence appear red. Upon raising
the temperature of an Au–ELP suspension, the adsorbed
ELP undergoes an intramolecular hydrophilic to hydropho-
bic transition and the interparticle distance of the colloids in
the aggregated state approaches the colloidal radius, which
results in a redshift in the absorbance spectrum (vide supra,
Section 1.2), and the suspension consequently appears vio-
let. Cooling the suspension back to 10 �C causes the ELP to
transition back to the hydrophilic state, which dissociates the
colloidal aggregates and returns the absorbance maximum
to 535 nm. Figure 5 shows the schematic of the reversible
aggregation of ELP-functionalized gold nanoparticles [235].

In addition to linear polymers, hyperbranched molecules
called dendrimers can also be used to functionalize gold
nanoparticles. Dendrimers are attracting increasing atten-
tion because of their unique structures and properties
[236–243]. These aesthetically appealing synthetic macro-
molecules are monodispersed and hyperbranched polymers
constructed from ABn monomers (AB is a monomer, n
usually 2 or 3) rather than the standard AB monomers,
which produce linear polymers. Their synthesis in an itera-
tive fashion leads to a nonlinear, stepwise synthetic growth
wherein the number of monomer units incorporated in each
successive iteration roughly doubles (AB2� or triples (AB3�
that in the previous cycle. Thus each repetition cycle leads
to the addition of one more layer of branches—called a
generation—to the dendrimer framework. The generation

Figure 5. Reversible aggregation of gold nanoparticles caused by the
environmentally triggered phase transition of adsorbed ELP: (A) Au–
ELP in the hydrophilic phase with spectra typical of isolated gold colloid
and (B) aggregates which exhibit a redshift in their absorbance spectra
compared to that of individual colloid in (A). Reprinted with permission
from [235], N. Nath et al., J. Am. Chem. Soc. 123, 8197 (2001). © 2001.
American Chemical Society.

number of the dendrimer is equal to the number of rep-
etition cycles performed and may be easily determined by
counting the number of branch points as one proceeds from
the core to the periphery [236–243].

Dendrimer stabilized nanocomposite materials have
unique potential for applications such as catalysis which
require stable colloidal particles having surfaces that are not
completely passivated by a stabilizing adsorbate. Because of
the low mass density within the dendrimer interior, such
monolayers are highly permeable to small molecules [244].
Thus, dendrimers can serve the dual purpose of acting as
a “nanofilter” that passes small and specifically charged
species, prevents other molecules from interacting with the
colloid, and can function as a stabilizer.

Dendrimers are also recognized as monodispersed
nanoreactors, possessing architectures that allow the preor-
ganization of metal ions within their interiors [245]. Several
noble metal nanoparticles have been prepared in the pres-
ence of dendrimers, in which the size of the nanoparticle
can be controlled by the size of the dendrimers [246–250].

Two molecules of this type that are frequently used
are polyamidoamine (PAMAM) dendrimers and polypropy-
lene imine dendrimers. Au colloids in the 2–3 nm size
regime have been prepared by one-phase in-situ reduc-
tion of an aqueous solution of HAuCl4 in the presence of
either second- or fourth-generation (G2 or G4, respectively)
PAMAM dendrimers using NaBH4 as the reducing agent.
The dendrimers encapsulated the colloids, imparting stabil-
ity to the aqueous colloidal solutions. The driving force for
the interaction of the colloids with the dendrimers was an
association of Au with the primary amine terminal groups
(and perhaps the interior secondary and tertiary amines) of
the dendrimer. The dendrimer generation used in such syn-
theses controlled the size of the resultant colloids: lower
generation dendrimers gave rise to larger, less monodisperse
and more aggregated colloids than those prepared using
higher generation dendrimers, for a constant ratio of pri-
mary amine groups to AuCl4−. Also the stability of nanopar-
ticles decreased sharply when either the solvent or the excess
free dendrimer was removed from the solution [247, 251].

Sugar-persubstituted PAMAM dendrimers (sugar balls)
were synthesized by Aoi et al. [252]. Since sugar balls
have highly ordered structure with arranged saccharides on
the peripheries of the dendrimers and terminal hydroxyl
residues that can operate as reductants, sugar balls were
used to act as protective agents for gold nanoparticles,
against flocculation. When Au3+ ions are reduced with the
hydroxyl groups of the sugar balls, the hydroxyl groups are
oxidized to carbonyl groups. Thus it is found that sugar balls
can act as protective agents as well as reductants for the
preparation of gold nanoparticles [253].

Fourth-generation PAMAM dendrimers [254] having ter-
minal groups partially or fully functionalized with thiol
groups have also been explored for the functionalization and
synthesis of gold nanoparticle [255]. Diluted solutions of thi-
olated dendrimers and tetrachloroauric acid can be mixed
and reduced with NaBH4 to produce stable dendrimer func-
tionalized gold nanoparticles. The enhanced stability with
thiolated dendrimers compared to amine-stabilized materi-
als is due to the low concentration of dendrimer required to
prepare the nanocrystals.
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3.6. Sol–Gels

As explained in the previous sections, surface modification
of gold nanoparticles imparts these systems with a variety of
functionalities that makes them useful on a wide variety
of applications. Surface modification can be achieved as a
series of sequential steps starting with the synthesis of the
particles or in a one-step procedure. For most applications
the ligands are selected such that they are used both as stabi-
lizing agents and as functional surface groups for the immo-
bilization of other molecules onto the nanoparticle surface.
With the availability of a variety of ligands, the choice of
ligands is almost entirely dependent on the application in
which the gold nanoparticle will be used. Most of the time,
alkane thiols, polyelectrolytes, and dendrimers are used for
the purpose of both surface modification and stabilization of
gold nanoparticles. Often, the ligands employed may affect
the electronic (optical, chemical) properties of the nanopar-
ticles, for example, adsorption of a nucleophilic molecule on
gold nanoparticles results in a redshift in surface plasmon
resonance and an increase in absorbance at higher wave-
lengths [22, 99].

Alternative methods of preparing surface modified gold
nanoparticles have been explored such as functionaliza-
tion with silica by sol–gel processing. Silica has recently
been utilized for the stabilization of metallic nanoparticles
[256–261]. Sol–gel processing is a powerful technique that
offers unique opportunities for the synthesis of optical mate-
rials in the form of thin films, fibers, and fine powders [262].
Several general approaches have been reported for the func-
tionalization of gold nanoparticles with silica by sol–gel pro-
cessing. Martino et al. used sol–gel processing in reverse
micelle solutions and sequential reduction of gold salt for
the creation of gold–silicate nanodispersions [263]. How-
ever, the presence of gel precursors destabilizes the inverse
micelles resulting in larger nanoparticles and wider parti-
cle size distributions. Liz-Marzan et al. synthesized silica
coated gold nanoparticles in a two-step process, where gold
nanoparticles are first reduced by citrate and the nanopar-
ticles are coated with silica using a silane coupling agent
[256].

During the synthesis of silica coated gold nanoparticles a
monolayer of a silane coupling agent [e.g., (3-aminopropyl)
trimethoxysilane or N -(3-trimethoxysilyl) propyl ethylenedi-
amine] is allowed to adsorb onto gold nanoparticles where
the strong affinity of gold for amine groups is exploited
[187, 256, 261]. In a second step, active silica (sodium sil-
icate) is added to the dispersion promoting the formation
of a thin, dense, and relatively homogeneous silica layer
around the nanoparticles using the silanol groups as anchor
points. At this stage, the nanoparticles can be transferred
into ethanol and the silica layer thickness can be increased in
a controlled way. With this method, the morphology and the
concentration of gold nanoparticles over a wide range can
be controlled without sacrificing the stability, and the opti-
cal properties of the gold nanoparticles agree extremely well
with the predictions of Mie theory [256]. Thus, the prepara-
tion and surface modification of gold nanoparticles via sol–
gel processing is another alternative to the well-established
gold–alkane thiol method. Moreover, similar procedures can
be used for other nanoparticles such as platinum, silver, and
palladium and semiconductor particles.

4. CHARACTERIZATION
A variety of techniques are used to characterize gold
nanoparticles. In general a combination of techniques is
needed in order to characterize these systems because no
single analytical technique can provide complete informa-
tion on nanoparticles.

One of the most commonly used techniques in the study
of colloidal gold is UV-vis spectroscopy. The absorption
maximum, which is due to excitation of surface plasmons
on the metallic nanoparticles, is observed around 520 nm
for spherical gold nanoparticles. The position of this peak
is only weakly dependent on the size of the gold nanoparti-
cles [22]. However, changes in the dielectric medium around
the particles can have a significant effect on the posi-
tion of the SPR peak, shifting to longer wavelengths with
increased values of the dielectric constant of the medium.
Additionally, the SPR position also depends on the shape
of the particles and their proximity to each other [17, 18,
22–25, 139]. When the separation distance between metallic
nanoparticles is smaller than their radius additional reso-
nances occur at longer wavelengths. Thus, if the individual
particles approach each other to within less than one parti-
cle diameter the absorption spectra broadens and shifts to
longer wavelengths. These changes in the absorption spec-
trum are routinely used to determine the presence of inter-
particle interactions such as aggregation and have also been
exploited for DNA detection.

Optical absorption spectroscopy can give semiquantita-
tive information on colloidal gold aggregation. However,
the state of aggregation and the size distribution of the
nanoparticles can be more accurately assessed with TEM.
TEM is a very effective (and commonly used) technique
for the characterization metallic nanoparticles due to their
high density of free electrons. TEM gives immediate visu-
alization of the gold nanoparticles by capturing the con-
trast created when a high-energy electron beam is passed
through them. As electrons hit the nanoparticles on the
sample grid, some of them will be scattered while the
remainder are focused onto a photographic film to form an
image. Unfocussed electrons are blocked out by the objec-
tive aperture resulting in an enhancement of the image
contrast. The resolution limits of modern TEM are suffi-
cient enough to image gold nanoparticles in the 1–10 nm
size range. Although atomic resolution and lattice imaging
are required for detailed structural analysis, a particle size
distribution can be obtained at moderately low resolution
for gold nanoparticles with mean diameter less than 10 nm
[264–268].

Since modern applications of colloidal gold have exploited
the capability to functionalize their surfaces with a vari-
ety of ligands the composition of the nanoparticles also
needs to be characterized. It may be necessary to find the
oxidation state of gold or the entire composition of the
monolayer. X-ray photoelectron spectroscopy (XPS) is a sur-
face sensitive technique that can provide this information
[269]. Additionally, XPS can help determine the presence
of contaminants remaining from the preparation procedures
for gold nanoparticles (e.g., adsorption of unreduced gold
cations and their corresponding anions during gold salt
reduction). XPS can also be used to determine the compo-
sition of these species with high accuracy [268, 270].
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Nuclear magnetic resonance (NMR) can also be used for
the characterization of gold nanoparticles. This technique
is based on the difference between the resonant frequency
of a metal and a diamagnetic compound such as a complex
or ionic solid. This difference (NMR shift or the Knight
shift) is a consequence of the interaction of a metal nucleus
with the conduction electrons and is measured as a frac-
tion of the applied field. The NMR shift for [197] Au is
+1�4%. This means that in a field in which a standard such
as [PtI6]2 resonates at 100 MHz, the 197Au resonance for
metallic gold is shifted by 1.4 MHz. The measurement of the
NMR shift of gold in small particulate form provides crucial
information on the size at which gold nanoparticles begin
to develop metallic properties, which is an important topic
in nanotechnology. Moreover, NMR spectroscopy is partic-
ularly informative about the structure and chemical compo-
sition of MPCs and alkane thiol modified gold nanoparticles
[180, 182, 183, 186, 271, 272]. For monolayer characteriza-
tion 1H and 13C NMR resonances are usually measured,
since mostly hydrogen and carbon are present in the mono-
layers adsorbed on the gold clusters/nanoparticles. In this
case, strong NMR shifts are observed due to the interaction
of the adsorbate nuclei with the conduction electron density
of the gold surface.

Fourier transform infrared spectroscopy (FTIR) can also
be used to elucidate the surface chemistry of molecules
adsorbed on gold nanoparticles [272–274]. Information on
the order–disorder (gauche defects) of the chains of the
molecules or the defects near gold nanoparticle surface is
obtained by measuring the vibrational energy levels of each
bond (C–H, C–C, C–N) in the infrared region of the spec-
trum. These energy modes are characteristic to each bond
and shifts in the vibration modes provide the necessary
information on the structure and content of the molecules
adsorbed on gold nanoparticles.

Fourier transform infrared spectroscopy can provide valu-
able information on the conformation and order of alkyl
chains on monolayers, particularly through analysis of the
(CH2� bands. However, symmetrical bonds such as C–C
appear as very weak bands or may not be detectable at all by
FTIR. Thus, FTIR normally does not produce this informa-
tion [275]. Symmetrical bonds, however, are readily detected
using Raman spectroscopy. Thus, this technique can pro-
vide complementary information on the C–C backbones of
monolayers. Other bands present in alkanethiol SAMs such
as C–S and S–H bands can be analyzed easily by Raman
spectroscopy, thus providing structural and chemical insight
into the interaction between the alkanethiolates and the
metal substrate [128, 246, 275–277]. For example, the S–H
bond of alkanethiols is cleaved upon chemisorption to gold
[275]. Thus, the relative intensity of the (S–H) band of free
thiol and gold thiolates samples can indicate the progression
of alkanethiol chemisorption. The (C–S) band in the Raman
spectrum also indicates the chemisorption process and the
resultant structure of the alkyl chains near the surface of
gold [275, 278]. Thus, FTIR and Raman spectroscopy pro-
vide complementary information on the vibration modes in
the chemisorbed monolayers on metallic nanoparticles. In
this context, it is a fortunate fact that metallic nanoparticles
further enhance the Raman signals [128, 146].

5. APPLICATIONS
Although colloidal gold has been used for hundreds of years,
the number of applications has been limited until recently.
For centuries, its main applications were as a stain for glass
and fabrics and to a minor extent as a purported therapeutic
agent. However, there is currently a boom on its applica-
tions, particularly within the realm of nanoscale science and
engineering. In the following, a number of newer applica-
tions developed within the last decade are described. It is
likely that newer applications will be developed because of
the large interest in nanotechnology.

5.1. Colorimetric Assays

One of the most remarkable applications of gold nanoparti-
cles reported in recent years is the colorimetric detection of
oligonucleotides based on the optical properties of the gold
nanoparticles [206, 279]. This simple and highly selective
detection method has many advantages over other sequence-
specific DNA detection methods currently applied in the
diagnosis of pathogenic and genetic diseases. Most of the
current systems make use of the hybridization of an immo-
bilized target oligo- or polynucleotide probes labeled with
radioactive 32P or 35S reporter groups [280–283]. Although
this technique offers high sensitivity, the use of radioac-
tive labels creates certain problems such as the disposal of
the probes, the requirement of specially trained personnel,
and the short shelf life. In other techniques, the radioac-
tive labels are replaced with nonradioactive labels such as
organic dyes, and the hybridization of target DNA molecules
is detected by fluorescence or luminescence spectroscopy
with high sensitivity [280–283]. However, the labels and the
monitoring equipment are relatively expensive increasing
the cost of the method.

The detection of oligonucleotides using gold nanoparti-
cles has many desirable features such as rapid detection, a
colorimetric response, and little or no required instrumen-
tation [206, 284]. This approach involves two gold nanopar-
ticle probes with covalently bound oligonucleotides that are
complementary to a target of interest. When exposed to
target strands, these nanoparticle probes are cross-linked
through DNA hybridization and form networks of aggre-
gates composed of thousands of nanoparticles. The aggre-
gation process is accompanied by red-to-blue color change
of the solution, which occurs due to changes in the SPR
frequency of the gold nanoparticles. The detection mech-
anism is based upon the fact that when the interparti-
cle distance between the nanoparticles is greater than the
average nanoparticle diameter, the color of the aggregated
appears red, but as the interparticle distance decreases the
color shifts to blue providing a means of detection. Also,
the melting characteristics of these networks (they have
sharp melting transitions) allow one to differentiate a per-
fectly complementary target strand from a strand with a
single base mismatch. Moreover, the color changes associ-
ated with hybridization are significantly enhanced and eas-
ily visualized even with the naked eye if the hybridized
sample is processed on a solid support [284]. This method
provides a simple, fast, qualitative response for the detec-
tion of mismatches in the DNA sequence [206, 284–286].
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With this approach, quantitative responses can be obtained
using larger gold nanoparticles [285] and incorporating silver
nanoparticles into the system that allows the responses to be
obtained by an inexpensive flatbed scanner [286, 287]. Since
the molar extinction coefficient of 50 nm gold nanoparti-
cles is 1011 M−1 cm−1 (108 M−1 cm−1 in case of 13 nm
nanoparticles), the use of larger gold nanoparticles provides
higher sensitivity assays and allows quantitative colorimetric
detection. It was shown that increasing the nanoparticle size
resulted in significant improvement in the extinction damp-
ening of the surface plasmon band (indicative of oligonu-
cleotide hybridization-induced nanoparticle aggregation) as
evidenced via melting analyses. A detection range of 50 pM
to 5 nM was obtained [286]. Another way to increase the
sensitivity of detection and quantify the hybridization pro-
cess is by incorporation of silver (Ag) to gold (Au) nanopar-
ticles in a so-called “core–shell” scheme. In this method,
silver ions are reduced to silver metal on gold nanoparticles
creating core–shell Au/Ag nanoparticles that can be easily
modified alkylthiol-oligonucleotides. The molar extinction
coefficient of the core–shell nanoparticles is very similar
to that for the silver nanoparticles alone and is larger
than that for gold nanoparticles of the same size. These
oligonucleotide-modified core–shell nanoparticles show sim-
ilar but enhanced changes in the optical spectrum and has
similar melting properties as oligonucleotide-modified gold
nanoparticles when they are aggregated due to hybridiza-
tion. This process increases the scanned intensity by a factor
as large as 105 and target oligonucleotides concentrations as
low as 50 fM can be measured [287].

The strong dependence of the SPR absorption band on
the degree of aggregation of gold nanoparticles has also
been exploited to detect heavy metals. Various metal ions
like zinc, manganese, nickel, lead, cadmium, and mercury
may be present in water at parts per million concentrations
or higher. Some of these are toxic metal ions that pose
significant public health hazards when present in drinking
water. For absolute identification and total concentration
assessment, ion-coupled-plasma spectroscopy is commonly
used as a characterization method. However, more efficient
detection can be implemented using colloidal gold.

In gold nanoparticles covered with capping agents like
mercaptocarboxylic acid, the surface carboxyl groups can
enable chelation of metal ions [288–290]. The principle
of metal-cation based aggregation has been used by Mur-
ray and co-workers to initialize the formation of metal
films and solution-phase aggregates [291, 292] similar to the
aggregation of DNA-functionalized metal nanoparticles that
has been used for the sequence-specific detection of the
oligonucleotides [206, 279].

A colorimetric technique, particularly appropriate for oth-
erwise largely spectroscopically silent species like trace mer-
cury, cadmium, and lead has been demonstrated using the
principle of change in color from red to blue due to the ion-
chelation based aggregation of functionalized gold nanopar-
ticles. The aggregation process produces a shift in plasmon
band energy and a substantial increase in long wavelength
Rayleigh scattering, which has been employed for visual
detection of these ions. In this method functionalized gold
nanoparticles are aggregated in solution in the presence of
divalent metal ions by an ion-templated chelation process.

This caused a measurable change in the absorption spectrum
of the particles. The aggregation also enhanced the hyper-
Rayleigh scattering (HRS) response from the nanoparticles
solutions, providing an inherently more sensitive method of
detection. The increase in the HRS intensity appeared to be
due to both symmetry lowering and an increase in the effec-
tive size of the chromophoric entity responsible for plasmon-
enhanced HRS [293].

One of the challenges in devising colorimetric methods
for the identification of these ions has been the identifi-
cation of appropriately strongly binding leuco dyes capable
of yielding sufficiently intensely absorbing metal/dye com-
plexes. Thus appropriately functionalized gold nanoparticles
could be used as exceptionally high extinction dyes for col-
orimetric sensing of heavy metal ions [293].

Rao et al. [294] investigated the effect of concentration
of metal ions on the interaction of nanoparticles and chela-
tion of ions. Figure 6 shows the ion-chelation mechanism
binding two nanoparticles. Gold nanoparticles capped with
�-lipoic acid were interacted with various metal ions like
Cu, Fe, Ni, Mn, Cd, Zn, and Pb. It was found that in the
dilute metal-ion concentration regime the metal ions bound
to the carboxyl functional group of the �-lipoic acid and
thereby caused observed dampening of the plasmon band.
The chelation/aggregation process was reversible via addi-
tion of a strong metal ion chelator such as EDTA. The inter-
mediate metal-ion concentration regime was characterized
by the aggregation and irreversible chelation accompanied
by an increase flocculation. Further increase in concentra-
tion resulted in precipitation.

Another study by Szulczewski et al. [295] on the adsorp-
tion of Hg atoms on the gold and silver nanoparticles
revealed the influence of particle size on the properties of
the nanoparticles. The adsorption of Hg on nanoparticles
resulted in a blueshift of the surface plasmon mode, the
shift being more pronounced for the smaller particles than
the larger particles for the same Hg shell thickness. More
research in this field is to be done in terms of improving the
modest colorimetric detection limits, enhancing the chemi-
cal selectivity and sensitivity, and study of properties in the
presence of metal ions.

5.2. Fluorescence Assays

Besides their unique optical properties, metallic nanopar-
ticles metals can also exert an important influence in the
fluorescence emission characteristics of fluorophores posi-
tioned in their vicinity. Two different phenomena can be
observed depending on the separation distance between the
surface of gold nanoparticles and the fluorophores. In gen-
eral, when the separation distance is smaller than 5 nm,

Figure 6. Ion–chelation binding of two nanoparticles. Reprinted with
permission from [294], S. Berchmans et al., J. Phys. Chem. B 106, 4647
(2002). © 2002, American Chemical Society.
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strong quenching of the emission of fluorescence and dra-
matic reduction in the lifetimes of the excited states of flu-
orophores is observed [296–299]. On the other hand, when
the separation distance is between 10 and 20 nm, enhanced
emission of fluorescence is observed due to local concentra-
tion of the incident excitation field by the gold nanoparticles
[299–303]. Although these phenomena are well known, to
date, only a very limited number of applications involving
nanoparticles are reported in the literature for the detection
of molecules [303, 304].

In 2002, Maxwell et al. [303] reported the use of gold
nanoparticles in the detection of DNA sequences and single-
base mutations based on the quenching of fluorescence
emission of fluorophores that are attached to the oligonu-
cleotides. The gold nanoparticles were 2.5 nm in diameter
and functioned as a “nanoscaffold” for the attachment of
fluorophore-labeled oligonucleotides and as a quencher (or
energy acceptor). The fluorophore-labeled oligonucleotides
assembled into a constrained archlike conformation on the
gold nanoparticle surface such that the thiol group and the
fluorophore adsorb on the same nanoparticle. In this state,
the fluorescence emission of the fluorophore is quenched
by the gold nanoparticle. Upon binding of the target DNA,
the constrained conformation opens, and the fluorophores
separate from the surface because of the structural rigid-
ity of the hybridized DNA, leading to an increased emis-
sion of fluorescence. Desorption of the fluorophore from the
gold surface was attributed to the fact that the hybridization
energy of the DNA ($H = 80–100 kcal/mol) is considerably
larger than that of adsorption energies of organic dyes on
gold ($H = 8–16 kcal/mol) [305]. Since the separation dis-
tance between the fluorophore and the gold nanoparticle in
the open state is about 10 nm, nonradiative energy transfer
from the excited fluorophores to gold nanoparticles was con-
siderably decreased upon hybridization because when the
nanoparticles are small (2–3 nm), nonradiative energy trans-
fer occurs within 1–2 nm from the gold nanoparticle surface,
thus resulting in a dramatic increase of fluorescence upon
hybridization [306, 307].

Our group has researched how to use gold nanoparti-
cles as platforms for displaying ligands in fluorescence-based
assays that exploit the quenching phenomena exerted by
gold nanoparticles on fluorophores. For this, alkanethiol
functionalized gold nanoparticles are used in this detection
scheme because the thickness of the SAMs is in the order
of 1–3 nm [174–177], which positions the fluorophores in a
region from the gold surface where the fluorescence emis-
sion is more sensitive to changes in the separation distance
[296–299]. Proof on concept demonstration of this biosens-
ing system is shown in Figure 7. The specific interaction
of biotinylated gold nanoparticles with fluorophore-labeled
antibiotin caused a decrease in the fluorescence emission
intensity. Upon addition of soluble d-biotin, competitive
dissociation of bound antibiotin caused a recovery in the
fluorescence emission intensity. When the binding sites of
antibiotin were saturated with d-biotin prior to the inter-
action with biotinylated gold nanoparticles, there was no
change in the fluorescence emission, which further shows
the specific nature of the interactions taking place between
the biotinylated gold nanoparticles and the labeled antibody.
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Figure 7. Binding and dissociation of fluorescently labeled antibiotin to
biotinylated gold nanoparticles.

The biosensing scheme described could be easily general-
ized to other ligand–protein pairs where specific molecular
interactions at the surface of the gold nanoparticles cause
the separation of fluorophore labeled biomolecules from the
gold nanoparticle.

5.3. Monolayers

In addition to their use in surface-enhanced Raman scatter-
ing gold nanoparticles can have uses in electro-optics and
molecular electronics in the form of thin films. These applica-
tions require the assembly of the nanoparticles on solid sur-
faces in the form of desired one-, two-, and three-dimensional
structures. Some of the strategies for the formation of
gold nanoparticle thin films on solid surfaces take advantage
of the ionic nature of gold [308] as well as its affinity toward
thiol or amine molecules, while in some applications poly-
mers such as poly(allylaminehydrochloride), poly(sodium 4-
styrene sulfonate), and poly(ethylene imine) are used [309].

Natan and his research group exploited one of the earli-
est approaches to assemble gold nanoparticles onto chem-
ically functionalized substrates [264–266, 308, 310]. In this
approach, organosilanes with different functional groups are
used as the linker between the glass substrates and the gold
nanoparticles. Gold nanoparticles are strongly bound to the
surface through covalent bonds to pendant functional groups
such as CN, NH2, or SH. The general assembly protocol
is carried out completely in solution: clean glass substrates
are immersed in methanolic solutions (or in toluene) of
organosilanes, rinsed, and subsequently immersed in aque-
ous gold nanoparticle solutions. Two-dimensional arrays
spontaneously form on the organosilane surface. The result-
ing substrates can be characterized by UV-vis spectroscopy,
TEM or atomic force microscopy, and SERS. The flexibil-
ity and control that this method provides are noteworthy,
such that by manipulating the particle size, particle–silane
interactions and the physical and chemical properties of
the substrate the nanoscale architecture can be controlled.
This solution-based assembly protocol makes the substrate



Colloidal Gold 43

fabrication routine and it also allows one to fabricate sub-
strates with any shape or size. Therefore, gold nanoparticles
monolayers can be prepared on glass/quartz slides and TEM
grids. The same strategy has also been used by other groups
[311–313].

Another approach to making thin films of gold nanopar-
ticles on solid substrates is by functionalization of both sub-
strate and the nanoparticles and chemically coupling them
via functional groups [273]. Gold nanoparticles can be func-
tionalized with a ligation partner such as ketone and then
chemoselectively immobilizing them onto planar gold sub-
strates presenting SAMs of aminooxy groups. Ketone and
aminooxy groups react selectively to form a chemically stable
oxime, and they are unreactive toward thiol that is essen-
tial for the preparation of gold nanoparticles as well as the
monolayer film. The resulting films of ketone-functionalized
gold nanoparticles are fairly stable and can be character-
ized with ellipsometry, grazing-angle infrared spectroscopy,
and electrochemistry. Since this technique requires mutu-
ally exclusive reactivity of pairs of functional groups, even
among a number of potentially reactive functional groups,
only the two chemoselective ligation partners will react with
each other. Because the reaction can tolerate the presence
of a diverse functionality so that protecting-group manipu-
lations are unnecessary, it has been also used to conjugate
peptides and proteins onto surfaces [314].

Metal nanoparticle loading on surfaces can be increased
by the use of additional linker molecules to bind more
nanoparticles to the surface [265, 292, 315] by the modi-
fication of the surface by preadsorption of polyelectrolytes
(layer-by-layer adsorption) [316, 317] or by repeated wash-
ing and reexposure of the substrates to nanoparticles solu-
tions [318, 319]. In the layer-by-layer adsorption method,
functionalized molecular linkers are first immobilized onto
a substrate followed by dipping into a solution of unmod-
ified gold nanoparticles to immobilize a layer of nanopar-
ticles on the linker layer. The resulting nanoparticle layer
is then immersed again into the solution of linkers for fur-
ther immobilization. Repeating sequentially the adsorption
processes results in a multilayer film. While this method
is attractive for producing well-defined multilayers, corrup-
tion of the films may occur via the repetitive immersion and
rinsing process and the issue of how this method can be
applied to thin film fabrication on any desired substrates
is yet to be addressed. In order to overcome this problem,
Leibowitz et al. [313]. suggested an alternative and simpler
pathway for the production of thin films on substrates of any
type. The procedure involved a one-step, exchange–cross-
linking–precipitation route, where ligands (that is, alka-
nethiols) on gold nanoparticles were place-exchanged with
�, �-functionalized dithiols, which in turn caused cross-
linking and precipitation of gold nanoparticles on the sur-
face of the substrates. This route may be written as

�Au�n − SR +HSR′SH → SR′S− �Au�n · · ·
→ −&SR′S− �Au�n'm − precipitation

in which (HSR′SH) is the dithiol and (SR) is the alkane
thiol. The structural and electronic properties of the thin
films produced by this method were found to be compara-
ble with thin films derived from a stepwise layer-by-layer

method. Moreover, since one can produce thin films in a sin-
gle step using this method, it offers a much simpler route for
preparing nanoparticle thin films on almost any substrate.

5.4. Biosensors

Current research in biosensor technology is leaning toward
the use of gold nanoparticles as an important component
of biosensing platforms due their unique optical and elec-
tronic properties. Recently, Jia et al. [320]. constructed a
horseradish peroxidase (HRP) biosensor using sol–gel pro-
cessing and gold nanoparticles in a three-dimensional net-
work. In this study, gold nanoparticles were chemisorbed
onto thiol groups on the sol–gel network, and HRP was
adsorbed onto the surface of gold nanoparticles. Here, gold
nanoparticles acted as tiny conduction centers that facil-
itated the transfer of electrons (produced in the enzy-
matic reaction where hydrogen peroxide was oxidized) to
the electrode surface. Since gold nanoparticles were assem-
bled into a multilayer, the enzyme loading on the biosen-
sor was increased resulting in better signals. Also, both gold
nanoparticles and sol–gel had little effect on enzyme activ-
ity, imparting the biosensor with high sensitivity and good
stability.

In 1996, Chen et al. [321] reported that the addition of
gold nanoparticles with sizes ranging from 10 to 30 nm to
a glucose biosensor resulted in the enhancement of glu-
cose oxidase (GOD) activity. They found that 10 nm gold
nanoparticles caused more increase in the GOD activity
than 30 nm gold nanoparticles. In their following report,
they used even smaller gold nanoparticles (less than 10 nm)
to investigate further enhancement in the enzymatic activity.
The enhanced activity of GOD was attributed to the quan-
tum size effect, which is related to electron transfer between
the nanoparticles and protein molecules, which could elu-
cidate the enhancement of enzyme activity. According to
this concept, the surface of metallic clusters is always elec-
tron deficient, and the redox potential of nanoparticles is
closely related to particle size and is relatively high. When
the atoms contained in a particle decrease as the parti-
cle size decreases, the redox potential of the nanoparticle
increases causing stronger affinity to electrons. Although the
enhancement effect of gold nanoparticles on enzyme activity
is observed qualitatively and further investigation is neces-
sary, it was an important step for the development of better
glucose biosensors.

Based on the observations made on the glucose sensor in
which gold nanoparticles enhanced the enzymatic activity, it
was considered that gold nanoparticles could also be useful
for DNA sensors [322–328] considering that gold nanopar-
ticles allow immobilization of biomolecules and could be
assembled on gold substrates. The quartz crystal microbal-
ance (QCM) is widely used for DNA sensing and allows
real-time measurement of DNA binding and hybridization
at the nanogram level. Its potential for DNA hybridization
detection has been demonstrated recently. The detection
limit of this device could be improved by using DNA-
functionalized gold nanoparticles in a probe/target/probe-
nanoparticle sandwich fashion where the amount of DNA
hybridized is increased significantly by introducing DNA-
functionalized gold nanoparticles on the QCM surface. This
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method causes an amplified frequency shift and substantially
extends the sensitivity limits of the QCM detection system.
Liu et al. [327] studied the effect of the size of gold nanopar-
ticles on the detection sensitivity enhancement of a QCM
system, and they found that the amount of mass change
on the QCM sensor increased as the gold nanoparticle size
increased until 40 nm and decreased thereafter.

Signal enhancement using gold nanoparticles is not just
limited to QCM; Lyon et al. [329] utilized gold nanoparticles
in the signal enhancement of SPR immunosensing. When
gold nanoparticles are incorporated into the SPR biosens-
ing surface such that surface immobilized antibody interacts
with antigen–gold nanoparticle conjugate, an increased SPR
sensitivity to protein–protein interactions was observed. Pico-
molar (pM) detection of human IgG has been realized using
gold nanoparticle enhancement, with theoretical detection
limits for this technique being much lower [328].

6. CONCLUSIONS
The rapid growth in the number of applications that col-
loidal gold has found during the last decade has expanded
to new levels. It is likely that this material will be con-
sidered more than a simple stain for glass, a marker for
TEM studies in molecular biology, or a good model sys-
tem for colloidal science. Novel applications will be found in
the field of nanotechnology and particularly in combination
with biological molecules. Ordered assemblies and arrays
of these particles may provide materials with novel proper-
ties. Supramolecular crystals have been explored and may
find novel applications. More importantly, novel technolo-
gies will emerge that use this material and exploit its unique
optical and electronic properties. One of the fields that will
likely encounter fast growth in the near future is the imple-
mentation of metallic nanoparticles in fluorescence detec-
tion schemes. Nanoparticle alloys of gold and other noble
metals such as silver will allow further flexibility in fine-
tuning the optical and electronic properties of this material.
Additionally, the optical properties of anisotropic nanopar-
ticles could be implemented to great advantage in surface
enhancement of fluorescent emission and Raman scattering.
For example, nanorods of this material would concentrate
the electric field at the end of the nanorod and this could
be exploited to greatly increase the natural fluorescence of
biological molecules such as DNA. It is likely that elec-
tronic properties such as coupling of SPR modes could be
directed at the nanoscale level using assemblies of nanorods
for spatially directed transduction of electronic and/or opti-
cal excitations. The boom in the number of applications of
this material is only likely to continue expanding into more
sophisticated applications during the coming years.

GLOSSARY
Anisometric gold nanoparticles Nonspherical gold nano-
particles.
Deoxyribonucleic acid (DNA) A macromolecule consisting
of one or two strands of linked deoxyribonucleotides.
DNA hybridization Formation of the double helical struc-
ture of DNA by pairing of two complementary single strands
of DNA.

Fluorescence The emission of light by a substance after
absorbing energy from light of usually shorter wavelength.
When an incident light source excites the electrons of a
substance these will jump to higher excited levels. When
they return to the ground level then energy is released as
photons.
Fluorescence resonance energy transfer (FRET) The rad-
iationless transfer of excitation energy from a donor to an
acceptor. When this transfer occurs the emission of fluores-
cence by the donor is decreased. The acceptor may or may
not be fluorescent. If the acceptor is fluorescent, emission
will occur from the acceptor instead of the donor. FRET is
a distance-dependent interaction that occurs over distances
of 1–10 nm.
Monolayer protected clusters (MPCs) Metallic clusters
covered by an organic monolayer that prevents their irre-
versible aggregation. These nanoparticles aremost commonly
formed by reduction of a noble metal salt in the presence
of a surface-active substance that forms a monolayer on the
surface of the growing clusters, thus limiting their further
growth and stabilizing them against aggregation.
Nanoshells Metallic nanoparticles consisting of a metal-
lic shell surrounding a dielectric core. Recently nanoshells
have also been prepared that consist of a metallic core sur-
rounded by a metallic shell consisting of a different metal.
Self-assembled monolayers Molecular assemblies that are
formed spontaneously by immersion of a substrate in to a
solution of active surfactant in a solvent.
Surface enhanced emission of fluorescence The increased
emission of fluorescence resulting when fluorophores inter-
act with the enhanced electromagnetic field around metallic
nanoparticles.
Surface enhanced Raman spectroscopy (SERS) The dra-
matic increase in the intensity of an otherwise weak Raman
signal produced by rough metallic surfaces. This increase
can be as high as 104–106 or even 108–1014 for some systems.
The main contribution to this enhancement is due to the
concentration of the electromagnetic field in the vicinity of
rough metallic surfaces.
Surface plasmons The free electrons on the surface of a
metal that behave like a quasi-free electron gas. They rep-
resent the quanta of the oscillations of surface charges and
can behave like real surface waves. They can be excited by
the electric field of electromagnetic radiation.
Surface plasmon resonance (SPR) The condition at which
the frequency of the incident electromagnetic radiation cou-
ples with that of the oscillating electrons on the surface of a
metal.
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1. INTRODUCTION
Only a few years ago technology had mainly to do with
macroscopic systems and aggregates with micrometer-scale
properties. The situation changed fundamentally with the
rise of nanotechnology; this technology will have an essential
influence on the development of new devices in all or almost
all fields of technology, medicine, biology etc., and these
developments will influence our future life considerably.

It is well known that nanosystems can have properties
which are distinctly different from those of macroscopic sys-
tems: properties which are well defined and clearly fixed
in the bulk are very often no longer typical features in
nanophysics and nanotechnology. If the particle number is
decreased so that the size of the system is in the nanome-
ter region, new effects emerge which have no counterpart in
other fields of physics, chemistry, and technology.

Let us give an example. The melting temperature of a
macroscopic system is usually well defined, and the system
is thermally stable up to the melting point. Of course there
can be phase transitions but the various phases define sta-
ble configurations. In contrast to macroscopic systems, the
melting temperature of a nanosystem in general depends on
the particle number and is also a function of the outer shape
of the system. Moreover, the melting temperature of certain

nanosystems is not defined and not clearly fixed, which can
be explained by the faster occurrence of sublimation com-
pared to the melting process.

This is a completely new situation, in particular in con-
nection with materials research. Clearly, the construction of
nanomachines and other aggregates is based on components
whose material properties have an essential influence on the
function on such systems. Therefore, the definition and clas-
sification of material properties at the nanolevel is a partic-
ular challenge and is just at the beginning. Within such a
program not only do further sophisticated experiments have
to be prepared, but also specific methods for the theoretical
treatment of such systems have to be selected and refined
carefully.

Nanotechnology will also lead to drastic new insights in
connection with biological systems, not only by the manip-
ulation of the features of existing biological structures, but
also with respect to questions as “What is a biological
system?” or, quite generally “What is life?” It is usually
assumed that biological features are strongly correlated with
systems of sufficiently large complexity, in particular, in con-
nection with complex molecules. But do we really need
complex systems and complex organic molecules, respec-
tively, for all phenomena which arise in connection with
biological (living) systems? Obviously this must not be the
case [1], a sufficiently small system consisting of an inor-
ganic monatomic material (aluminum) shows surprisingly
new effects in analogy to those which are typical for biologi-
cal systems. How far has such an Al system to be reduced in
order to show such features? In the micrometer realm the
system behaves completely nonbiologically. However, if the
size is of the order of a few nanometers, such new effects
emerge.

What is the adequate theoretical treatment of such and
similar nanoeffects? How relevant in this context are the
usual methods of solid state physics, which have been suc-
cessfully applied to the bulk state? In order to be able to
answer these questions more specifically, let us mention the
following often observed characteristics of nanosystems.

The properties of nanosystems vary strongly with
temperature—much more than in the bulk of the crystal.
This fact can lead to the effect that certain nanosystems
(e.g., nanomachines) work properly only within a relatively
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small temperature window, since components (or even the
whole nanosystem) lose their stability outside this tempera-
ture window.

The reason for this temperature sensitivity is obvious and
is explained by the following fact [2]. As the surface atoms
are, in general, less bonded than bulk particles we expect
that the structure and dynamics are more sensitive to vari-
ations in temperature. This is for example, the case for
the mean-square displacements at the surface and also for
anharmonic effects, leading to the effect of premelting; that
is, the crystal is molten in the surface region already below
the melting temperature. Since the relative number of sur-
face atoms increases with decreasing size of the system,
these effects are large in the case of nanosystems and, as
we have already remarked, the melting temperature Tmn of
the whole nanosystem is in general far below the melting
temperature Tm of the bulk. Furthermore, below Tmn vari-
ous specific structure transformations [3] can take place in
connection with systems of nanometer size. All these effects
can influence the function of nanosystems and have to be
considered carefully.

Also this behavior of nanosystems makes clear that the
basic principles of solid state physics can hardly be extended
to the realm of systems with nanometer size. For example,
the concept of phonons cannot be extended to nanosystems
and we have to use other methods for the determination
of the particle dynamics in such systems. Only a few con-
cepts, which work well in the description of bulk states, can
be used for the characterization of nanosystems. In conclu-
sion, the typical features of the solid in the bulk (periodic
structure, harmonic behavior) can be no basis for the the-
oretical description of nanosystems, and the system under
investigation has to be analyzed carefully with respect to the
theoretical treatment.

However, the principles of modern surface physics are
often useful within the analysis of nanometer-scale proper-
ties. The reason is obvious: In the case of nanosystems a
great fraction of atoms belong to the surface region of the
system and determine essentially their behavior, and such
nanosurface effects can be much larger than those of semi-
infinite surface systems. For example, in the case of suffi-
ciently small nanoclusters no particle of the system can be
considered as a bulk particle since the distances of all the
particles to the surface are smaller then the cutoff radius for
the interaction.

In this chapter we introduce methods which are adequate
for the theoretical treatment of nanosystems. These methods
have been discussed critically and, in some cases, proposals
are made to improve them under consideration of recent
research results. The material is not only an introduction to
the state of the art for researchers and professors, but is also
benefits advanced students.

In this work we had to restrict ourselves to the study of
the structure and dynamics of the atoms which form nano-
systems (machines, aggregates, clusters etc.); we do not deal
with nanostructured materials or with electronic properties
of nanosystems (quantum dots, quantum computers, etc.).
Clearly, the structure and dynamics of atoms are determined
by the electrons, but only in connection with the interaction

between the particles, and these interactions are of funda-
mental importance for the understanding of the structural
and dynamical behavior of nanosystems.

In the study given here we will concentrate on the molec-
ular dynamics method, since this method is the most power-
ful tool in the theoretical treatment of nanosystems; within
this method the structure and dynamics of the particles can
be investigated as a function of temperature. This is impor-
tant since the nanometer-scale properties are in general
very sensitive to small variations in temperature, as we have
already outlined above. The molecular dynamics method is
described in detail, and also models and methods for the
description of interaction potentials which are needed in
connection with molecular dynamics calculations.

We also discuss the Monte Carlo method. While this tool
is restricted to the study of structural properties, it has, on
the other hand, the advantage that it can be used to treat
quantum systems.

We start our considerations with the quantum-theoretical
treatment of nanosystems, that is, with the methods of
quantum chemistry. Here the discussion concentrates
on the Hartree–Fock method and the density-functional
formalism. However, we have restricted ourselves to a few
brief statements. The reason is the following: until now,
these methods only allowed the determination of zero-
temperature properties, and as we have already discussed,
temperature effects are of considerable importance in
connection with nanosystems. In particular, the nanoprop-
erties are in general very sensitive to small variations in
temperature and, therefore, it should hardly be possible to
conclude from zero-temperature data (Hartree–Fock method,
density-functional formalism) to non-zero-temperature
properties.

2. QUANTUM-THEORETICAL
TREATMENT OF NANOSYSTEMS

2.1. Approximations

For sufficiently small systems, that is, systems with a parti-
cle number not larger than a few hundred, the methods of
theoretical quantum chemistry are useful. The main disad-
vantage of these approaches is that they are only applicable
for systems at zero temperature, and this is a far-reaching
restriction in connection with nanosystems, since tempera-
ture effects play a central role here, at least for metallic
nanosystems. Furthermore, quantum chemistry is not able
to say something about the dynamics of the atoms as, for
example, the phonons.

The central problem of quantum chemistry is to find an
approximation for the electronic Schrödinger equation. The
nuclei are fixed at first; only the electrons are treated quan-
tum mechanically (Born–Oppenheimer approximation). In
a further step the displacements of the nuclei can be easily
treated.

The direct solution of the electronic Schrödinger equation

Ĥ� = E� (1)

is not possible, either in an analytical way nor within the
frame of numerical methods. The approximate solution of
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(1) can only be achieved on the basis of relatively drastic
simplifications for the wave function � . The loss of preci-
sion is only then acceptable when a certain inaccuracy is
compensated by another; only in this way can we obtain use-
able results for the structure and the binding energies of the
system under investigation [4].

2.1.1. Hartree–Fock Approximation
For systems with more than 300 electrons only the most sim-
ple ansatz for the wave function � is applicable, and this is
expressed by the Hartree–Fock approximation [5] which has
the following form:

�HF = ��1	r1
� � � � � �n	rn
 (2)

where n is the number of electrons. Each electron is mod-
eled by a wave function �i	ri
 and includes a spin function.
The brackets �· · ·  in (2) denote antisymmetrization and
consider the Pauli principle. The optimization of the wave
functions �i	ri
, which is necessary because ansatz (2) is very
simple, leads within the frame of the variational procedure
to the Hartree–Fock equations

F̂ �i = �i�i (3)

In other words, the three-dimensional Hatree–Fock Eq. (3)
replaces the 3n-dimensional Schrödinger equation (1), and
this is a drastic simplification. However, the Fock operator
depends on the wave functions �i	ri
 which one actually
wants to know and, therefore, for the solution of (3) an iter-
ation procedure is needed.

Despite the enormous simplifications the Hartree–Fock
equations are only applicable to simple cases, for exam-
ple, atoms or small molecules. Therefore, it is necessary to
approximate the wave functions �i	ri
 by a superposition of
basis functions b�	r
:

�i	r
 =
∑
�

B�ib�	r
 (4)

This approach is called linear combination of atomic orbitals
(LCAO) since for the functions b�	r
 atomic orbitals have
been used in the early stage. Presently almost exclusively
“contracted Gauss-type orbitals” (CGTOs) are used,

b� =
{∑

�

d� exp
(−��r2)

}
xkylzm (5)

which are centered at the nuclei of the system. By the use
of these basis functions the Hartree–Fock method becomes
an efficient procedure [4]. More details and specific tech-
niques, respectively, are given in the solid state literature, in
particular in [5].

2.1.2. Density-Functional Formalism
The theoretical foundations of this method have been devel-
oped by Hohenberg and Kohn in 1964 [6]. Within the con-
ventional treatment of the n-electron system the external
potential �ex	r
, produced by the charge of the nuclei, deter-
mines uniquely—together with the n electrons—the Hamil-
tonian of the system and, therefore, the properties of the
ground state, at least in principle. In the work by Hohenberg
and Kohn it is outlined that in the case of a nondegenerated
ground state instead of n and �ex	r
 also the one-particle
density n	r
 can be used for the unique characterization of
the many-electron system.

The external potential �ex	r
 of the n-electron system is
uniquely determined by the one-electron density n	r
. Also
the energy E0 of the ground state is a unique functional of
this density n	r
:

E0 = E0�n	r
 (6)

Since the one-particle density n	r
 determines the num-
ber of electrons (with the normalization condition n =∫
n	r
dr
, it contains the information about the wave func-

tion of the ground state. Here, the external field �ex	r
 is
not restricted to Coulomb potentials; �ex	r
 has merely to
be local and, therefore, it can also be applied to external
electrical fields. Further, a variational principle exists for the
one-particle density n	r
: The functional of the total energy
E�n	r
 becomes stationary if n	r
 is given by the density of
the ground state. Let us consider the electron density n′	r

with n′	r
 ≥ 0 and n = ∫ n′	r
dr. Then, the energy E�n′	r

is always larger than the exact energy of the ground state
E0� E�n

′	r
 ≥ E0, and we have E�n′	r
 = E0 in the case of
the exact ground state density n	r
 = n′	r
. If E�n	r
 can
be differentiated, the Euler–Lagrange equation

�E�n	r

�n	r


=  (7)

can be deduced if the particle number n remains constant;
 is the chemical potential.

Although the details of the density-functional formalism
are not given here, it should be mentioned that Kohn and
Sham proposed a method for the treatment of the kinetic
energy [7]: In the treatment of the many-particle prob-
lem the kinetic energy is not easy to determine since this
energy part is large in comparison to the entire energy and,
therefore, the kinetic energy has to be calculated very pre-
cisely. Kohn and Sham proposed a method for that which is
presently the basis for most numerical calculations in con-
nection with the density-functional formalism.

2.1.3. Discussion
The Hartree–Fock method begins conceptionally with the
description of individual electrons interacting with the nuclei
and all the other electrons of the system. In contrast to
this picture within the density-functional formalism the total
energy of the whole electron system is considered. There
are three terms: the kinetic energy, the Coulomb energy
due to the electrostatic interactions among all the charged
particles, and the so-called exchange-correlation energy for
which the actual expressions are unknown. Within the LDA
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the exchange-correlation energy is taken from the many-
electron interactions in an electron system of constant den-
sity, which are known, or more specifically: Within the LDA
it is assumed that the exchange-correlation energy of an
inhomogeneous system is given in an infinitesimal volume dr
by that of a homogeneous system. The LDA turned out to
be convenient in connection with numerical calculations and
is surprisingly accurate. The LDA is exact for an ideal metal
where the electron density is a constant and, therefore, this
approximation is less precise for systems with a varying elec-
tron density. Within the density-functional formalism instead
of the electron density we have the one-electron densities,
which are expressed by one-electron wave functions which
are similar to those used within the Hartree–Fock approxi-
mation, that is, the wave functions �i	ri
 (Section 2.1.1).

It is not clear a priori which of the two approaches, the
Hartree–Fock method or the local density-functional formal-
ism, gives a better description. For the applicability of both
methods the effective interaction range of the electrons is
of importance. The Hartree–Fock method works better if
the interaction range is of the order of several interatomic
distances. This is because the molecular orbitals, which are
used in Hartree–Fock based methods for the description of
correlation effects, are quite large (they are extended over
several interatomic distances). On the other hand, if the
range of many-body effects is short, that is, smaller than
interatomic distances, then the local density-functional for-
malism should be applied; in such cases a description with
mathematical objects like molecular orbitals is extremely
slowly converging.

For large molecules there is a further method which has
been applied successfully [4]. This approach extends the
Hartree–Fock method and is known as the MP2 approach
(MP2: Möller–Plesset, second order perturbation theory).
This MP2 approach can only be applied if already a good
Hartree–Fock result for the system under investigation could
be obtained. On the basis of this Hartree–Fock result an
improved description is possible if the approximations typi-
cal for the Hartree–Fock approach are corrected by means
of perturbation theory (MP2). It turned out that results
based on MP2 calculations are more accurate than those
obtained by the density-functional formalism [4].

2.1.4. Applications
Hartree–Fock Method A lot of interesting applications
exist in connection with the Hartree–Fock method. Here we
would like to list some selected works that are typical for
various topics in connection with this method.

Specific Nanosystems Articles include: theoretical study
of the catalytic properties of Pt/Fe nanoclusters [8], ion
channeling on nanofilms [9], structure and thermodynam-
ics of carbon and carbon/silicon precursors to nanostruc-
tures [10], size-dependent oxidation of hydrogenated silicon
clusters [11], tomonaga–luttinger parameters for quan-
tum wires [12], interactions in chaotic nanoparticles [13],
Hartree–Fock dynamics in highly excited quantum dots [14],
and Coulomb interactions in carbon nanotubes [15]. Further
information is given in [16–40].

Surface Investigations Articles include: Hartree–Fock
studies of surface properties of BaTiO3 [41], effect of basis
set superposition error on the water-dimer surface [42], ab
initio Hartree–Fock study on surface desorption process in
tritium release [43], ab initio Hartree–Fock study of Bron-
sted acidity at the surface of oxides [44], and structure and
bonding of bulk and surface theta-alumina from periodic
Hartree–Fock calculations [45]. More information concern-
ing surface investigations is given in [46–54].

Molecules Articles include: a comparison of finite dif-
ference and finite basis set Hartree–Fock calculations for
the N2 molecule [55], exact solution of the Hartree–Fock
equation for the H2 molecule in the linear-combination-
of-atomic-orbitals approximation [56], from the nonpla-
narity of the amino group to the structural nonrigidity
of the molecule [57], and coupled Hartree–Fock calcula-
tions of origin-independent magnetic properties of benzene
molecule [58]. Further information is given in [59–67].

Metals Articles include: metal dissolution in aqueos elec-
trolyte: semi-empirical Hartree–Fock and ab initio molecular
dynamics calculations [68], density-functional computations
of transition metal NMR chemical shifts: dramatic effects
of Hartree–Fock exchange [69], electronic structure and
orbital ordering in perovskite-type 3d transition metal
oxides studied by Hartree–Fock band structure calculations
[70], Hartree–Fock ground state of the composite fermion
metal [71], and localized-orbital Hartree–Fock description
of alkali-metal clusters [72]. More information about metals
is given in [73–84].

Biological Systems Articles include: ab initio quantum
mechanical study of hydrogen-bonded complexes of biolog-
ical interest [85], combining implicit solvation models with
hybrid quantum mechanical/molecular mechanical methods:
a critical test with glycine [86], and an efficient coupled
Hartree–Fock computational scheme for parity-violating
energy differences in enantiomeric molecules [87]. Further
information about biological systems is given in [88–95].

Islands Articles include: shape and stability of heteroepi-
taxial metallic islands: effects of the electronic configura-
tion [96], spin depolarization in quantum dots [97], and
magnetic-field dependence of the level spacing of a small
electron droplet [98]. More information is given in [99–103].

Specific Application (Hartree–Fock)

Ab Initio Models for ZnS Clusters The Hartree–Fock
molecular orbital method has been applied in the study of
ZnS clusters [104–106]. The electronic structure of ZnS is
localized; this can be shown, for example, by the density
matrix approximation. The influence of vacancies and clus-
ter edges on the charge distribution have distinct damping
effects on it. The influence of the ZnS vacancy on the elec-
tronic structure of the 6 × 6∗2 cluster is shown in Figure 1,
where the cluster is labeled according to the rings and layers
[104–106]. According to Figure 1 the changes are local and
there is a distinct damping near the vacant site on both the
sulfur and the more metallic Zn ending surfaces.
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Figure 1. Charge density isosurface of the 6 × 6∗2 cluster, where the
ZnS monomer is removed from the middle of the zinc (left) and sulfur
(right) surfaces. The isosurface is colored according to the density dif-
ference between the clean and the defect clusters. Courtesy of J. Muilu,
Biomedicum, Helsinki.

Density-Functional Formalism Also, many interesting
studies in connection with the density-functional formalism
have been published. We have selected some of them which
we think are important. The density-functional formalism
has been applied to the following problems.

Nanostructures Articles include: organic and inorganic
nanostructures: an atomistic point of view [107], ab initio
study of quantum confined unpassivated ultrathin Si films
[108], surface effective-medium approach to the magnetic
properties of 3d adatoms on metals [109], towards controlled
production of specific carbon nanostructures—A theoreti-
cal study on structural transformations of graphitic and dia-
mond particles [110], and semiclassical density functional
theory: Strutinsky energy corrections in quantum dots [111].
More information about this topic is given in [112–123].

Nanoparticles, Nanoclusters, and Clusters, Including Clus-
ter Methods Articles include: theoretical study of the cat-
alytic activity of bimetallic RhCu surfaces and nanoparticles
towards H2 dissociation [124], adhesion of nanoparticles to
vesicles: a Brownian dynamics simulation [125], influence of
quantum confinement on the electronic and magnetic prop-
erties of (Ga,Mn)As diluted magnetic semiconductors [126],
first mixed valence cerium-organic trinuclear cluster as a
possible molecular switch: synthesis structure and density
functional calculations [127], Structures of small gold clus-
ters cations: Ion mobility measurements versus density func-
tional calculations [128], a theoretical study of Si4H2 cluster
with ab initio and density functional theory methods [129],
new insights into the structure of supported bimetallic nano-
cluster catalysts prepared from carbonylated precursors: a

combined density functional theory and EXAFS study [130],
and Structures and spectra of gold nanoclusters and quan-
tum dot molecules [131]. Further information is given in
[132–181].

Molecules Articles include: infrared spectra and density
functional calculations of the SiCO4 molecule in solid argon
[182], a density functional model for tuning the charge trans-
fer between a transition metal electrode and a chemisorbed
molecule via electrode potential [183], a density functional
study of possible intermediates of the reaction of dioxy-
gen molecule with non-heme iron complexes [184], and van
der Waals interaction of the hydrogen molecule: an exact
implicit energy density functional [185]. More information
about molecules is given in [186–197].

Biological Systems Articles include: density functional
theory-based molecular dynamics of biological systems [198],
a self-consistent charge density functional based tight bind-
ing scheme for large biomolecules [199], density functional
theory and biomolecules: a study of glycine, alanine, and
their oligopeptides [200], compared performances of the
molecular orbital and density functional theories for frag-
ments of biomolecules [201], DFT calculations on the energy
thresholds of DNA damages under irradiation conditions
[202], and electronic structure of wet DNA [203]. Fur-
ther information about biological systems can be found in
[204–229].

Droplets and Islands Articles include: heterogeneous
nucleation on mesoscopic wettable particles: a hybrid den-
sity functional theory [230], electronic properties of model
quantum-dot structures in zero and finite magnetic fields
[231], structure and stability of superfluid He4 systems with
cylindrical symmetry [232], effect of oxide vacancies on
metal island nucleation [233], arsenic flux dependence of
island nucleation on InAs(001) [234], and first-principles
studies of kinetics in epitaxial growth of III–V semiconduc-
tors [235]. Further information is given in [236–253].

Metals Articles include: investigation of the metal binding
site in methionine aminopeptidase by density functional the-
ory [254], generalized spin orbital density functional study
of multicenter metal systems [255], density functional the-
ory study on the geometric, electronic and vibrational struc-
tures of alkali metal porphyrin complexes [256], and infrared
spectra and density functional theory calculations of group 4
transition metal sulfides [257]. More information about met-
als is given in [258–270].

Nanotubes Articles include: first principles calculations
for electronic band structure of single-walled nanotube
under uniaxial strain [271], theoretical study of structure-
dependent Coulomb blockade in carbon nanotubes [272],
theoretical tools for transport in molecular nanostructures
[273], electronic structures of capped carbon nanotubes
under electric fields [274], and Fullerene based devices for
molecular electronics [275]. More information concerning
nanotubes is given in [276–290].
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Nanowires Articles include: Fe nanowires on vicinal Cu
surfaces: Ab initio study [291], Pentagonal nanowires: A first
principles study of the atomic and electronic structure [292],
Simulation of quantum transport in nanoscale systems:
Application to atomic gold and silver wires [293], Quantum
transport through one-dimensional aluminum wires [294].
Further information about wires and nanowires, respec-
tively, is given in [295–304].

Specific Application (Density-Functional Theory)

1. Electronic conductance through monatomic Na wires
coupled to electrodes has been studied using the LDA
and the Friedel sum rule. Conductance (G
 is found
to exhibit even–odd behavior. When the number L of
atoms in wires is odd, G has the quantized value of

G0 =
e2

�$

which is stable with respect to variations of the wire
geometry. On the other hand, G is smaller than G0 for
even L and is dependent on the wire geometry in this
case. This behavior results from the charge neutrality
and resonant character due to the sharp tip structure
of the electrodes and may appear in other monovalent
atomic wire such as gold. More details concerning this
study are given in [305, 306] and in Figure 2.

2. On the basis of density-functional calculations of
model systems for the active site, Rod et al. have
suggested a mechanism for the ammonia synthe-
sis catalyzed by the enzyme nitrogenase [307, 308]
(see also Fig. 3). The mechanism can explain many
experimental observations including the obligatory H2
release. The authors have also suggested a mecha-
nism behind the observed CO frequency shift upon
CO adsorption on the FeMo co-factor [308]. In [309]
the enzyme catalyzed reaction with the reaction cat-
alyzed by a Ru surface is compared and it is explained
why the two reactions need different conditions (low
temperature and pressure as opposed to high pressure

Figure 2. (a) The atomic structure for a L = 5 Na wire connected to
electrodes with the inversion symmetry. (b) Contour plot of the differ-
ence of the total charge densities between the systems with and without
the L = 5 wire (marked by green dots); black contours for 0.001 to
0.005 a.u. with the increment of 0.001 a.u., whereas blue and red ones
for −0�0003 to 0.0003 a.u. with the increment of 0.0002 a.u. Courtesy of
Heung-Sun Sim, School of Physics, Korea Institute for Advanced Study,
Seoul.

Figure 3. Left panel: The MoFe protein, component of the enzyme
nitrogenase, which catalyzes the ammonia synthesis from atmospheric
nitrogen. The active sites, where the synthesis is going on, are depicted
by atom specific coloring, while the remaining atoms are colored green.
Atoms have been removed from the structure in order to make the
active sites visible. Right panel: The FeMo cofactor MoFe7S9 (homo-
citrate) is the active site, where N2 bins and react with protons and
electrons. Courtesy of T. H. Rod, The Scripps Research Institute,
Department of Molecular Biology, La Jolla.

and temperature). On the basis of that, the authors
give suggestions to how the ammonia synthesis can be
(electro)catalyzed at low temperature and pressure on
a surface; they also discuss the properties that such a
surface should have. Reference [310] is basically a sum-
mary of the above plus work by Per Siegbahn, but with
emphasis on what we can learn from the cross interac-
tion between surface science and biological science.

The methods, which the authors have applied, are pretty
much standard surface science density-functional theory
methods, namely density functional calculations using a
plane wave basis with cutoff energy of 25 Rydberg. They
have used Vanderbilt ultrasoft pseudopotentials [311] and
soft pseudopotentials [312] (for sulfur) to describe the
core part of the atoms. The generalized gradient approx-
imation in the form of Perdew–Wang [313] and revised
Perdew–Burke–Enzerhoff [314] has been used to describe
the exchange-correlation term. The FeMo co-factor is anti-
ferromagnetic, so spin dependent exchange-correlation func-
tionals have been used.

Remarks Concerning Metallic Systems The quantum
theoretical treatment of metal systems, for example, clusters,
is a particular challenge. The reason is that the electronic
structure of such systems is rather complex which is directly
connected with the features of metals. Metal clusters obvi-
ously cannot be treated within the Hartree–Fock method
[4]; accurate calculations are only available for very small
clusters (up to Al6). However, the density-functional formal-
ism works well and reliable for larger clusters (for example,
Al146). More details are given in [315].
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2.1.5. Density-Functional Formalism
at Nonzero Temperature

The Hartree–Fock method and the density-functional for-
malism are only able to describe systems at zero temper-
ature. However, the structure and also the dynamics of
metallic nanosystems (for example, Al clusters) are sensitive
to small variations in temperature: Relatively small changes
in temperature can lead to drastic effects in connection with
the atomic structure and dynamics, and the properties at
zero temperature can become meaningless. Therefore, the
following question arises: Can the methods of theoretical
quantum chemistry be extended to nonzero temperatures?
In principle, this is possible within the framework of density-
functional formalism. Since this point is important for future
developments, let us discuss the situation in somewhat more
detail, in particular, with respect to the changes in the for-
malism when we go from zero to nonzero temperatures.

Within the density-functional formalism the density n	r

is of relevance and its determination is in any case a quan-
tum mechanical problem for all temperatures. Let us con-
sider a system of N electrons of mass m and charge −e
which are distributed around positive charges of magnitude
Z1e, Z2e� � � � at positions R1, R2� � � � . The Hamiltonian Ĥ
is given in the second-quantized representation by

Ĥ = T̂ + Û + Ŵ (8)

where

T̂ = �2

2m

∫
*++	r
*+	r
 dr (9)

is the kinetic energy operator. +	r
 and ++	r
 are annihila-
tion and creation operators. The operator Û describes the
mutual repulsion, both among the electrons and the ions:

Û = 1
2

∫∫
dr dr′

e2

	r − r′	+
+	r
++	r′
+	r′
+	r


+ 1
2

∑
i� j
i 
=j

ZiZje
2

	Ri − Rj 	
(10)

Ŵ in (8) is given by

Ŵ =
∫
dr �	r
++	r
+	r
 (11)

where �	r
 is an external potential arising from the nuclei.
The electron density n	r
 is given in the ground state 	-� by
the expectation value

n	r
 = �-	++	r
+	r
	-� (12)

For zero temperatures Kohn and co-workers [6, 7] showed
that for a nondegenerate 	-�, �	r
 is (to within a constant)
a unique functional of n	r
 and the correct n	r
 minimizes
the ground state energy

E0 = �-	Ĥ 	-� (13)

which is a unique functional of n	r
:

E0 = E0�n	r
 (14)

With (12) we have

E0�n	r
 =
∫
�	r
n	r
 dr + F �n	r
 (15)

where

F �n	r
 = �-	T̂ + Û 	-� (16)

Equation (15) defines a variational principle for the
ground state energy of an electron gas in an external poten-
tial �	r
, in which n	r
 is the variable function. However,
from this density-functional formalism we can only extract
zero-temperature properties for an electron gas, which funda-
mentally determines the system properties; all calculations
reported in literature have been done on the basis of this
zero-temperature approach.

It is, however, possible to extend this formalism to
nonzero temperatures, and this has been done by
Mermin [316]. In the case of nonzero temperatures the equi-
librium electron density in a grand canonical ensemble is
given by

n	r
 = Tr
{
.0+

+	r
+	r

}

(17)

where .0 is the grand canonical density matrix

.0 =
exp
[− Ĥ− N̂

kBT

]

Tr
{
exp
[− Ĥ− N̂

kBT

]} (18)

 is the chemical potential, and N̂ is the particle number
operator. Mermin showed [316] that in a grand canonical
ensemble for a given temperature T , chemical potential  ,
and external potential �	r
 the quantity

/�n	r
 =
∫
dr �	r
n	r
+G�n	r
−  

∫
dr n	r
 (19)

with

G�n	r
 = Tr0.0	T + U + kBT ln .0
1 (20)

is equal to the grand potential

/ = kBT ln Tr
{

exp
(
−Ĥ −  N̂

kBT

)}
(21)

when n	r
, expressed by (17), is the correct equilibrium den-
sity. In particular, Merwin showed that the correct density
minimizes (19) over all density functions that can be associ-
ated with an external potential �	r
.

Since the properties of systems with surface (for example
nanosystems) are very sensitive to variations in temper-
ature, zero-temperature approaches, such as the Kohn–
Hohenberg–Sham formalism, are not appropriate for the
treatment of such systems (in particular metallic nano-
systems). It is, in our opinion, in many cases an insuffi-
cient approximation to use zero-temperature methods for
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the determination of the electronic properties, which deter-
mine chiefly the entire properties of the system. Such an
analysis is only correct for zero temperatures but has often
been used for the determination of the structure and dynam-
ics for nonzero temperatures, in particular in connection
with molecular dynamics calculations (see Sections 5.3.4
and 5.3.5, embedded-atom method and quantum molecu-
lar dynamics introduced by Car and Parrinello). Such cal-
culations can be misleading since nonzero temperature data
are coupled with zero-temperature properties. Therefore,
instead of the Kohn–Hohenberg–Sham approach Mermin’s
formalism, briefly discussed above, should be used in such
calculations. But to the authors knowledge there exists no
analysis on the basis on Mermin’s non-zero-temperature
formalism.

3. BASIC PROPERTIES
AT THE NANOLEVEL

Specific material properties of nanosystems can be essentially
different from the corresponding properties of macroscopic
systems (the solid in the bulk). This has been demonstrate in
[317] in connection with the thermal stability and the melt-
ing temperature of specific nanostructures.

An essential reason for this tendency is the fact that a
great fraction of the particles (atoms, molecules) of such
small systems belong to the surface region and the surface
particles are less bonded than the particles in the bulk, lead-
ing to relatively strong anharmonicities even at low temper-
atures, that is, far below the melting temperature. Even the
melting process takes place far below the bulk melting tem-
perature or is simply not defined as has been demonstrated
in connection with the nanosystem discussed in [317]. The
thermal behavior of such systems is a complex function of
the particle number and the outer shape of the systems. This
must have consequences for the theoretical description of
the material properties for systems of nanometer size. Let
us discuss this point in more detail.

3.1. Relevance of the Theoretical
Bulk Methods for the Description
of Nanosystems

In modern materials research, solid-state physics becomes
more and more relevant, in particular, the microscopic struc-
ture and dynamics. For sufficiently large systems, the stan-
dard model of solid-state physics is in most cases adequate
for the description of material properties. The standard
model of solid-state physics is based on the ordered structure
and on the assumption that the vibrational amplitudes of
the atoms are sufficiently small, so that it can work within
the harmonic approximation. In other words, the dynamics
is expressed by phonons. For example, the specific heat at
constant volume is expressed in terms of phonons by the
expression [318, 319]

cV = kB
∑
p� q

62 exp	62


	exp	6
− 1
2
(22)

with

6 = �7p	q


kBT
(23)

where 7p	q
 are the phonon frequencies, q is the wave vec-
tor, and p labels the phonon branches.

Electronic properties are of course also essential. For
example, for the understanding of superconductivity, the
electron–phonon interaction is important.

In conclusion, within conventional materials research, the
basis for the microscopic description of the material prop-
erties is the ordered structure and the harmonic approxima-
tion; the properties of a solid are given in terms of phonons
7p	q
, where the phonon frequencies 7p	q
 are dependent
on the crystal structure and the electronic properties.

That is the situation in connection with macroscopic sys-
tems. But this can no longer be the basis for the description
of the properties of nanosystems.

As was outlined in [317], nanosystems do not behave in
such a simple way: They are in most cases disordered and
the dynamics cannot be approximated by phonons because
the harmonic approximation is not applicable. Therefore,
at the nanolevel materials research gets a new dimension.
Even the melting temperature is no longer a fixed material
property, as is demonstrated in connection with the nano-
structure discussed in [320].

Nanosystems are already disordered at relatively low tem-
peratures and the harmonic approximation breaks down
completely; that is, even at relatively low temperatures,
phonons are no longer definable. In such cases the anhar-
monicities cannot be considered as small perturbations to
the harmonic case.

In other words, the standard model of solid-state physics
breaks down at the nanolevel in many cases, and we have to
introduce other methods and quantities for the description
of material properties. This is the case for any anharmonic
and disordered system (for example, liquids in the bulk) and,
for simplicity, we want to explain the principal points by
means of a bulk liquid.

In the case of liquids, usual crystallography and phonons
are not relevant but the structure must be described by sta-
tistical mechanics, that is, in terms of correlation functions,
for example, the pair correlation function g	r
, which can
be measured; r is the relative distance between the atoms
and molecules, respectively. In the case of metals, the inter-
action is given by the pair potential �	r
, where r is again
the relative distance between two particles.

In conclusion, instead of the phonons 7p	q
, correla-
tion functions like g	r
 and the interaction potential �	r

become the relevant quantities:

7p	q
→ g	r
� �	r


For example, the isothermal compressibility 9T is defined
by the expression [320]

1
9T

= − 1
V

(
:p

:V

)

T

(24)
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and we need an expression for the pressure p (V is the
volume); that is, we need the “equation of state,” which can
be formulated in terms of g	r
 and �	r
 as follows:

p = .kBT − .2

6

∫
r
:�	r


:r
g	r
 dr (25)

If we apply Eq. (25) to Eq. (24), the isothermal compress-
ibility 9T can be expressed in terms of g	r
 and �	r
:

g	r
� �	r
→ 9T

In the case of nanosystems, the anharmonicities are very
strong and the thermal expansion becomes a relevant quan-
tity. Moreover, a great fraction of the atoms belong to the
surface region and it turns out that the thermal expansion
at the surface is distinctly larger than in the bulk. Therefore,
the theoretical picture must be able to describe the thermal
expansion.

The thermal expansion coefficient 6p can be expressed by
the isothermal compressibility 9T and the thermal pressure
coefficient �V :

6p = 9T �V (26)

In order to get the thermal expansion coefficient 6p, we have
to calculate both the quantities 9T and �V . We already did
that for 9T , and for the description of

�V =
(
:p

:T

)

V

(27)

we need again the pressure p, that is, the equation of state,
which is given for the bulk by Eq. (25).

In other words, the thermal expansion coefficient 6p can
also be expressed in terms of g	r
 and �	r
,

g	r
� �	r
→ 6p

and this is the case for all material properties (in some cases,
higher order correlation functions are needed).

It should be mentioned that the thermal expansion is zero
for the harmonic case; that is, within the phonon picture the
thermal expansion cannot be described.

In conclusion, in the case of disordered systems with
strong anharmonicities (e.g., liquids in the bulk and nano-
systems), phonons are not suitable for the adequate descrip-
tion of such systems but must be expressed in terms of g	r

and �	r
.

In the case of nanosystems, a great fraction of particles
belong to surface regions, and the quantities of g	r
 and
�	r
 are not simply dependent on the relative distance r of
the particles but are also dependent on the distance of the
particles from the surface. Because there is in general more
than one surface in the vicinity of a particle the situation
can be very complex.

Even for systems with only one surface—for example, a
semi-infinite liquid—the situation is already rather complex.
In this case, the surface (defining the x, y plane) separates
the liquid from the vapor phase, and the density . varies
with respect to the coordinate z (the coordinate perpendic-
ular to the surface), so that we have . = .	z
.

In the liquid–vapor transition zone, the pressure p can-
not be described by Eq. (25); that is, p is no longer a con-
stant and independent of the coordinates but becomes an
anisotropic quantity [321]: At any point z in the transition
zone, we have a normal pressure component p1 and a tan-
gential component p2. While p1 and p2 are different from
each other in the liquid–vapor transition zone both quanti-
ties are of course identical in the isotropic bulk phases. With
r12 = 	x12� y12� z12
, the statistical mechanical expressions for
p1 and p2 take the form [321, 322]

p1 = .	z
kBT − 1
2

∫
.	z
2.	2
	r� z
*�	r


z2
12

r
dr (28)

p2 = .	z
kBT − 1
2

∫
.	z
2.	2
	r� z
*�	r


x2
12

r
dr (29)

where we assumed for simplicity that the pair potential at
the surface is the same as in the bulk. In Eqs. (28) and (29)
the distribution function .	2
	r� z
 is used instead of the cor-
relation function g	r� z
.

The pressure components p1 and p2 can be used for the
determination of the surface tension � which is expressed by

� = �	T 
 =
∫ �

−�
�p1 − p2	z
 dz (30)

With Eqs. (28) and (29), the statistical mechanical expres-
sion for the surface tension is expressed by

�	T 
 = 1
2

∫ �

−�
.	2
	r� z
*�	r


x2
12 − z2

12

r
dr dz (31)

As outlined in [321], the surface tension and its temperature
dependence are of particular interest in the description of
thermodynamic properties.

In the case of nanosystems, the situation concerning the
statistical mechanical description is more complex than for
semi-infinite systems. This is because various surfaces, which
are most often close together, have to be considered. There-
fore, the statistical mechanical expressions [in analogy to
Eqs. (28), (29) and (31)] will hardly be relevant in con-
nection with theoretical investigations. A certain potential
for applications should be given in the case of disordered
nanofilms that are positioned on surfaces.

The more direct way is to perform molecular dynamics cal-
culations (details of this computational method are given in
the next section). In such calculations the interaction poten-
tial, in particular the pair potential �	r
, is of fundamental
relevance and, therefore, in Section 5 we will give a brief
overview of this topic.

3.2. Wear at the Nanolevel

Within the frame of Hamiltonian systems, such as molec-
ular dynamics systems, friction in the macroscopic sense is
not defined. At the microscopic, molecular dynamics level,
the forces are formulated as quantities which are depen-
dent on the structural configuration (particle positions) but
not on the particle velocities. Therefore, a force which
is proportional to the velocity cannot be introduced at
the microscopic level and, therefore, a friction constant in
the macroscopic sense is not definable at the microscopic



60 Computational Atomic Nanodesign

level of modern materials research. In the case of non-
Hamiltonian systems friction can be studied by nonequilib-
rium molecular dynamics; this topic is briefly discussed in
Section 4.2.4.

At the nanolevel, wear is described by specific complex
processes. Let us discuss this point by means of an exam-
ple: Figure 4 shows a molecular dynamics model for a wheel
which is pressed on a surface. The wheel rotates with 1012

revolutions in a second. The wheel has a temperature of
300 K and it has a diameter of approximately 10 nm. If
the wheel is pressed on a surface, wear effects emerge and,
according to the magnitude of the force vertically applied,
the wheel can even be destroyed, as can be observed in
Figure 4.

In summary, friction (wear) at the microscopic level is a
complex process and cannot be characterized by only one
constant as is the case of macroscopic friction. In our exam-
ple (Fig. 4), wear is dependent on the specific structure of
the surface and also on the shape of the wheel.

3.3. Conclusions

Theoretical materials research at the nanolevel not only
needs solid-state physics but due to the strong anhar-
monicities and the strongly disturbed structure of many
nanosystems (even far below the melting temperature of the
corresponding bulk state) the basics of statistical mechanics
and the theory of liquids are very often more appropriate as
the basis for the theoretical description of such systems. In
such cases the standard model of solid-state physics [ordered
structure and harmonic approximation, here summarized
by the symbol 7p	q
] is not suitable, and we come to the
description in terms of correlation functions and interaction
potentials that we have briefly characterized by g	r
 and
�	r
. Within this statistical mechanical description time cor-
relations are of course included, for example, the velocity
autocorrelation function whose Fourier transform has to be
considered as the generalized phonon density of states.

Figure 4. A molecular dynamics model for a wheel consisting of alu-
minum atoms; it rotates with 1012 rev/s and its diameter is approximately
10 nm. The molecular dynamics method is discussed in more detail in
Section 4.

However, due to the strong anharmonicities, the dynamics
of such systems is characterized by a broad range of dif-
ferent dynamical states including small local vibrations and
complex diffusion processes. This situation indicates that the
development of a suitable standard model for the theoretical
description of nanosystems will hardly be possible; even in
the case of liquids in the bulk a standard model could not
be found up to now.

Therefore, the most important tool for the investiga-
tion of nanosystems is the molecular dynamics method
since anharmonicities are treated within this method without
approximation, and this is important because the typical
anharmonicities in connection with nanosystems cannot be
considered as small perturbations to the harmonic approx-
imation. No other microscopic method in condensed mat-
ter physics allows one to treat anharmonicities without
approximation; this is only possible in connection with phe-
nomenological models. Thus, the molecular dynamics meth-
ods should be considered as the standard method for the
theoretical description of nanosystems. On the basis of these
considerations we come to the following rough classification
scheme:

7p	q

(standard model for the solid)

↓
g	r
� �	r


(statistical mechanics)

↓
molecular dynamics

(standard method for nanosystems)

(32)

In other words, with decreasing particle number disorder
effects and anharmonicities increase and this has an influ-
ence on the theoretical treatment. In Section 4.2.3 more
details concerning the molecular dynamics method will be
given.

4. MODELING OF NANOSYSTEMS

4.1. The Hamiltonian

4.1.1. General Formulation
The quantum mechanical modeling of a system with N par-
ticles of masses m leads to the Hamiltonian

Ĥ =
N∑
i=1

(
− �2

2mi

* 2
i + Vi	ri


)
+

N∑
i� k=1
i 
=k

Vik	ri� rk
 (33)

Here Vi	ri
 is an externally applied potential in which the
ith particle is located, where ri = 	xi� yi� zi
 is the position of
the ith particle; Vik	ri� rk
 denotes the interaction potential
between the two particles i and k. To analyze or to describe
the characteristics of the system one has to solve the accord-
ing many-particle Schrödinger equation

Ĥ+ = E+ (34)
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where E is the total energy of the N -particle system. The
wave function + depends on the 3N coordinates (configura-
tion space) of all particles:

+ = +	x1� y1� z1� � � � � xN � yN � zN 
 (35)

If we consider nanosystems, most often external potentials
are not present and the particles involved are atoms which
in turn have to be divided into nuclei and electrons. In this
case the interaction potential in Eq. (33) is given by the
Coulomb potential

Vik	ri� rk
 =
ZiZke

2

	ri − rk	
(36)

where Z is the according particle charge number including
the sign of the charge.

With a closer look at this many-particle problem it
becomes clear that an exact quantum mechanical solution
can probably never be achieved. Here is an example: A rel-
atively small nanocluster of only 100 argon atoms consists
of 100 nuclei and 1800 electrons, which is a total of 1900
particles. In this case the configuration space consists of
5700 dimensions. The key point with numerical solutions of
the Schrödinger equation is the spatial integration. With the
assumption that a division of each dimension into 100 steps
is sufficient for an accurate calculation we would have to
compute the summation of 1011400 volume elements. Need-
less to say, this is not possible without further, most intensive
simplifications and approximations.

4.1.2. Approximations
The treatment of many-particle systems in condensed mat-
ter physics is usually based on the fact that core electrons
do not influence the properties of such many-particle sys-
tems and, therefore, the system can be divided into ions and
valence electrons. A further approximation is to treat the
ions and electrons separately (Born–Oppenheimer approxi-
mation) which leads to two Schrödinger equations—one for
the electrons, where the ion positions appear as parameters
only, and another for the nuclei, where the electron energy
Eel acts as an effective potential—so that the Hamiltonian
for the ions takes the form

Ĥ =
NI∑
i=1

(
− �2

2mi

* 2
i + Vi	ri


)
+ V 	r1� � � � � rNI 
 (37)

with

V 	r1� � � � � rNI 
 = VI	r1� � � � � rNI 
+ Eel	r1� � � � � rNI 
 (38)

whereNI is the number of ions. Equation (38) means that the
dynamics of the ions take place within an effective potential
V which is formed by the potential energy of the direct ion–
ion interaction VI and the entire electronic energy Eel, where
Eel depends on the coordinates of the ions and therefore
plays the role of an indirect ion–ion interaction. But it must
be emphasized that an unique splitting into ions and valence
electrons is not always possible.

Under the assumption that the change of the electronic
arrangement (core electrons) around each ion or atom is
sufficiently small the potential energy V may be expanded:

V 	r1� � � � � rNI 
 =
1
2

NI∑
i� j=1
i 
=j

�ij +
1
6

NI∑
i� j� k=1
i 
=j 
=k

�ijk + · · · (39)

Here the terms on the right of Eq. (39) represent pair,
triplet, and many-body contributions of the ionic or atomic
interactions and r1� � � � � rN are the positions of the N ions
or atoms.

If the polarization of the core electrons is negligibly small,
then—compared with the pair terms—the triplet and higher
terms diminish rapidly in significance. Then the obvious final
step of approximation is to neglect them entirely. This is
called the pair potential approximation,

V 	r1� � � � � rNI 
 =
1
2

NI∑
i� j=1
i 
=j

�ij =
1
2

NI∑
i� j=1
i 
=j

�		ri − rj 	
 (40)

with 	ri − rj 	 = rij .
Referring to our example with the 100 argon atoms, with

Eq. (40) the problem has been reduced to a 9900-fold
sum of values from one pair potential function � with only
one dimension, which is the distance of two particles. This
simplification expands the calculability of the many-particle
problem with today’s computer power up to millions of
particles—at least under certain conditions. On the other
hand, such a far-reaching, if not to say brute simplification,
has a strong influence on the applicability as can be easily
imagined [323].

In almost all cases the ions or atoms behave classi-
cally and, furthermore, only the pair interaction is effective.
Then, instead of the Hamiltonian (39) we get the classical
Hamilton function in the pair potential approximation. For
monatomic systems it reads

H =
NI∑
i=1

p2
i

2m
+ 1

2

NI∑
i� j=1
i 
=j

�	rij 
 (41)

If three or higher body forces are effective, instead of the
pair potential approximation for the potential energy the
expansion (39) has to be used. Pair potentials and many-
body forces will be discussed in more detail below.

4.2. Description of Nanosystems

4.2.1. Simple Models
How can we determine the properties of a many-particle
system on the basis of a given Hamiltonian? In the conven-
tional treatment of this problem we need simple models.
Quite generally, simple models can be obtained by con-
trolled approximation from the general cases (37) and (41).
In connection with many-particle systems the general mathe-
matical formulation of the problem is in most cases so com-
plex that simplifying models have to be chosen but often
cannot be obtained by controlled simplifying steps from the
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general cases (37) and (41), respectively. It is therefore a
rule to introduce simple models just for convenience.

The “simple model” of solid state physics is the crystalline
solid in the harmonic approximation (Section 3.1). On the
basis of this model one is able to determine successfully
the properties of a lot of materials. However, there are also
a lot of cases where this simple model is not applicable,
even when it is extended by specific assumptions. For exam-
ple, the silver subsystem of the solid electrolyte 6-AgI is
highly disordered and shows strongly anharmonic behavior
[324–326]; a simple model for 6-AgI and similar materi-
als is not available. Also in the case of liquids and gases
“simple models” have not been found. Even in the case of
gases with low densities we cannot simply restrict ourselves
to the first terms in the virial expansion in the calculation of
the pressure. This is because the expansion obviously con-
verges slowly and, therefore, even in the case of low density
one has to consider more than the first two terms [327].
The virial coefficients can be expressed in terms of the pair
potential �	r
 [see Eq. (40)], but the expressions are get-
ting complicated for the higher order virial coefficients and
in practical calculations only the first terms are accessible.
The virial expansion would define a “simple model” if for
a broad class of gases a restriction on the first two terms
would be realistic.

In summary, only for a specific class of many-particle sys-
tems could a “simple model” be found: It is the crystalline
solid in the harmonic approximation, but in most cases
anharnonicities cannot be considered as small perturbations
to the harmonic approximation (see also the discussion in
Section 3.1). This is also the case for typical nanosystems
since a great fraction of atoms are more or less close to the
surface region of the system, and surface particles behave
strongly anharmonically. In small nanosystems (for example,
clusters with a few hundred of atoms) even the innermost
particles cannot be treated as bulk particles since the cutoff
radius for the interaction potential is larger than the distance
to the surface. The atoms at surfaces are less bonded than
in the bulk and, therefore, the mean-square amplitudes of
the atoms are significantly larger than at the surface leading
to relatively strong anharmonicities. This phenomenon can
be observed even at low temperatures—low in comparison
to the melting temperature of the bulk system.

4.2.2. Dynamical-Matrix Solutions
Surfaces not only give rise to quantitative effects but can also
be the source for new qualitative phenomena. For example,
the phonons, which describe the dynamics of the system, are
expressed by the dynamical-matrix solutions, and these solu-
tions are obviously not complete for systems with surfaces.

In order to show that in more detail let us consider a
monatomic crystal with a free surface and let M be the mass
of the atoms of the crystal. In this semi-infinite system there
is only a two-dimensional invariance of the force constants
which implies that the normal-mode solutions of the equa-
tion of motion

ü6	l
 = −∑
l′� >

1
M
?6>	l� l

′
u>	l
′
 6� > = x� y� z (42)

is a superposition of two-dimensional Bloch functions

u6	l12�m
=
∑

n1�n2�j

u6�j 	m�q
exp
{
i
[
q ·rl12

0 −7j	q
t
]}

(43)

where l = 	l1� l2�m
. Here u6 is the displacement from the
equilibrium positions in the 6-direction, l12 = 	l1� l2
 spec-
ifies the points in the layers parallel to the surface, and m
labels the planes of the crystal which are parallel to the sur-
face starting with m = 1 for the outermost layer. The fre-
quencies 7j	q
 are given by the solutions of the dynamical
matrix, where j is the branch index. Further, n1, n2, denotes
summation over the wave vectors q = 	n1� n2
; the allowed
values of n1 and n2 are determined by the periodic boundary
conditions: ni = 0�±1� � � � �±Ni/2� 	i = 1� 2
 where N1 is the
particle number in the x-direction and N2 in the y-direction
of layer m.

Now we consider the center-of mass velocity of layer m,
and we want to distinguish between the bulk and surface
contributions. Summation of u6=z	l12�m
 over all the parti-
cles in layer m and the use of well-known identities yields

�z	m
 =
∑
l12

u̇z	l12�m
 = �b� z	m
+ �s� z	m
 (44)

where

�a� z	m
 = −i ∑
n1� n2� k

7k	q
uz� k	m� q
 exp0−i7k	q
 t1

×N1N2�n1� 0�n2� 0 a = b� s (45)

which leads to

�a� z	m
 = −i∑
k

7k	0
 uz� k	m� 0
 exp0−i7k	0
 t1

a = b� s (46)

�b� z	m
 and �s� z	m
 are the contributions of the bulk modes
b and the surface modes s to the center-of-mass motion.
�b� z	m
 is by definition not localized at the surface and,
therefore, it is independent of m. From Eq. (46) follows that
only those surface modes contribute to �s� z	m
 for which
7 
= 0 in the limit of q → 0; that is, only optical surface
modes contribute to �s� z	m
 (the acoustic surface phonons
only give rise to a uniform translational motion at q → 0).

From the analysis of the motion of the atoms relative to
each other follows that the excitation described by the ampli-
tude A�	m
 of �s� z	m
 cannot be an optical surface mode.
Moreover, it has been discussed in literature (see, for exam-
ple, [328]) that in the long-wave limit monatomic systems
with only one particle in the three-dimensional unit cell
admit only acoustic surface waves which do not contribute
to �s� z	m
. In other words, the dynamical-matrix solutions
would lead to

�s� z	m
 = 0 (47)

and the center-of-mass motion is entirely given by �b� z	m

and must be independent of m. However, molecular dynam-
ics calculations (see Section 4.2.3) show that the amplitude
A�	m
 of the center-of-mass motion is strongly dependent
on m [323]. In particular, it is shown in [323] that this
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excitation is localized at the surface: Its amplitude A�	m

decreases with increasing m, and its penetration depth into
the crystal is only a few interatomic distances. All this
is in contrast to Eq. (47). In other words, the center-of-
mass motion at the surface, described by �s� z	m
, cannot be
described by the dynamical-matrix solutions, and it is shown
in [323] that this effect is large; the dynamical-matrix solu-
tions are obviously not complete for systems with surfaces,
and in connection with nanosystems a relatively great frac-
tion of atoms belong to surface regions.

4.2.3. Molecular Dynamics
The relatively strong anharmonicities in nanosystems are not
negligible even at low temperatures. Furthermore, we have
discussed in the last section in connection with the center-
of-mass motion that surfaces can be the source for new
qualitative phenomena. Since the dynamical-matrix solu-
tions are obviously not complete the following questions
arise: How can the dynamics of nanosystems be described?
What method or basic model is adequate? Since only for
the ideal solid does such a basic model exist [other sim-
plifying principles at the microscopic level could not be
found for many-particle systems (Section 4.2.1)], we have
to describe such systems on the basis of the most general
formulation. In the case of classical systems this can be
done on the basis of Eq. (41) if the pair potential approx-
imation can be applied and if many-body interactions can
be neglected [Eq. (39)]. Such a general description can be
achieved within the framework of molecular dynamics calcu-
lations which have to be performed for the characterization
of nanosystems. We already came in Section 3.1 to this con-
clusion [scheme (32)]. In the following we would like to give
more details concerning the molecular dynamics method.

Basic Information Only on the basis of the general
formulation the relatively strong anharmonicities can be
treated without approximation. In other words, the general
description of the properties of classical many-particle sys-
tems (for example, nanosystems) can be done by means of
molecular dynamics calculations without the use of “sim-
ple models” (Section 4.2.1) or other simplifying assumptions
(Fig. 5). As already mentioned several times, such “simple
models” and simplifying assumptions, respectively, are not
known at the microscopic level and can only be introduced
in a phenomenological or empirical way.

Within the framework of molecular dynamics Hamilton’s
equations

ṗxi =−dH
dx1

� � � � � ṗzN = − dH

dzN

ẋ1 =
dH

dpxi
� � � � � żN = dH

dpzNi

(48)

are solved by iteration with the help of a high speed com-
puter, and we obtain the following information for the

Figure 5. If a “simple model” is available, the properties of
many-particle systems—including those of nanometer size—can be
determined on the basis of such a model; in most cases additional
assumptions are necessary. The advantage of molecular dynamics is that
the description can be done without simple models and other additional
assumptions. This is important since in most cases such systems are
so complex that simplifying models have often been chosen for conve-
nience and could not always be obtained by controlled simplifying steps
from the general case (41). For nanosystems a simple model could not
be found up to now. Therefore, the molecular dynamics methods is of
particular importance in the nanometer-scale realm.

N = NI atoms:

q	t1
� p	t1


q	t2
� p	t2


���

q	ti
� p	ti


���

(49)

where

q	ti
= 	x1� y1� z1� � � � � xN � yN � zN 


p	ti
=
(
px1
� py1

� pz1
� � � � � pxN � pyN � pzN

) (50)

In other words, as solutions of the classical equations of
motion we obtain the coordinates and momenta for all par-
ticles of the system as a function of time t. The time step
in the iteration process is Et = ti+1 − ti. With k iteration
steps the information about the system consisting of N par-
ticles is given in the time interval F = k · Et. Equation (49)
contains the total information of the many-particle system.
On the basis of this information the properties of the sys-
tem, in particular experimental data, can be determined—at
least in principle. In the following we will give some remarks
about the determination of typical functions on the basis of
information (49).

Correlation Functions In the analysis of many-particle
systems correlation functions

�a	t′
b	t′′
� (51)

of two quantities a	t′
 and b	t′′
 are of particular interest,
where

a	t′
= a	q	t′
� p	t′


b	t′′
= b	q	t′′
� p	t′′

 (52)
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The angular brackets �· · · � in (51) denote a thermodynamic
average, which will be discussed in connection with molecu-
lar dynamics calculations in the next section. The time evo-
lution of the system is given in statistical mechanics by the
operator Ŝ	t
:

a	q	t′
� p	t′

 = Ŝ	t′ − t′′
a	q	t′′
� p	t′′

 (53)

where Ŝ	t
 can be written in terms of the Liouville opera-
tor L̂,

Ŝ	t
 = exp	iL̂t
 (54)

with

L̂ = i
3N∑
i=1

[
:H

:qi

:

:pi
− :H

:pi

:

:qi

]
(55)

where qi and pi denote all the 3N coordinates and
momenta, respectively.

In general it is difficult to determine the time evolution
of many-particle systems on the basis of Eq. (54). However,
on the basis of the molecular dynamics information (49)
it is straightforward to determine correlation functions of
type (51).

In connection with time correlation functions of type (51)
it is important to mention that they are not dependent on
the time origin; that is, in Eq. (51) t′′ − t′ are relevant but
not t′ and t′′:

�a	t′
b	t′′
� = �a	0
b	t′′ − t′
� (56)

Let us briefly discuss an example: With a	0
 = v	0
 and
b	t
 = v	t
 we get the velocity autocorrelation function

-	t
 = �v	0
 · v	t
� (57)

where v	t
 is the velocity at time t for one atom of the
ensemble. With -	t
 = -	−t
 the Fourier transform of -	t

is given by

f 	7
 = 2
�v	0
2�$

∫ �

0
-	t
 cos 7t dt (58)

where f 	7
 is normalized to unity:

∫ �

0
f 	7
d7 = 1 (59)

In the case of the harmonic solid f 	7
 is just the frequency
spectrum of the normal modes, that is, the phonons. The
frequency spectrum f 	7
 defined by (57) is quite general
and is applicable to systems with strong anharmonicities
like nanosystems. f 	7
 describes the complete dynamics of
many-particle systems; that is, all kinds of excitation are
included—even diffusion processes. The diffusion constant
is directly expressed by f 	7
 [329]:

D = $

2
kBT

m
f 	7 = 0
 (60)

In particular, using f 	7
 in the description of the dynamics
no problems appear in connection with systems with sur-
faces where the dynamical matrix solutions are obviously not
complete as we have demonstrated in Section 4.2.2.

How can we calculate the velocity autocorrelation func-
tion -	t
 and other properties from the basic molecular
dynamics information (49)? In order to answer this ques-
tion we have to outline how thermodynamic averages �· · · �
can be treated within the framework of molecular dynamics,
which we have introduced in the context with Eq. (51). In
the next section we will give some principal remarks.

Average Values Imagine a space of 6N dimensions
whose points are determined by 3N coordinates q	ti
 =
	x1� y1� z1� � � � � xN � yN � zN 
 and 3N momenta p	ti
 =
	px1

� py1
� pz1

� � � � � pxN � pyN � pzN 
. This space is the so-called
phase space where each point at time t corresponds to a
mechanical state of the system. The evolution with time of
the system is completely determined by Hamilton’s equa-
tions (40) and is represented by a trajectory in phase space.
The trajectory passes through the element dq dp at point
(q,p) of the phase space and it can pass it several times. This
process defines a “cloud” of phase points indicating how
often the elements of the phase space have passed through
by the trajectory. In other words, instead of the trajectory
we have now a “cloud” of phase points. The “cloud” is a
great number of systems of the same nature, but differing in
the configurations and momenta which they have at a given
instant.

In summary, instead of considering a single dynamic sys-
tem we consider a collection of systems, all corresponding
to the same Hamilton function. This collection of systems
is the so-called statistical ensemble (see also, for example,
[330–337]). The introduction of the statistical ensemble is
very useful in regard to the relationship between dynamics
and thermodynamics.

The statistical ensemble can be described by a density
function

.	q1� � � � � q3N � p1� � � � � p3N 
 (61)

in phase space. The number of points in the statistical
ensemble is arbitrary and, therefore, .	q� p
 has to be nor-
malized:

∫
.	q� p� t
 dq dp = 1 (62)

The quantity

.	q� p� t
 dq dp (63)

can be considered as the probability of finding at time t a
system of the ensemble in the element dq dp at the point
(q,p) of the phase space. The introduction of the density
(61) is meaningful only if the density takes an asymptotic
value for long times t:

lim
t→�.	q� p� t
 = .	q�p
 (64)

where .	q� p
 is the density function of the statistical ensem-
ble. When the trajectory q	t
, p	t
 is able to produce, over
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a long period of time, the function .	q� p
 (ergodic hypoth-
esis) then we have equivalence between the time average
and the average over the statistical ensemble of a function
f 	q	t
� p	t

:

�f � =
∫
f 	q� p
.	q� p
 dq dp∫

.	q� p
 dq dp
(65)

�f � = lim
t→�

1
F

∫ x
0
f 	t
 dt (66)

Different expressions exist for the density function
.	q� p
. These expressions depend on the thermodynamic
environment: (1) microcanonical ensemble (an isolated sys-
tem, N , V , and E are given, where E is the energy and
V the volume); (2) canonical ensemble (a closed isothermal
system, N , V , and T are given, where T is the temperature);
(3) grand canonical ensemble (V , T , and  given, where  is
the chemical potential). In molecular dynamics calculations
in most cases N , V , and E are given and, therefore, such
models represent microcanonical ensembles.

In connection with nanosystems the following discussion
is relevant: Within the thermodynamic limit

N →�
V →�
N

V
= const

(67)

the microcanonical, the canonical, and the grand canonical
ensemble are equivalent; that is, within the thermodynamic
limit we obtain in all three cases the same value for the
statistical average of �f � of f 	q� p
. This is not fulfilled in
the case of nanosystems since the properties of nanosystems
are in general dependent on the particle number N .

For nanosystems two points are important:

(1) What can we say about the dependence of the particle
number N?

(2) What does a long period of time [F → � in Eq. (66)]
mean?

Discussion Concerning Point (1) The properties of nano-
systems are in general dependent on the particle number.
This is the reason we investigate nanosystems. In order to
study this point in more detail one has to study the statisti-
cal average �g� of a suitable quantity g	q� p
 as a function
of N and if there is

�g�N ′ = �g�N ′′ = �g�N ′′′ (68)

with

N ′ < N ′′ < N ′′′ (69)

we may consider the system under investigation for N ≥ N ′

no longer as a nanosystem. On the other hand, if N ′ is the
critical particle number we may consider the system for N <
N ′ as a nanosystem.

Discussion Concerning Point (2) With Eq. (64) and using
the well-known expression for the velocity distribution

.	q�p
=.	v
=4$
(

m

2$kBT

)3/2

v2 exp
(
− mv2

2kBT

)
(70)

we obtain for the mean-square velocity

�v2� = 4$
(

m

2$kBT

)3/2 ∫ �

0
v4 exp

(
− mv2

2kBT

)
dv

= 3
kBT

m
(71)

On the other hand let us consider a single particle of
the N -particle system and let vi	t
 be the velocity of the
ith particle at time t where the index i has been chosen
arbitrarily. If we define a function v2	F
 by

v2
i 	F
 =

∫ F
0
v2
i 	t
 dt (72)

we expect [according to (65) and (66)] that

lim
F→� v

2
i 	F
 = �v2� (73)

That is, there is equivalence between the average over the
time and the average over the statistical ensemble [Eq. (71)].
In other words, we expect that after a sufficiently large time
F the velocity vi	t
 of a single atom of the N -particle system,
which can be arbitrarily chosen, has passed through all the
states given by Maxwell’s distribution (70).

In connection with molecular dynamics calculation the
following question is of particular interest: How large is the
time F in order to fulfill (73) in a good approximation? Spe-
cific calculations showed that F is relatively small; to fulfill
Eq. (73) one needs not more than 103 iteration steps (i.e., F
is of the order of 10−11 s if the time step is 10−14 s).

Clearly, within molecular dynamics calculations averages
will not be calculated on the basis of a statistical ensemble
(65) or with Eq. (66). The calculated information expressed
by (49) already represents the data in thermal equilibrium.
Therefore, it is straightforward to determine averages on the
basis of (49). For the mean-square velocity [see Eq. (71)]
the molecular dynamical average is

�v2� = 1
NL

1
N

NL∑
j=1

N∑
i=i
v2
i 	Lj
 (74)

The average is formed over all N particles and various
times Lj .

Time Evolution of Molecular Dynamics Systems From
the solutions of Hamilton’s equations (48) we obtain the
coordinates and momenta (velocities) of all N particles as a
function of time [see Eq. (49)]; this is the total microscopical
information of the system under investigation. However, the
solutions of Hamilton’s equations require initial values for
the coordinates and the velocities of the N particles.

In the case of gases and liquids the initial values for the
coordinates can be distributed randomly with the appro-
priate density. In connection with crystals (with and with-
out surfaces, and nanosystems) the particles will be situated
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within the array so that the perfect lattice structure appro-
priate to the system under investigation is generated.

Without external forces acting on the system, the direc-
tions of the initial values for the velocities should be dis-
tributed randomly so that the momentum of the whole
system is approximately zero at the initial time t0, and it
must remain zero for all times t (conservation of momen-
tum).

In thermal equilibrium the magnitudes of the particle
velocities are distributed according to Maxwell’s distribution.
However, it is more convenient to choose for all particles
the same magnitude of the velocities, and this means that
the system is initially not in thermal equilibrium. With the
help of the function

6	t
 =
1
N

∑N
i=1

[
vi	t


2
]2

[
1
N

∑N
i=1 vi	t
2

]2 (75)

where vi	t
, i = 1� � � � �N � are the velocities obtained from
the molecular dynamics calculations, we can study at which
point in time Maxwell’s distribution (70) is reached. In the
case of (71) the function 6	t
 in (75) takes the value of

6	t
 = 5
3

(76)

for all times t. However, if all particles have the same initial
magnitude of the velocities we get for 6	t
 at time t0

6	t
 = 1 (77)

It can be demonstrated by realistic molecular dynamics cal-
culations that thermal equilibrium (6	t
 = 5/3
 is reached
after a few hundred time steps if we start from 6	t0
 = 1.
Due to the finite number of particles 6(t
 fluctuates around
its equilibrium value of 5/3 (see also Fig. 6); these fluctu-
ations are getting small with increasing particle number N
and are physically realistic. Clearly, in the case of macro-
scopic systems 	N → �
 the fluctuations are zero.

Figure 6. Schematic representation of 6	t
. The system is initially
	t0 = 0
 not in thermal equilibrium (6 
= 5/3). After a few hundred
molecular dynamics time steps thermal equilibrium (Maxwell’s distri-
bution) is reached. Due to the finite number of particles the system
fluctuates around 5/3.

The temperature of molecular dynamics systems is depen-
dent on time t and is defined by the relation

1
2
m v	t
2 = 3

2
kBT 	t
 (78)

With

v	t
2 = 1
N

N∑
i=1

vi	t

2 (79)

we get for the temperature as a function of time

T 	t
 = m

3NkB

N∑
i=1

vi	t

2 (80)

As in the case of 6	t
 also the temperature T 	t
 fluctuates
in finite systems around the mean temperature (see Fig. 7):

T = lim
L→�

1
L − L1

∫ L
L1

T 	t
 dt (81)

L1 is the time where the system has reached equilibrium,
and L is the time of investigation (i.e., for which Hamilton’s
equations have been solved after equilibrium is reached).

As in the case of 6	t
, the temperature fluctuations (see
Fig. 7) are physically real. From these fluctuations we can
extract the specific heat at constant volume (per particle)

cV = 1
N

(
:E

:T

)

V

(82)

It is straightforward to show that in the case of a
microcanonical ensemble the specific heat is expressed by
�338� 339

cV = 3
2

[
1 − 3N

2�T 2
	�T 2 − �T 2


]−1

(83)

where �T and �T 2 are obtained by averaging over a sufficiently
large time interval. For example, �T 2 is given by

�T 2 = lim
L→�

1
L − L1

∫ L
L1

T 	t
2 dt (84)

Figure 7. The temperature as a function of time (schematic represen-
tation). T is the mean temperature; L1 is the time where the system has
reached equilibrium. Due to the finite number of particle the tempera-
ture fluctuates around its mean value T .
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In other words, the temperature fluctuations are a direct
measure of the specific heat, indicating that these fluctua-
tions are not an artificial element of the method.

4.2.4. Nonequilibrium Molecular Dynamics
A few remarks should be given in connection with nonequi-
librium molecular dynamics which has been developed in
addition to equilibrium molecular dynamics (Section 4.2.3)
and which has been known since the early 1970s [340–342].
This method was introduced in order to compute efficiently
transport coefficients. To establish the nonequilibrium situ-
ation of interest, an external force is applied to the system.
Then the response of the system to these forces is deter-
mined from the simulation. This method has been used for
the calculation of diffusion coefficients, the shear and bulk
viscosity, and thermal conductivity [343]. Further basic lit-
erature concerning nonequilibrium molecular dynamics is
given by [344–349]. Recent interesting results can also be
found in [350–355].

Non-Hamiltonian systems can be studied by means of
nonequilibrium molecular dynamics [356], for example, dis-
sipative systems, that is, systems which involve friction in one
of its various forms. In such cases, particle trajectories are
calculated from the equations of motion which are, however,
not consistent with any Hamilton function.

5. INTERACTION POTENTIALS
Clearly, in order to be able to perform molecular dynamics
calculations not only are the initial values for the coordi-
nates and momenta (velocities) for all the N particles of the
system needed as input (Section 4.2.3), but in particular the
interaction potential between the particles, which reflects
the specific characteristics of the system under investigation.

For a reliable description of material properties precise
knowledge of the interaction potential is required. We will
outline below that surface properties in general, as well as
in connection with nanosystems, are particularly sensitive
to potential variations. Both the repulsive and the attrac-
tive parts of the potential have to be determined carefully.
However, the determination of accurate pair potentials for
systems of interest (e.g., metals and materials with cova-
lent bonding) is rather difficult even for the bulk, and the
nanoproblem, where a great fraction of atoms belong to the
surface region, is much harder because of the change in elec-
tronic states and other relevant properties near the surfaces
of the nanosystem.

In this section we would like to discuss methods which—
from the authors point of view—are relevant for the
determination of interaction potentials. In literature a lot
of theoretical studies can be found—in particular, in con-
nection with molecular dynamics calculations—in which the
potentials are used in a rather uncritical way: The potentials
have not been tested carefully, in some cases even not at all.
Serious research in nanoscience requires just the opposite:
Since the properties of nanosystems are particularly sensitive
to potential variations, the potentials have to be determined
thoroughly for such systems.

5.1. Types of Interactions in Condensed
Matter Physics

Basically, in condensed matter physics we have to distinguish
between four binding types (see, for example, [357]): (1)
ionic interactions (4–14 eV), (2) metallic bonds (0.7–6 eV),
(3) van der Waals interactions (0.02–0.3 eV), and (4) cova-
lent bonds (1–10 eV), where the numbers denote the typical
binding energies. Also the hydrogen bridge bond (0.1–0.5 eV)
is a characteristic binding type but will not be discussed in
the following.

5.1.1. Ionic Binding
The ionic interaction is characterized by different atoms (for
example, Na and Cl) which have exchanged electrons, so
that the many-particle systems consist of positive and nega-
tive charged ions. The interaction law as a function of dis-
tance r between the ions is simply described by Coulomb’s
law if the distances are larger than r+ + r−, where r+ and
r− are the radii of the positively and negatively charged par-
ticles. For distances r < r+ + r− the interaction is repulsive
due to the overlap of the electron cores.

5.1.2. Metallic Binding
In the case of certain atoms (for example, Al) the electrons
of the outer shell are only weakly bonded. If a many-particle
system is formed with such atoms the weakly bonded elec-
trons leave the according atoms and move through the whole
system. These are the conduction electrons. In other words,
in metals we have the following situation: There are posi-
tively charged ions which move through the sea of conduc-
tion electrons. In metals the ion–ion interaction is not simply
given by the Coulomb potential since the ions are screened
by the conduction electrons and that makes its determina-
tion complicated. Such a modeling of the ion–ion potential
can be performed, for example, within the frame of pseu-
dopotential theory; in Section 5.3.1 we give some details
concerning this method.

5.1.3. Van der Waals Interaction
The motion of the electrons around the atomic nucleus
means that there is a certain probability that the atoms have
at instant t an electrical dipole moment which, however,
becomes zero when it is averaged over the time. In a many-
particle system these momentary dipole moments interact
with each other leading to an attractive potential between
the atoms of the system. Typical van der Waals systems are
noble gases. Clearly, repulsive core effects have to be con-
sidered also in the description of the interaction potential at
small distances.

5.1.4. Covalent Bonds
In the case of covalent binding the interaction between par-
ticles is given by the fact that part of their electrons belong
to several particles at the same instant. The probability of
finding an electron, which is responsible for binding, is rela-
tively large in the environment between the particles leading
to the interaction between them. In most cases this pro-
cess is based on the formation of spin saturated electron
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pairs, where each atom contributes an electron so that the
electron shells take a noble gas configuration. Examples for
substances with covalent bonds are carbon, amorphous semi-
conductors, hydrogen molecules, etc.

Remarks Concerning Phenomenological Potentials
In connection with realistic calculations phenomenological
potential functions are used very often, which are most
often not strictly constructed with respect to the basic inter-
action types discussed above. As a typical example for a
phenomenological potential let us briefly discuss the poten-
tial of Morse [358] which has been extensively used in the
study of lattice dynamics [359], the defect structure in metals
[360–368], the inert gases in metals [369, 370], the equa-
tion of state [371, 372], elastic properties of metals [373],
the interaction between gas atoms and crystal surfaces [374],
and in studies of other specific problems [375–381].

In order to calculate the energy levels for diatomic
molecules, Morse required some conditions for the inter-
atomic potential of the atoms of the molecule [323] which
describes the spectroscopy of the molecules. Morse chose
the potential function

�	r
 = 60 exp�−26	r − r0
− 260 exp�−6	r − r0
 (85)

where r0 is the intermolecular separation. The solution of
the radial part of Schrödinger’s equation using this potential
yielded the correct energy level representation.

In conclusion, the Morse potential has not been con-
structed on the basic interaction types discussed above but
is based on the spectroscopy of molecules. Nevertheless, the
potential has been used extensively in the study of various
many-particle properties, but there is no physical justifica-
tion for that.

There are many other phenomenological approaches for
the interaction (for example, the Buckingham potential
[382–385]), but we do not want to discuss these functions
here because in most cases there is no or almost no physi-
cal background for their introduction; these potentials have
often been chosen for purely pragmatic reasons and, there-
fore, they have to be considered only as fitting functions.

Since there is a strong potential sensitivity in connection
with the properties of systems with surfaces (for example,
nanosystems), we have to construct the potentials very care-
fully. In the next sections we would like to discuss some
relevant theoretical methods for the construction of model
potentials.

5.2. Sensitivity of System Properties
against Potential Variations

Before we discuss specific model potentials let us first give
some remarks about the sensitivity of the system properties
on the interaction between the particles which form the sys-
tem. It turned out that the properties of many-particle sys-
tems are very sensitive to small variations in the interaction
potentials. Therefore, in the description of system properties
on the basis of the particle interaction the potentials have
to be modeled very carefully. What does “sensitive to small
variations in the interaction potentials” mean?

Let us demonstrate that by means of krypton [386]. In
connection with nanosystems surface properties are of par-
ticular interest and, therefore, let us study the sensitivity of
surface properties on the potential function.

As is well known, krypton is a noble gas, and in con-
trast to metals, the potential functions of noble gas systems
(solid, liquids, nanosystems, etc.) do not depend on density
and temperature, respectively, and they are the same at the
surface as in the bulk of the crystal. At free metal surfaces
the local background may be changed from its average bulk
value and produces concomitant changes in the potential
functions. Such difficulties do not arise at noble gas surfaces
and, therefore, in the study of the potential sensitivity we
want to restrict our study to noble gas (krypton) surfaces.

For krypton a reliable potential, the so-called Barker
potential, is available [387]; its form is rather complex and
will not be outlined here. The Barker potential is more real-
istic than the famous Lennard-Jones potential

�	r
 = 4�
[(
M

r

)12

−
(
M

r

)6]
(86)

because it undoubtedly correlates accurately a much wider
range of experimental data. Although the shapes of the
Lennard-Jones potential and the Barker potential are sim-
ilar (see Fig. 8) the results for the relaxation are qualita-
tively different from each other: The Barker potential leads
to a contraction and, on the other hand, the Lennard-Jones
potential leads to an expansion, as has been demonstrated
by molecular dynamics calculations for the Kr (111) sur-
face and 539 atoms [388]. The contraction is confirmed by
low energy electron diffraction (LEED) data [388]. Figure 9
shows that the molecular dynamics model calculations agree
well with the experimental data. The interlayer spacing d⊥
at the surface is always smaller than the corresponding
value for the bulk within the temperature range studied.
As already mentioned above, the lattice contraction result-
ing from the model and the experiments is in contradiction
to the results of model calculations with the Lennard-
Jones potential (leading to an expansion), indicating that
investigations—for example, in connection with dynamical

Figure 8. Pair potentials for krypton: (a) Barker potential, (b) Lennard-
Jones potential.
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Figure 9. Temperature dependence of the interlayer spacing d⊥ mea-
sured by LEED experiments 	♦
 for electron energies E = 53 eV (a)
and E = 125 eV (b) together with the results obtained by molecular
dynamics calculations ( ) [in (a) for the outermost interlaying spacing
and in (b) averaged for the outermost two layer spacings]. The solid
lines show the interlayer spacings for the bulk as determined by X-ray
experiments. The error bars in the experimental data are mainly due to
the error for the effective inner potential. The error bars with respect
to the molecular dynamics results are due to the statistical fluctuations.

processes in nanosystems—on the basis of the Lennard-
Jones potential can be seriously in error.

It should be emphasized here that the Lennard-Jones
potential is the most used interaction function in literature,
and sometimes it is even used for the description of metals
[389], but there is no physical basis for that since the interac-
tion type (van der Waals forces) described by the Lennard-
Jones potential has nothing to do with the interaction type
dominant in metals.

In conclusion, the properties of many-particle systems (in
particular those with surfaces like nanosystems) are obvi-
ously very sensitive to small variations in the interaction
between the particles. We have shown that the relatively
small quantitative differences between the Lennard-Jones
potential and the Barker potential (Fig. 8) give rise not only
to quantitative effects but also to qualitative differences.
This example shows that one has to be very careful in the
selection of interatomic potentials, especially when model-
ing nanosystems, since a great fraction of particles belong to
the surface region.

With respect to the interaction problem we have still to
mention that the Lennard-Jones potential as well as the
Barker potential are descriptions within the pair potential
approximation (Section 4.1.2). However, in principle many-
body forces [three-body interactions etc.; see Eq. (39)] might
also play a role. What can we say about the influence of
three-body interactions?

The calculations in connection with Figure 9 have been
done for the noble gas krypton which is a typical van der
Waals system. For such systems a three-body potential exists

(Axilrod–Teller potential [390])

�3	i� j� k
 = �
1 + 3 cos L1 cos L2 cos L3

r3
ij r

3
ilr

3
jl

(87)

where � is a constant; rij , ril, rjl and L1, L2, L3 are the sides
and angles of the triangle formed by the particles i, j and l.
�3	i� j� l
 can be repulsive and attractive, which depends on
the shape of the triangle formed by the three atoms i, j ,
and l. Are those Axilrod–Teller interactions relevant in con-
nection with the results given in Figure 9?

We cannot exclude that the three-body potential (87)
together with the Lennard-Jones potential may lead to good
results for the relaxation at the surface. However, it is shown
in [391] that the influence of �3	i� j� l
 on structural data
is relatively small and, therefore, we cannot expect that the
Lennard-Jones potential together with �3	i� j� l
 gives good
results for the relaxation and other quantities of relevance.

On the other hand, the Barker potential is expressed by a
lot of parameters, and these parameters were fitted by a lot
of experimental data; this fact can be expressed formally by

� = �	r� a� b� � � � 
 (88)

where a, b, etc. are the fit parameters. In other words,
such kinds of potentials should not be considered as pure
pair potentials in the sense of Eq. (39) in Section 4.1.2
but rather play the role of effective interaction potentials
�	r� a� b� � � � 
 = �eff	r� a� b� � � � 
 which in particular con-
sider approximately many-body forces. Therefore, we may
express Eq. (39) in Section 4.1.2 by

V 	r1� � � � � rN 
 =
1
2

N∑
i� j
i 
=j

�ij +
1
6

N∑
i� j� k
i 
=j 
=k

�ijk + · · ·

� 1
2

N∑
i� j
i 
=j

�eff	rij � a� b� � � � 
 (89)

That is, the effective potential simulates approximately
many-body forces. This is due to the fact that the potential
parameters a, b, etc. are fitted to experimental data which
may be more or less sensitive to many-body forces.

5.3. On the Determination
of Pair Potentials in Metals

5.3.1. Remarks Concerning
Pseudopotential Theory

As outlined in Section 5.1 metals consist of ions of pos-
itive charge and electrons. In the case of the ionic inter-
action the potential between the particles is simple and is
given by the Coulomb potential. In metals the situation is
more complicated since the ions are surrounded of con-
duction electrons. The ions are screened by the electrons;
in particular, there are quantum-mechanical correlation and
exchange effects among the electrons. All these facts have to
be considered in the construction of ion–ion potentials �	r

in metals, where r is the distance between the two ions of
the system. Within the framework of pseudopotential theory
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(see, for example, [392]) all these effects (screening, corre-
lation, and exchange effects) can be adequately considered.

The pseudopotential method is often used for the deter-
mination of the interaction between the ions in metals.
Within the frame of this theory the problem can be treated
on various levels, and a lot of pseudopotential models exist
in literature. Let us briefly discuss here a typical exam-
ple for a monatomic system. This example shows how all
the previously mentioned effects (screening, correlation, and
exchange effects) can be treated mathematically and how
they are interrelated.

As already outlined, the metal system has to be consid-
ered as a conglomerate of ions which are embedded in an
uniform compensating background of negative charge (con-
duction electrons). Within the framework of pseudopotential
theory the ion–ion potential �	r
 can be divided into two
parts [392, 393],

�	r
 = �d	r
+ �ind	r
 (90)

where �d	r
 is the so-called direct interaction between the
ions, and �ind	r
 is the ion–electron–ion interaction, which
has the meaning of an indirect interaction. In most cases
�d	r
 is approximated by the Coulomb potential

�d	r
 =
Z∗2e2

r
(91)

of the point charges Z∗e [392]. The deviations of the effec-
tive valency Z∗ from the valency Z are in most cases less
than 10% [393]. The difference Z∗–Z can be thought of as
resulting from the orthogonalization of plane waves to the
core states which gives an extra charge on the ion.

The local approximation of the indirect ion–ion interac-
tion �ind	r
 [see Eq. (90)] can be expressed by [392]

�ind	r
 =
/0

$2

∫ �

0
F 	q


sin qr
qr

q2 dq (92)

Following Sham [394] and Heine and Abarenkov [395] for
the function F 	q
 the following ansatz can be chosen:

F 	q
 = −/0q
2

8$e2
	�k + q	k�	2 �	q
− 1

�	q
�1 − C	q

(93)

with

�	q
=1+�1−C	q
 me2

2$kF �2x2

(
1− 1−x2

2x
ln
∣∣∣∣
1+x
1−x

∣∣∣∣
)

(94)

and

C	q
 = q2

2�q2 + k2
F + k2

s 
(95)

where /0 is the specific volume, kF is the Fermi wave num-
ber vector, x = q/2kF , ks = 2kF /$a0, and a0 is the Bohr
radius.

The matrix element �k+ q	w0	k� is the unscreened pseu-
dopotential form factor, which is independent of k in the
local approximation. With C	q
 exchange and correlation
effects among the electrons are taken into account approxi-
mately in the dielectric function �	q
. If C	q
 is taken equal

to zero in Eq. (94), �	q
 is equal to the static Hartree dielec-
tric function. It should be mentioned that there exist various
models for the dielectric function �	q
 in literature [392],
and the form of �	q
 essentially depends on the material
under investigation.

The Fourier transform w0	R
 of the matrix element �k+
q	w0	k� can be considered as the unscreened potential �0	R

between the ion and the conduction electron at distance R.
�0	R
 must be corrected by an orthogonalization potential
�orth	R
 in the core region due to the orthogonalization of
the plane waves to the core states [392],

w0	R
 = �0	R
+ �orth	R
 (96)

where w0	R
 is related to �k + q	w0	k� by

�k + q	w0	k� =
4$
/0

∫ �

0
w0	R


sin qR
qR

R2 dR (97)

�0	R
 in Eq. (96) is expressed by the Coulomb interaction
between the conduction electron and the excessive point
charge Ze of the ion:

�0	R
 = −Ze
2

R
(98)

The function �orth	R
 in Eq. (96) has to be modeled. For
example, within the often used Ashcroft model [396] we
have

�orth	R
 =
Ze2

R
�1 − L	R− rc
 (99)

with

L	R− rc


{
= 0 R ≤ rc
= 1 R > rc

(100)

where rc is the core radius. Within the Ashcroft model the
Coulomb potential is canceled within the core region.

A typical feature of the ion–ion potential �	r
 in met-
als is that, due to the conduction electrons, the long-range
part oscillates. This is schematically shown in Figure 10
in comparison to a Lennard-Jones-type potential which

Figure 10. The schematic representation of different potential types:
(a) the ion–ion interaction �	r
 for a metal; (b) the typical atom–atom
potential in a noble gas.
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describes noble gases, that is, systems without conduction
electrons.

Equations (90)–(100) represent the basic model, but it
turned out [397] that there can obviously be additional
effects which are due to the cores of the ions. These are
van der Waals-type interactions. Without going into detail
the analysis of this problem [397] leads to additional inter-
action terms with respect to the direct interaction �d	r

between the ions [see Eq. (91)] and the unscreened inter-
action �0	R
 between the conduction electron and the ion
[see Eq. (96)],

�d	r
 =
Z∗2e2

r
− 61

r6
− 62

r4
(101)

�0	R
 = −Ze
2

R
− 6

R4
(102)

where the r−6 term in (101) represents a dipole–dipole inter-
action, and the r−4 and R−4 terms in (101) and (102) reflect
monopole–dipole potentials. The constants 6, 61, and 62 can
be estimated quantum mechanically [397].

Pseudopotentials have often been applied to various prob-
lems. Some typical articles are: Avoided crossings in the
interaction of a Xe Rydberg atom with a metal surface [398],
The theoretical spin-orbit structure of the RbCs molecule
[399], ab initio study of the adsorption of In on the Si(001)-
(2 × 2) surface [400], ab initio study of iron and Cr/Fe001
[401], and Dilute Bose gas in a quasi-two-dimensional trap
[402]. Further information is given in [403–415].

5.3.2. Model-Independent Potentials
The interaction models which are based on pseudopotential
theory work well in many cases [392, 397], provided the var-
ious terms, which compose the model, have been carefully
prepared. Nevertheless, such models are complicated and
contain a lot of assumptions and simplifications which are
often based on more or less uncontrolled calculation steps.
Therefore, it would be desirable to find methods which allow
one to determine model-independent interaction potentials.
Such a way is still less developed but should attract more
attention in the future since the properties of systems are
in general very sensitive to small variations in the interac-
tion potential (Section 5.2); this is in particular the case
in connection with nanosystems where a great fraction of
the particles belong to the surface of the system. However,
model-independent potentials can already be determined for
liquids. The according method could in principle also be
applied to nanofilms. Because of its principal meaning let us
briefly discuss this method.

The method [416] is based on experimental data for the
liquid structure and allows one to determine the interaction
without the use of any parameter in a self-consistent way.
Since the method is model-independent, it is applicable for
all interaction types. The liquid structure is characterized
by the pair correlation function g	r
, which can be deter-
mined experimentally. g	r
 is an essential quantity because
important thermodynamic functions (pressure, energy, etc.)
are only dependent on g	r
—provided we can work within
the pair potential approximation.

Let us start from the expansion for g	r
 in powers of the
particle number density n (see, for example, [417, 418]),

g	r
 = exp
[
−�	r

kBT

]
�	r
 (103)

with
�	r
 = 1 + na	r
+ n2b	r
+ · · · (104)

where kB is Boltzman’s constant and T is the absolute tem-
perature of the system. The coefficients of each power of n
are cluster integrals (more details concerning Eq. (104) are
given in [417]). The detailed form of �	r
 will only have a
small influence on �	r
 because �	r
 plays the role of an
integral quantity in the determination of �	r
. This means
that different pair potentials can lead to the same function
�	r
—at least in principle. In other words, if we know a
potential �1	r
 
= �	r
 which satisfies the condition

�1	r
 � �	r
 (105)

we can calculate the unknown pair potential �	r
 by

�	r
 � �1	r
− kBT ln
[
g	r


g1	r


]
(106)

where
g1	r
 = exp

[
−�1	r


kBT

]
�1	r
 (107)

and g	r
 in (106) is the experimentally determined g	r
.
Since Eq. (107) is in general an expansion with slow conver-
gence, g1	r
 should be calculated from the known potential
�1	r
 by molecular dynamics and not by (107) on the basis
of (104). It is difficult to fulfill Eq. (105) in the first step
and, therefore, instead of (106) we get the following itera-
tion scheme:

�2	r
 = �1	r
− kBT ln
[
g	r


g1	r


]

�3	r
 = �2	r
− kBT ln
[
g	r


g2	r


]

���

�i	r
 = �i−1	r
− kBT ln
[
g	r


gi−1	r


]

�i	r
 = �i−1	r


= �	r


(108)

with
gi−1	r
 = g	r
 (109)

The unknown pair correlation functions gk	r
, k =
1� � � � � i − 1, can be calculated using �k	r
, k = 1� � � � ,
i − 1, by molecular dynamics. After the (i − 1)th iteration
the molecular dynamical calculated pair correlation function
gi−1	r
 agrees with the experimental g	r
 [Eq. (109)] within
the limit of accuracy dictated by the molecular dynamics
calculation.

For the applicability of the self-consistent method con-
vergence of the scheme (108) is necessary. This depends on
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the potential �1	r
 which we have to know in the first iter-
ation step. In all calculations (see, for example, [416]) the
approximation for low densities [�	r
 = 1, Eq. (103)]

�1	r
 = −kBT ln g	r
 (110)

worked well, where g	r
 is again the experimental pair cor-
relation function.

The pair potential �	r
 is sensitive to small variations in
g	r
 which means that g	r
 has to be measured very accu-
rately. This has been done for liquid gallium [419]. In [416]
the self-consistent method has been applied to liquid gal-
lium; the details are discussed there.

The self-consistent method could also be applied to nano-
systems. For example, it should be possible to determine
the pair potential for the particles of nanostructures on sur-
faces. On the other hand, other model-independent meth-
ods should be developed which correlate the potential with
suitable measurable quantities, that is, methods which are
not based on the experimentally determined pair correlation
function g	r
 but on other relevant experimental input data
leading to new schemes.

5.3.3. Microscopic Considerations
The pseudopotential theory as discussed in Section 5.3.1
leads to more or less phenomenological potentials with
parameters which can be fitted to experimental data, in par-
ticular to data for systems with surfaces, for example, nano-
systems. However, the surface properties can be considered
from the beginning if we work more microscopically within
the framework of first principles calculations. Let us briefly
discuss this point.

The electron density in metals must drop from a char-
acteristic interior average value within the system to zero
outside the surface. The ion–ion potential in metals is
dependent on the electron density, and the charge redistri-
bution at the surface has the effect that the potential at the
surface is different from that in the bulk of metals. How can
we determine the pair potential at metal surfaces, that is, in
connection with nanosystems? Let us give an example.

For sufficiently low temperatures the pair interactions
outside and inside the metal surface have been calculated
microscopically in [420] on the basis of the static electronic
response function. The basic points of the approach are the
following: An ensemble of ions with the positions Ri, i =
1� � � � �N , are surrounded by a neutralizing electron charge
of density n	r
. An infinitesimal displacement of ion k
with the position Rk introduces a perturbating potential
�Vk	r − Rk
 and an energy change which is given by

EE = −1
2

∑
Ri �Rj

∫
dr
∫
dr′ �Vi	r − Ri


× 9	r� r′
 �Vj	r − Rj 
 (111)

where 9	r� r′
 is the static electronic response function
appropriate to the electronic density n	r
. n(r) can be
determined by the density functional formalism (see also
Sections 2.1.2 and 2.1.5). How is the function 9	r� r′
 cor-
related to the quantities defined by the density functional
theory? As we have already outlined in Section 2.1.5, within

this approach instead of the complicated wave function
+	r1� � � � � rN 
 for the N -particles the electron density

n	r
=
∫
dr1 ···drN

∑N
i=1�	r−ri
+∗	r1�����rN 
+	r1�����rN 

+∗	r1�����rN 
+	r1�����rN 


(112)

is introduced as a variable. According to Kohn, Hohenberg,
and Sham [6, 7] n(r) is given in the ground state by

n	r
 =
N∑
i=1

-∗
i 	r
-i	r
 (113)

with ∫
n	r
 dr = N (114)

The wave functions -i	r
 satisfy
{
− �2

2m
* 2 + Veff	r


}
-i	r
 = �i-i	r
 (115)

where

Veff	r
 = V 	r
+ VH	n	r

+ Vxc	n	r

 (116)

with V (r) being an arbitrary external potential. VH	n	r


and Vxc	n	r

 are the usual Hartree and exchange-
correlation potentials which are functionals of n(r).

The static susceptibility 9	r� r′
 in (111) is a ground state
response and, therefore, it is a functional of n(r) and can
be described by -i	r
. On the basis of (111) the ion–ion
interaction outside and inside a metal jellium surface has
been calculated [420].

In order to check the reliability of such potentials it
would be most helpful to use them in molecular dynamics
calculations for the description of nanosystems and com-
pare the results carefully with experimental data. In this
way, valuable insight into the validity of such potentials can
be achieved. Another approach, extensively used in con-
nection with molecular dynamics, is given by the so-called
embedded-atom method; in the next section we discuss the
basic principles of this method.

5.3.4. Embedded-Atom Method
An alternative to the pair potential description has been
proposed by Daw and Baskes [421, 422]; as in Section 5.3.3
also within this approach density-functional ideas are used.
This approach, the so-called embedded-atom method, has
also been used in connection with molecular dynamics for
the description of various complex physical situations. First
we give a brief description of the method and after that we
quote some applications.

The basic idea behind the embedded-atom method is the
following (see, for example, [423]): The density-functional
formalism allows one to formulate the total electronic
energy for an arbitrary arrangement of nuclei as a unique
functional of the total electron density. The method starts
with the approximation that the total electron density in a
metal can be expressed by the linear superposition of contri-
butions from the individual atoms. Then, the electron den-
sity around each atom can be described as a sum of the
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density contributed by all the surrounding atoms plus the
electronic density of the atom in question. The first contri-
bution is assumed to be a slowly varying function of posi-
tion. If the problem is simplified by the assumption that this
background electron density is a constant, the energy of the
atom in question is given by the energy associated with the
electron density of the atom plus the constant background
density. On the basis of this ideas the total energy of a sys-
tem with N atoms is given by

Etot =
N∑
i=1


Fi	.̄i
+

1
2

N∑
j=1
j 
=i

u	rij 



 (117)

where Fi	.̄i
 is the energy required to embed atom i into
the background electron density .̄i at side i, and u	rij 
 is the
core–core pair interaction potential between atom i and j
separated by the distance rij .

As already remarked, the host electron density .̄i is
approximated by a linear superposition of the spherically
averaged electron densities of the ni atoms neighboring
atom i,

.̄i =
N∑
j=1
j 
=i

.	rij 
 (118)

where .	rij 
 is the electron density of atom j at a distance
rij from the nucleus of atom i. If the atomic density .	r

and the pair interaction u	r
 are both known, the embed-
ding energy F can be uniquely defined by matching a certain
equation for the cohesive energy of the metal as a function
of the lattice constant. This can be used to fit F 	.̄
 to exper-
imental results.

The embedded-atom method has been applied with suc-
cess to several problems: for face-centered cubic (fcc) met-
als and their alloys [423], phonon spectra in metals [424],
and the structure of liquid metals [425]. It has also success-
fully been used for the determination of surface energies
and geometries including reconstruction phenomena [426].
Other relevant topics have been studied on the basis of the
embedded-atom method. In this connection let us quote the
following selected studies: Numerical evaluation of the exact
phase diagram of an empirical Hamiltonian: embedded-
atom model for the Au–Ni system [427], Development of
modified embedded-atom potentials for the Cu–Ag system
[428], Atomistic process on hydrogen embrittlement of a sin-
gle crystal of nickel by the embedded-atom method [429],
Kinetic pathways from embedded-atom-method potentials:
Influence of the activation barriers [430], and Structural and
thermodynamic properties of liquid transition metals with
different embedded-atom method models [431]. More infor-
mation concerning the embedded-atom method is given in
[432–444] and in Section 6.1.

5.3.5. Quantum Molecular Dynamics
An interesting procedure has been developed by Car and
Parrinello (see [445] and, for example, [446–448]) which
directly combines quantum theory with classical mechanics:
The equations of the density-functional formalism [6, 7] are

solved simultaneously to the classical equations of motion,
so that a time-consuming iterative self-consistent procedure
is not needed. This method, designated as quantum molecu-
lar dynamics, is equivalent to the self-consistent solution of
the equations of the density-functional theory.

Within quantum molecular dynamics the classical
Lagrange equations of the atomic positions Rj and velocities
Ṙj are extended by a fictitious dynamics of the Kohn–Sham
wave functions -i [6, 7] and their time derivations -̇i:

L =∑
i

 
∫
dr
∣∣-̇i	r


∣∣2 + 1
2

∑
j

mjṘ
2
j − E�0-	r
1� 0Ri1

+∑
i� j

Qij

{∫
dr-∗

i 	r
-i	r
− �ij

}
(119)

The first two terms describe the kinetic energy of the nuclei
and that of the orbital motion with the fictitious mass  . The
third term contains the functional of the energy as an ele-
ment of the density functional formalism. The fourth term of
Eq. (119) guarantees orthonormality of the wave functions,
where the quantities Qij are the Lagrange multipliers. Using
this Lagrange equation we obtain the equation of motion
for the nuclei

mjR̈j = − :E

:Rj
(120)

as well as the “equation of motion” for the electronic system:

 -̈i	r� t
 = − :E

:-i	r� t

+∑

j

Qij-j	r� t
 (121)

Equation (121) enables one to determine the wave functions
-i	r� t
 as a function of time with a simultaneous motion
of the atoms. It must be emphasized that this equation
describes the fictitious dynamics of the electronic system and
does not reflect the motion of the electrons in the field of
the nuclei.

The essential difference between quantum molecular
dynamics and classical molecular dynamics is that within
the classical approach the forces are calculated by more
or less empirically determined potentials (see Sections 5.3.1
and 5.3.2), whereas in the quantum case the forces are
directly calculated from the quantum-mechanically deter-
mined potential 	E�R1�R2� � � � 
 of the system. More details
concerning the principles of quantum molecular dynamics
are given, for example, in [447, 448].

For a system of about 100 atoms such calculations (accu-
rately performed) are about 1000 times slower than force
field calculations and the time scale is reduced considerably.
Therefore, the Car–Parrinello method in general is reduced
to the picosecond time range.

Selected Studies Articles include: Wannier function anal-
ysis for understanding disordered structures generated using
Car–Parrinello molecular dynamics [449], Hybrid Car–
Parrinello/molecular dynamics modelling of transition metal
complexes: Structure, dynamics and reactivity [450], Car–
Parrinello molecular dynamics simulation of liquid water
[451], A Hamiltonian electrostatic coupling scheme for
hybrid Car–Parrinello molecular dynamics simulations [452],
and Nonadiabatic Car–Parrinello molecular dynamics [453].
More details are given in [454–467] and in Section 6.1.
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Final Remarks Molecular dynamics is in any case a non-
zero-temperature method. On the other hand, within quan-
tum molecular dynamics the density-functional formalism
is used which is a zero-temperature approach and, there-
fore, in the case of quantum molecular dynamics non-
zero-temperature data are coupled to the zero-temperature
properties of the electronic part of the system. Since sys-
tems with surfaces (for example nanosystems) are in gen-
eral very sensitive to small variations in temperature (in
particular in connection with metals) such a treatment
can lead to misleading and less relevant results, respec-
tively, because non-zero-temperature data are mixed with
zero-temperature properties. Therefore, instead of the
density-functional formalism given within the Kohn–
Hohenberg–Sham approach (Section 2.1.2) Mermin’s for-
malism, briefly discussed in Section 2.1.5, should be used
within quantum molecular dynamics calculations. To the
authors’ knowledge no calculations are reported yet on the
basis on Mermin’s non-zero-temperature formalism.

5.4. Covalent Binding

Many-body potentials have to be used mainly for the
description of interactions within covalent bonded systems
and materials, respectively, and for phenomena at higher
energy levels. In metals many-body forces are less relevant
because the interactions due to the conduction electrons
(Section 5.3.1) are dominant.

Allinger developed widely used models (MM2, MM3) for
a broad range of organic structures [468–471] which are
based on the separation of the total interactions between the
particles, that are significant for a bond, into a sum of single
potentials with respect to bond stretching, bond angle bend-
ing, and bond torsion. Within the MM2 model nonbonded
interactions are described by the well-known Buckingham
(exp-6) potential (Section 5.1).

For the development of the interaction of such bond
models a lot of a priori knowledge is necessary to classify
all the different bond types and to treat the special cases.
The MM2 and MM3 models are established to characterize
within molecular mechanics the minimum energy configura-
tion of structures, their stiffness, bearing properties, and the
like [471], and they have become standards in literature.

The term “molecular mechanics” means the following:
“Many of the properties of molecular systems are deter-
mined by the molecular potential energy function. Molecu-
lar mechanics models approximate this function as a sum of
2-atom, 3-atom, and 4-atom terms, each determined by the
geometries and bonds of the component atoms. The 2-atom
and 3-atom terms describing bonded interactions roughly
correspond to linear springs” [471]. Molecular mechanics
studies are given, for example, in [471].

Because of the basic meaning of bond stretching, bond
angle bending, and bond torsion let us briefly discuss often
used models for these interaction types [471]:

Bonds tend toward an equilibrium length r0 and, there-
fore, they resist stretching and compression. Bond stretching
is treated with cubic pair potentials; that is, within the MM2

model anharmonicities are taken into account. The potential
energy of bond stretching is given by the expression

vs =
1
2
ks	r − r0


201 − kcubic	r − r0
1 (122)

where r is the actual bond length, ks is the stretching stiff-
ness, and kcubic is the parameter for describing anharmonic-
ities.

Bond angle bending is modeled in the form of sextic
three-body potentials (MM2 model) depending on the angle
between two bonds to a shared atom. The potential energy
vL for this model is given by

vL =
1
2
kL	L − L0


201 + ksextic	L − L0

41 (123)

where L0 is the equilibrium bond angle, L is actual bond
angle, kL is the angular spring constant, and ksextic is the
sextic bending constant.

Bond torsion follows an expression depending on the tor-
sion angle between two bonds within the same plane and
a third one, thus acting as four-body potential; this poten-
tial describes the variation in energy associated with rotation
about a bond and is expressed by

v7 = 1
2
0V1	1 + cos7
+ V2	1 − cos 27


+ V3	1 + cos 37
1 (124)

Parameters for all the models described by (122), (123), and
(124) are quoted for some common bond types in [471].

5.4.1. Models for Many-Body Potentials
Due to their complexity and difficult derivation there are
basically just a few three-body potentials available which
are well suited for molecular dynamics calculations and
Monte Carlo studies. A comparative study and discussion of
some of these empirical potentials, which have been applied
mainly to carbon and silicon and other semiconductor mate-
rials, is given in [472] and the references therein.

The potentials discussed here are those of Pearson, Takai,
Halicioglu, and Tiller (PTHT) [473], Stillinger and Weber
(SW) [474], Biswas and Hamann (BH) [475], Tersoff (T2
and T3) [476, 477], and Dodson (DOD) [478]. These poten-
tials constitute a good representative sample among the
existing potentials (Brenner’s potential will be discussed
seperately); they differ in their degree of physical level,
mathematical form, and range of interaction. In [472] the
potentials have been tested with respect to clusters (for
example, Si2–Si6
, bulk states, and surface properties. Sim-
ilarities and differences between these potentials are dis-
cussed by a systematic comparison, although a theoretical
justification for the potential functions can hardly be given.
They have to be considered more or less as fitting functions,
since they have mostly been chosen for purely pragmatic
reasons.

The potentials given by PTHT, BH, and SW can be
classified as cluster potentials, the others as cluster func-
tionals. The SW, DOD, T2, and T3 models only consider
first-nearest neighbors (by the bond bending term second-
neighbor interactions are implicitly considered). Interactions
up to the third and seventh shell, respectively, are included
in the potentials of BH and PTHT.
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Cluster Potentials The cluster potentials describe bond-
ing by means of classical two- and three-body interactions.
The potential energy V can be written as

V = 1
2

∑
i� j

′V2	rij 
+
∑
i� j� k

′V3	rij � rik� rjk
 (125)

where all summations are distinct which is indicated by the
primes. In connection with the PTHT model the potential
V3	i� j� k
 is symmetric with respect to an interchange of
i, j , k and we have to use i < j < k in the triple sum. The
BH and SW models are only symmetric in j and k and the
condition j < k has to be used. The two-body potential is
generally given by

V2	r
 = fc	r
�A1-1	r
−A2-2	r
 (126)

where fc is a cutoff function and -s , s = 1� 2, decays mono-
tonically with r . The forms of the three-body interactions
differ from each other and will be given for each potential
discussed next.

The PTHT Potential Within this model the functions which
define V2 and V3 are given by

fc	r


{
= 1 if r < Rc

= 0 otherwise

-s	r
 = r−Rs � s = 1� 2

V3	rij � rik� rjk
 = Z+	rij 
+	rik
+	rjk
g	Li� Lj � Lk
 (127)

+	r
 = fc	r


r3

g	Li� Lj � Lk
 = 1 + 3 cos Li cos Lj cos Lk

where Rc is the cutoff radius and L1, L2, and L3 are the
angles of the triangle formed by the particles i, j , and k.
Within the PTHT model the two-body interaction V2 is the
Lennard-Jones potential (Section 5.2) since the exponents
of -s	r
 were chosen to be R1 = 12 and R2 = 6. V3 is the
Axilrod–Teller potential (Section 5.2).

The use of these potentials for the description of V2 and
V3 is more than doubtful since both potentials are appro-
priate for noble gases but not to describe bonding in cova-
lent system; there is simply no physical justification for that.
Thus, these potentials must be viewed as fitting functions.

The PTHT model has been extensively used in the
description of various materials, with and without surfaces,
and it has been extended to binary and ternary systems
(e.g., GaAs); more details are given in [472].

The BH Potential Within this model for the radial func-
tions -s	r
 Gaussians have been used, and for the cutoff

function fc a Fermi-like expression; the three-body potential
function is separable. In particular, we have

fc	r





=
[
1 + exp

{
r − M

 

}]−1

if r ≤ Rc

= 0 otherwise

-s	r
 = exp
(−Rsr2) s = 1� 2

V3	rij � rik� Li
 =
2∑
s=1

Zs+s	rij 
+s	rik
gs	Li
 (128)

+s	r
 = exp
(−6sr2)fc	r


gs	Li
 = �cos Li − cos-0
s+1

The BH model has been used for the study of bulk and
surface effects, for example, in connection with microclus-
ters and bulk point defects [475]. More details are given in
[472], in particular with respect to the determination of the
parameters.

The SW Potential The radial function -s	r
 is identical
with that of the PTHT potential. The other expressions are
given by

fc	r





= exp

[
 

r −Rc

]
if r ≤ Rc

= 0 otherwise

V3	rij � rik� rjk
 = Z+	rij 
+	rik
g	Li
 (129)

+	r
 = �fc	r

6

g	Li
 = 	cos Li − cos L0

2

fc not only acts as a cutoff function but also defines the
attractive branch of V2 (since R2 = 0) and the radial com-
ponents of V3 and, therefore, the model is very sensitive to
small variations in Rc.

The SW potential is mostly used in the description of sys-
tems with covalent bonds, for example, in connection with
clusters, lattice dynamics, bulk point defects, etc. The poten-
tial has been applied to Si, Ge, sulfur, and fluorine and to
the Si–F system [472].

Cluster Functionals Of particular interest are the cluster
functionals of Tersoff type, where the bonding is described
by means of pairwise interactions, but many-body interac-
tions are effectively included with respect to the attractive
term of the pair interaction which is dependent on the local
environment. The potential energy takes the form

V = 1
2

∑
i� j

′fc	rij 
0A1-1	rij 
−A2-2	rij 
p	Sij 
1 (130)

where Sij is the effective coordination number and deter-
mines p which is a measure of the bond order, where we
have to consider that p has in general the property

p	Sij
 
= p	Sji


Sij is given by

Sij =
∑
k 
=i� j

V3	rij � rik� Li
 (131)
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with

V3	rij � rikLi
 = +	rij � rik
g	Li
 (132)

Rewriting (130) the two-body energy term can be extracted
and we get

V = 1
2

∑
i� j

′V2	rij 
+
1
2

∑
i� j

′A2-2	rij 
fc	rij 


× 01 − p	Sij
1 (133)

It can be shown by simple manipulations that the second
term of (133) effectively includes many-body effects [472].

The DOD Potential Dodson chose the following form for
the model functions:

fc	r






= 1
2

[
1 − cos

(
$	r −Rc


 

)]

if Rc −  < r < Rc

= 1 if r ≤ Rc −  

= 0 otherwise

-s	r
 = exp	−Rsr
 s = 1� 2

p	Sij
 = exp
(−Snij

)
(134)

+	rij rik
 =
[
-2	rik
fc	rik


-2	rij 
fc	rij 


]6

g	Li
 =
>

� + exp	−� cos Li


This potential has been used for studying surface recon-
structions and low-energy beam deposition of Si. It should
be mentioned that the DOD potential is similar to the first
Tersoff potential [479].

The Tersoff Potential (T2 and T3) Here two different
parametrizations are used for the same potential, leading
to the T2 and T3 potentials. The expressions for fc and -s
are identical with those used within the DOD potential. The
other functions have been chosen as follows:

p	Sij
 = 	1 + Snij 

−1/2n

+	rij � rik
 = fc	rik
 exp	63	rij − rik

3


g	Li
 = >+ �2

�2
− �2

�2 + 	cos Li − cos L0

2

(135)

The potential parameters for Si were fitted to the cohe-
sive energy, lattice parameter, and bulk modulus of the dia-
mond structure, and the cohesive energy of bulk polytypes
of silicon [480, 481]. In connection with the T3 model an
additional constraint was used in order to fit the three elastic
constants.

The T2 and T3 potentials have been used to study lattice
dynamics, microclusters, bulk point defects, the liquid and
amorphous states, surface reconstructions, etc. More details
are given in [472].

It should be emphasized that the Tersoff formal-
ism is obviously similar to the embedded-atom method
(Section 5.3.4) since by a proper choice of functional forms
and model parameters the two expressions for the potential
energy can be made identical [482].

Other Potentials Further expressions for the potential
form exist in the case of covalent binding, but here we
only want to quote the empirical potential by Brenner [483]
which has often been used in the description of numerous
processes including the nanometer-scale indentation of dia-
mond surfaces, the deformation of carbon nanotubes, the
formation of fullerenes from graphitic ribbons, etc. [484].
The Brenner potential (the so-called hydrocarbon potential)
can be formulated as follows [483]: The binding energy for
the potential is formulated as a sum over bonds as

Eb =
∑
i

∑
j>i

�VR	rij 
− �BijVA	rij 
 (136)

where the repulsive pair term is given by

VR	rij 
 = fij 	rij 
D
	e

ij /	Sij − 1
e−

√
2Sij>ij 	r−R	e
ij 
 (137)

and the attractive pair term has the form

VA	rij 
 = fij 	rij 
D
	e

ij Sij/	Sij − 1
e−

√
2Sij>ij 	r−R	e
ij 
 (138)

The function fij 	r
 restricts the pair potential to nearest
neighbors and is given by

fij 	r






= 1 r < R
	1

ij

= 1
2

[
1 + cos

{
$	r −R

	1

ij 


	R
	2

ij −R

	1

ij 


}]

R
	1

ij < r < R

	2

ij

= 0 r > R
	2

ij

(139)

We do not want to discuss the details of this potential and
refer to [483], but the following should mentioned: If Sij = 2,
then the pair terms have the form of the usual Morse poten-
tial (Section 5.1) and, furthermore, the equilibrium distance
R
	e

ij , the well depth D	e


ij , and the parameter >ij are equal to
the parameters for the usual Morse potential (independent
of the value of Sij). Critical remarks concerning the Morse
potential are given in Section 5.1.

Applications The potentials introduced above are impor-
tant for the description of covalent systems, in particular, in
connection with carbon and silicon systems, respectively. Let
us quote here some selected studies which are based on the
often used potentials by Stillinger and Weber, Tersoff, and
Brenner.

Stillinger–Weber Potential Articles include: Nearest neigh-
bor considerations in Stillinger–Weber type potentials for
diamond [485], Development of an improved Stillinger–
Weber potential for tetrahedral carbon using ab initio
(Hartree–Fock and MP2) methods [486], Computed ener-
getics for etching of the Si(100) surface by F and Cl atoms
[487], Boson peak in amorphous silicon [488], and Strain
profiles in pyramidal quantum dots by means of atomistic
simulation [489]. Further information is given in [490–499].
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Tersoff Potential Articles include Modeling chemical and
topological disorder in irradiation-amorphized silicon car-
bide [500], Atomic diffusion at solid/liquid interface of
silicon: Transition layer and defect formation [501], Predic-
tive study of thermodynamic properties of GeC [502], Ori-
entation dependence in C60 surface-impact collisions [503],
Parameter optimization of Tersoff interatomic potentials
using genetic algorithm [504], etc. [505–522].

Brenner Potential Articles include: Monte Carlo simula-
tions of carbon-based structures on an extended Brenner
potential [523], Numerical study of shapes of fullerenes with
symmetrically arranged defects [524], Energy window effect
in chemisorption of C36 on diamond (001)-(2 × 1) surface
[525], Reconstruction of diamond (100) and (111) surfaces:
Accuracy of the Brenner potential [526], Phonon spectra in
model carbon nanotubes [527], and Interaction among C28
clusters and diamond (002) surfaces [528]. More informa-
tion is given in [529–541].

6. MOLECULAR DYNAMICS
In this section we give an overview about recent results
in the field of molecular dynamics. Clearly, not all studies
could be considered but we selected interesting investiga-
tions which, on the other hand, also reflect a broad variety
of applications in connection with nanometer-scale molecu-
lar dynamics. First a brief overview about various topics is
given. Then some specific molecular dynamics models will
be discussed which is followed by a more detailed study of
metallic nanosystems.

6.1. Design at the Nanolevel

6.1.1. Recent Developments
Selected studies about the following topics are compiled:
nanomachines, metallic nanosystems, biological systems,
nanostructures and nanostructured materials, nanoclusters
and nanoparticles, nanotubes and fullerenes, nanowires, and
silicon and carbon.

Nanomachines Articles include: Molecular mechanics
and molecular dynamics analysis of Drexler–Merkle gears
and neon pump [542], Docking envelopes for the assem-
bly of molecular bearings [543], dynamics of He/C60 flow
inside carbon nanotubes [544], On the importance of quan-
tum mechanics for nanotechnology [545], dynamics and fluid
flow inside carbon nanotubes [546], Dynamics of a laser-
driven molecular motor [547], and The dynamics of molec-
ular bearings [548].

Metallic Nanosystems Articles include: Simulation of
chemical mechanical planarization of copper with molecular
dynamics [549], Atomistic simulations of solid-state mate-
rials based on crystal-chemical potential concepts: Applica-
tions for compounds, metals, alloys, and chemical reactions
[550], Metallic nanoislands: Preferential nucleation, inter-
mixing and electronic states [551], Large-scale molecular
dynamics study of the nucleation process of martensite in
Fe–Ni alloys [552], Molecular dynamics simulation of the
grain-growth in nano-grained metallic polycrystals [553], and
Melting and freezing of gold nanoclusters [554]. Further
studies can be found in [555–594].

Biological Systems Articles include: Completion and
refinement of 3-D homology models with restricted molec-
ular dynamics [595], Simulation of biological ionic chan-
nels by technology computer-aided design [596], Interfacing
molecular dynamics with continuum dynamics in computer
simulation: Towards an application to biological membranes
[597], Structural properties of a highly polyunsaturated lipid
bilayer from molecular dynamics simulations [598], Com-
parison of aqueous molecular dynamics with NMR relax-
ation and residual dipolar couplings favors internal motion
in a mannose oligosaccharide [599], Molecular dynamics
simulation of thymine glycol-lesioned DNA reveals specific
hydration at the lesion [600], A molecular dynamics study
based post facto free energy analysis of the binding of
bovine angiogenin with UMP and CMP ligands [601], and
Molecular dynamics of DNA quadruplex molecules con-
taining inosine, 6-thioguanine and 6-thiopurine [602]. More
information about molecular dynamics in connection with
biological systems is given in [603–637].

Nanostructures and Nanostructured Materials Arti-
cles include: Molecular dynamics in nanostructured
polyimide–silica hybrid materials and their thermal stabil-
ity [638], Computer simulation of displacement cascades in
nanocrystalline Ni [639], Mechanical properties of nanos-
tructured materials [640], Sintering, structure, and mechan-
ical properties of nanophase SiC: A molecular dynamics
and neutron scattering study [641], Multiresolution algo-
rithms for massively parallel molecular dynamics simula-
tions of nanostructured materials [642], Computer modeling
the deposition of nanoscale thin films [643], and Molecular
dynamics simulation of lattice distortion region produced by
rounded grain boundary in nanocrystalline materials [644].
Further information about this topic is given in [645–689].

Nanoclusters, Nanoparticles Articles include: Charge
dependence of temperature-driven phase transitions of
molecular nanoclusters: Molecular dynamics simulation
[690], Theoretical study of the atomic structure of Pd nano-
clusters deposited on a MgO(100) surface [691], Melting
of bimetallic Cu–Ni nanoclusters [692], Structure and prop-
erties of silica nanoclusters at high temperatures [693],
Platinum nanoclusters on graphite substrates: A molecular
dynamics study [694], and Study of self-limiting oxidation
of silicon nanoclusters by atomic simulations [695]. More
information about molecular dynamics in connection with
nanoclusters and nanoparticles is given in [696–731].

Nanotubes and Fullerenes Articles include: Computa-
tional studies of gas–carbon nanotube collision dynamics
[732], Binding energies and electronic structures of adsorbed
titanium chains on carbon nanotubes [733], Microscopic
mechanisms for the catalyst assisted growth of single-wall
nanotubes [734], Nanotube and nanohorn nucleation from
graphitic patches: Tight binding molecular dynamics sim-
ulations [735], Carbon nanotubes as masks against ion
irradiation: An insight from atomistic simulations [736],
Molecular dynamics and quantum mechanics investigation
on mechanic-electric behaviors of nanotubes [737], Molec-
ular dynamics study of the fragmentation of silicon-doped
fullerenes [738], Fullerene cluster between graphite walls—
Computer simulation [739], and Se atom incorporation in
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fullerenes by using nuclear recoil and ab initio molecular
dynamics simulation [740]. Further information is given in
[741–821].

Nanowires Articles include: Thermal properties of ultra-
thin copper nanobridges [822], Atomic-scale simulations of
copper polyhydral nanorods [823], Size effect on the thermal
conductivity of nanowires [824], Structural transformations,
amorphization, and fracture in nanowires: A multimillion-
atom molecular dynamics study [825], and Large defor-
mation and amorphization of Ni nanowires under uniaxial
strain: A molecular dynamics study [826]. More information
about molecular dynamics in connection with nanowires is
given in [827–842].

Silicon and Carbon Articles include: Structural transi-
tion in nanosized silicon clusters [843], Molecular dynamics
studies of plastic deformation during silicon nanoindenta-
tion [844], Computational nanotechnology with carbon nan-
otubes and fullerenes [845], Neck formation processes of
nanocrystalline silicon carbide: A tight-binding molecular
dynamics study [846], Amorphization and anisotropic frac-
ture dynamics during nanoindentation of silicon nitride: A
multimillion atom molecular dynamics study [847], Non-
equilibrium molecular dynamics simulation study of the
behavior of hydrocarbon-isomers in silicalite [848], Pressure-
controlled tight-binding molecular dynamics simulation of
nanoscale nanotubes [849], and Effect of chirality on the sta-
bility of carbon nanotubes: Molecular dynamics simulations
[850]. Further information is given in [851–921].

6.1.2. Specific Molecular Dynamics
Investigations on Nanosystems

Nanogears Concerning nanogears interesting models
have been studied by Globus and co-workers from the
NASA Advanced Supercomputing Division (see, for exam-
ple, [922]). A typical example is given in Figure 11: The
operation of these nanogears was simulated using molecular
dynamics calculation and Brenner’s hydrocarbon force field
(Section 5.4.1). The study showed that if one gear is turned
by an external force, the second gear will turn as well. Fur-
thermore, if the gears are driven too fast (input rate >0�4

Figure 11. On the basis of fullerene nanotechnology it is possible to
construct nanomachines, for example, nanogears. A typical gear con-
figuration, designed by A. Globus (NASA Advanced Super-computing
Division), is shown in the figure (see, for example, also [822]). The oper-
ation of these nanogears was simulated using molecular dynamics calcu-
lation on the basis of Brenner’s hydrocarbon force field (Section 5.4.1).
Courtesy of NASA.

rotations per picosecond), then slippage occurs but bonds
do not break and normal operation will resume when the
rotation rate slows.

Bending of Nanotubes The bending of a (8,8) nanotube
has been simulated in [923]. The study was performed on
the basis of molecular dynamics calculations. For the inter-
atomic interaction Brenner’s potential has been used (Sec-
tion 5.4.1). The results are shown in Figure 12. The 21 nm
long tube contained 2688 atoms. In the simulation a portion
of 3.6 Å was fixed from both ends of the tube. One of the
ends was forced to move on a half-circular path at a con-
stant rate. The radius of the circular path was a half of the
tube length. The total bending time was 250,000 fs during
which the simulation temperature was kept at 300 K.

Atomistic Simulations of Plastic Deformations in
Glassy Amorphous Polymers [924] as the demand for
polymers with superior properties increases, an understand-
ing of the fundamental connections between the mechan-
ical behavior and underlying chemical structure becomes
imperative. In this work, the thermo-mechanical behav-
ior and the molecular-level origins of elastic and plastic
deformation in an amorphous glassy polymer were studies
using molecular dynamics simulations (Fig. 13a). A veloc-
ity Verlet integration scheme with a Berendsen barostat
and a Nose–Hoover thermostat were used to study a sys-
tem of united atom polyethylene. These simulations provide
detailed atomic information that has been used to ver-
ify experimental results. Stress-induced mobility has been
directly observed within these simulations (Fig. 13b), corrob-
orating similar observations in nuclear magnetic resonance
experiments of Loo et al. [925]. Dihedral angle transition
rates are observed to increase during active deformation and
drop off again when deformation ceases. These simulations
also show that there is no correlation between local volume
and dihedral angle transitions in this system.

Models of the Dodecamer DNA Double Stranded
Segment Molecular dynamics simulations were per-
formed on models of the dodecamer DNA double stranded
segment [d(CGCGAATTCGOG)], in which each of the
adenine residues, individually or jointly, was replaced
by the water-mimicking analog 2′-deoxy-7-(hydroxymethyl)-
deazaadenosine (hmdA). The simulations, when compared
to the dodecamer itself, show that incorporation of the
analog affects neither the overall DNA structure nor its

Figure 12. Bending of a (8,8) nanotube by molecular dynamics.
reprinted with permission from [923] M. Huhtala et al., Comp. Phys.
Comm. 147, 91 (2002). © 2002, Elsevier Science.
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Figure 13. (a) Snapshot of a simulation cell containing a united atom
representation of 160 polyethylene chains each with 250 beads. (b)
Compressive true stress (red line) and the logarithm of transition rate
per bond per nanoseconds, Rtrans (blue line), versus true strain for a sys-
tem deformed at a constant true strain rate of 5×1010 per second along
the x-axis at 200 K while the lateral faces were held at atmospheric
pressure. Courtesy of F. M. Capaldi, M. C. Boyce, G. C. Rutledge,
Massachusetts Institute of Technology (MIT), Department of Chemical
Engineering, Cambridge, MA.

hydrogen-bonding and stacking interactions when a single
individual base is replaced by the analog. Furthermore,
the water molecules near the basis in the single-substituted
oligonucleotides are similarly unaffected (Fig. 14). Double
substitution lead to differences in all the aforementioned
parameters with respect to the reference sequence [926].

Visualization of the Pathway of Diffusants in Amor-
phous Polymers The diffusion in nanoconfined polymers
has been studied by Boshoff and co-workers [527] in order
to study the effects of polymer structure and dynamics on
the molecular mechanism of diffusion (see also Fig. 15).

6.2. Metallic Nanosystems

As we have outlined, the interaction potentials for nano-
systems have to be constructed carefully since surface prop-
erties are in general very sensitive to small variations in the
potential shape, and in the case of nanosystems a great frac-
tion of atoms belongs to the surface region of the system.
This effect is particularly significant in the case of metals.

The determination of pair potentials for metals can be
done, for example, by means of pseudopotential theory that

Figure 14. Molecular dynamics simulations were performed on mod-
els of the dodecamer DNA double-stranded segment, in which each of
the adenine residues, individually or jointly, was replaced by the water-
mimicking analog 2′-deoxy-7-(hydroxymethyl)-deazaadenosine (hmdA).
Water molecules within hydrogen bonding distance (proton–acceptor
distances < 2�5 Å and angle donor–proton acceptor > 120 to the accep-
tor/donor groups of the GAATIC bases) were selected and are shown
superimposed (for a better understanding the oxygen atoms of the water
molecules are shown as vdW spheres with a reduced radius). The DNA
atoms are vdW representation. The analog bases are shown in gray.
More details are given in the text. This image was made by the Theoret-
ical Biophysics group at the Beckman Institute, Courtesy of University
of Illinois at Urbana–Champaign.

we have discussed in Section 5.3.1. In this section we would
like to study molecular dynamics results for Al (as a typical
example for a metal system); the specific behavior of clusters
will be discussed, but also some remarks in connection with

Figure 15. A diffusion pathway of a tracer He atom in a glassy, amor-
phous polypropylene model. Each colored sphere represents a snapshot
of the He atom’s position along a 150 ps trajectory (starting at blue and
ending at red), as calculated by molecular dynamics at 233 K. Snapshot
are spaced 0.1 ps apart. The polymer is represented by carbon–carbon
bond for clarity. Courtesy of J. Boshoff, Chemical Engineering, Univer-
sity of Delaware.
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nanoengineering will be given. The potential for Al used in
this study has been determined in accordance with the prin-
ciples outline in Section 5.3.1.

6.2.1. Interaction Potential for Al
In the case of noble gases (for example, krypton [928]) the
temperature dependence of system properties can be treated
in a good approximation on the basis of temperature-
independent pair potentials. That is in general not possible
in the case of metals. Why?

As we have already outlined in Section 5.3.1, a metal
consists of ions and conduction electrons. The interactions
between the ions are strongly influenced by the screening
of the conduction electrons, and the screening is sensi-
tive to the density of the conduction electrons, which is,
on the other hand, temperature dependent. Therefore, we
may conclude that the pair potential in metals is in general
dependent on temperature. This property is reflected in the
dielectric function �	q
, which in turn is important for the
determination of the pair potential within the framework of
pseudopotential theory.

How large are such temperature effects for Al? In a first
attempt [929] a pseudopotential was used, developed by
Dagens et al. [930]. This potential is a nonlocal pseudopo-
tential; the screening is described by the Geldart–Taylor
dielectric function. However, this potential was not sufficient
to describe certain properties at the surface. Therefore,
another model has been chosen for the pseudopotential
which is obviously more realistic [931]. Concerning this
model, the essential point is the consideration of interac-
tions of van der Waals type in the determination of the direct
ion–ion potential as well as in the ion–electron part of the
interaction. (Numerical calculations for liquid rubidium near
the melting point showed that van der Waals-type interac-
tions are distinctly reflected in the metal potential [932].)

The pair potential for Al based on this kind of potential
is shown in [933] for two temperatures (300 and 1000 K; the
melting temperature is 933 K). The free parameters were
fitted with the help of crystal and liquid data for various
temperatures and, therefore, the temperature-dependent Al
potential describes a wide range of experimental bulk and
surface properties:

(1) The crystal is stable up to the melting point. The
phonon density of states at T = 300 K is described well.
(2) The structure and dynamics of the liquid state are also
described adequately by the potential: The structure fac-
tor (Fourier transform of the pair correlation function) of
the liquid state agrees well with experimental data, and
the correct value of the diffusion constant is obtained.
(3) The melting temperature (933 K) of Al is reproduced
by the potential. (4) We found for the outermost layer an
inward relaxation, which is confirmed by experiments [934].
(5) The mean-square displacements at the surface agree well
with LEED data [934]. (6) The molecular dynamics results
indicate that there are relatively strong anharmonic effects
already at low temperatures; this is confirmed by experi-
ments [934], too. (7) The onset of premelting (T > 650 K)
resulting from the molecular dynamics calculations agrees
excellently with the experimental observations.

6.2.2. Metastable Cluster-States
Molecular dynamics calculations have been performed for
cubic nanoclusters with (001) surfaces consisting of N =
500 atoms [935]. For this system the classical Hamilton equa-
tions were solved by iteration. The time step in the calcula-
tion was 10−15 s. The number of time steps was 4000 (4 ps).
The initial values for the positions were chosen to be the
bulk structure. In the case of Al and N = 500 particles, the
box size of the clusters is approximately 20 Å. The cutoff
radius for the interaction potential was chosen as the sixth
nearest neighbor distance.

The initial velocities have been set according to a tem-
perature of 50 K followed by an equilibration phase of 2000
time steps (2 ps). In the following t = 0 refers to the end
of the equilibration phase (i.e., the time at which the system
has reached thermal equilibrium). The initial directions of
the velocities were distributed randomly, so that the velocity
averaged over all particles was zero and remained zero for
all time steps.

The amplitudes of the velocities determine the tempera-
ture T of the system [Eq. (80), Section 4.2.3] and also the
6-function [Eq. (75), Section 4.2.3] which can be used for
the study of the thermodynamic state. As already outlined
in Section 4.2.3, due to the finite number of particles T and
6 fluctuate around mean values.

Figure 16 shows the temperature T and the 6-function as
a function of time t. As can be seen, there are three different
phases: (1) In the interval 0 ≤ t ≤ 1 ps the cluster remains
in thermal equilibrium (6 fluctuates around 5/3) at a mean
temperature of 50 K (with the usual, stable fluctuations).
(2) Within the interval 1 ≤ t ≤ 2 ps a transition takes place
without any external influence, and within this time interval
the temperature rises up to 160 K. (3) Finally, for t > 2 ps

Figure 16. Temporal development of the temperature and the
6-function for a cubic Al500 cluster with (001) surfaces. Initially, the
cluster remains in thermal equilibrium at about 50 K for 1 ps (6 = 5/3
indicates thermal equilibrium, Section 4.2.3). Then, during a transition
phase the cluster temperature increases to 160 K. During the transi-
tion phase of 1 ps the cluster leaves equilibrium. After this process, the
mean temperature remains at 160 K for all times and the system also
remains in thermal equilibrium. It should be emphasized that the whole
process takes place without external influence; that is, there is no outer
effect causing the transition.
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the cluster temperature remains at 160 K and in thermal
equilibrium (6 fluctuates around 5/3).

How can we interpret this transition? What is the driv-
ing force behind this phenomenon and, furthermore, under
what conditions does it occur?

The cluster is obviously in a metastable state within the
first phase (50 K), and in the third phase (160 K) it is in a
stable state. Further, due to the energy conservation of the
system the potential energy of the cluster in the stable state
has to be smaller compared to that in the metastable state.
Therefore, the structure of the metastable state should be
different from that of the stable state, since the potential
energy depends on the relative distances of the atoms. Let
us first study the structure and after that the Dynamics of
the cluster in the metastable state as well as in the stable
state.

Structure The structure of the different cluster states has
been studied by means of the structure factor (see, for exam-
ple, [393])

S	q
 = 1
N

N∑
i� j=1

�exp�iq	ri − rj � (140)

where �· · ·� denotes again statistical averaging, q is the wave
vector, and ri is the position vector of the ith particle. By
averaging of q over all directions, S(q) only depends on the
magnitude of q: S(q
 with q = 	q	.

Figure 17 shows the results of S	q
 for the metastable and
the stable state together with the results for the bulk state
(500 particles with periodic boundary conditions). As can
be seen, the typical double peak of fcc-structured materials
at about 2.7 and 3.1 Å−1 appears also for the other states
(indicated in Fig. 17 by gray bars). However, the metastable
cluster state additionally exhibits a well pronounced peak
at 3.4 Å−1 which is missing in the stable state as well as
in the bulk (indicated by the yellow bar). This peak can be
interpreted as a superstructure that has been formed within
the metastable cluster due to a periodical particle shift.

Dynamics The cluster dynamics has been studied by
means of the generalized phonon density of states f 	7
,
and this quantity can be calculated from the velocity auto-
correlation function -	t
 by means of a Fourier transform
(Section 4.2.3). As already outlined in Section 4.2.3, the
Fourier transform of -	t
 yields a frequency spectrum which
is, in the case of the harmonic solid, the frequency spec-
trum of the normal modes. Thus, for an anharmonic system,
for example, clusters, we can define a generalized phonon
density of states f 	7
 by means of the Fourier transform of
-	t
.
-	t
 has been calculated by molecular dynamics, and its

Fourier transform is shown in Figure 18. In Figure 18 the
generalized phonon density of states is given as a function
of � with 7 = 2$�. For the metastable state f 	�
 at 50 K
is quite different from that of the stable state at 160 K. In
particular, the pronounced peak at 2 THz (metastable state)
does not appear in the frequency spectrum of the stable
state (and also not in the bulk). Thus, we may conclude that
the appearance of the superstructure in the metastable state
(Fig. 17) is accompanied with the appearance of the low
frequency mode at 2 THz. This mode is completely missing

Figure 17. Structure factor S	q
 of a cubic Al500 cluster with (001) sur-
faces which is in the metastable and stable state, compared with S	q

for the bulk (also here 500 particles have been used but with periodic
boundary conditions). The light blue bars indicate peaks which are com-
mon for all phases; they are typical for Al. The yellow bar emphasizes
the well pronounced peak at 3.4 Å−1 that appears only in the metastable
phase and could be a hint for a superstructure.

Figure 18. Generalized phonon density of states f 	�
 of a cubic Al500

cluster in the metastable and stable state. The well pronounced peak at
2 THz in the frequency spectrum of the metastable state is recognizable
to some extent only in the stable state. This peak results from surface
oscillations at the metastable cluster.
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in the spectrum of the solid in the bulk as well as in the
liquid bulk state. The low frequency mode is probably the
cause for the transition from the metastable to the stable
cluster state. Let us briefly discuss this.

The outer dimensions of the metastable cluster are
smaller compared to the initial bulk-structured cluster.
Therefore, during the equilibration phase the whole clus-
ter passes through a “shrinking process,” and due to the
repulsion, this shrinking process should be followed by a
“recoiling effect”; that is, there is an oscillation reflected in
a temporal change of shrinking and recoiling leading to a
“breathing” of the whole cluster.

In connection with Figure 16 we discussed that the poten-
tial energy Vms of the metastable state must be larger than
the potential energy Vs of the stable state. Since the transi-
tion takes place after a certain time and not at once, we can
conclude that there is a certain potential barrier EVms which
the cluster has to overcome. The “breathing” of the cluster
can lead to the effect that the system has, at a certain time,
the potential energy V ≥ Vms + EVms, and then the transi-
tion from the metastable to the stable state can take place;
it is only a question of time until a fitting configuration has
established by chance which yields a potential energy high
enough (V ≥ Vms +EVms
 to overcome the potential-energy
barrier.

Analogies to Atomic Excitations There is a certain
analogy between metastable states of clusters and of atoms
in an excited electron state: (1) The potential energy in
the excited (metastable) state is larger than in the ground
(stable) state. (2) The systems (atoms, clusters) leave their
excited (metastable) state without external influence after
a certain time interval: the atoms by emiting photons, the
clusters by increasing their temperature (see also Fig. 16).

The atoms are in an excited state for 10−8 s while the clus-
ters are in a metastable state for approximately 10−12 s. The
time interval of 10−12 s is much smaller than 10−8 s (excita-
tion time of atoms). Nevertheless, the lifetime of 10−12 s of
the metastable state is relatively large; it is distinctly larger
than the time interval (0�4×10−12 s) that a sound wave needs
for the propagation across the nanosystem. The lifetime of
such metastable states is a function of the particle number
and is also a function of the outer shape of the nanosystem
[3].

6.2.3. Bifurcation Phenomena
In connection with metastable states of clusters the follow-
ing effect is of particular interest: When a cluster trans-
forms from the metastable to the stable state, there are
several possibilities for that. In other words, the local mini-
mum in the potential energy of the metastable state is sur-
rounded by numerous deeper minima which correspond to
numerous stable states. Which of these stable states the
cluster will finally take cannot be predicted in principle.
Due to the unavoidable fluctuations in the potential energy
of such nanosystems it is completely a matter of chance
(Section 6.2.2).

In other words, in connection with cluster state transitions
there is a bifurcation in the sense of chaos theory (Fig. 19):
At the bifurcation point nature plays dice to decide on which

Figure 19. Illustration of the bifurcation phenomenon: In principle it
cannot be predicted in what stable state the metastable systems transits.
At the bifurcation point nature plays dice in order to decide on which
of the various branches the cluster will finally rest.

of the various branches (stable states) the cluster will finally
rest.

Stable cluster configurations may differ in both the inner
structure as well as the outer shape. In general, the inner
structures show multicrystalline compositions (i.e., there are
grain boundaries, dislocations, and other lattice defects).
The outer shapes of the clusters strongly depend on the
arrangement of these lattice defects.

This is an interesting phenomenon and there is no coun-
terpart in micro- and macrotechnique. In macrotechnique,
a system (for example, a machine) will always be destroyed
after a certain time, if the mechanic does not keep the
machine in good condition; this degradation of the system
is due to its interaction with the systems surrounding. There
are no other transitions in micro- and macrotechnique. As
we have seen, the situation is different in connection with
nanosystems: The transition at the bifurcation point is con-
structive; the system will not simply be destroyed but there
emerge new forms, namely one of the possible stable states
(see Fig. 19).

As said, in micro- and macrotechnique we do not observe
such phenomena, and this is because there are no such
metastable states. If there were, nevertheless, metastable
states also established in the macroscopic realm, in principle
a screwdriver could transform spontaneously into a ham-
mer or a nippers; Nature plays dice; a screwdriver becomes
either a hammer or a nippers, and such transitions would
take place without any external influence. We know that
such phenomena are not possible in micro- and macrotech-
niques but should be real phenomena in nanotechnology,
in particular, within the frame of materials research at the
nanolevel.

The bifurcation phenomenon is the behavior of single
clusters. This specific behavior comes into play by the mutual
influence of temperature and the interaction between the
particles forming the cluster. There is a certain kind of inde-
pendent creativity which does not come from outside; that
is, it is not forced by the observer or by other factors of the
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environment but is an inherent characteristic of the system
itself. Such behavior is also known in connection with bio-
logical systems, which are, however, much more complex
compared to the Al clusters studied here. Since this specific
behavior (creativity) is essentially influenced by the temper-
ature and the interaction potential between the particles,
nanosystems at zero temperature have to be considered as
“dead” systems without any creativity.

6.2.4. Final Remarks
Although the Al clusters represent inorganic systems there
are certain analogies to biological systems:

(1) A nanosystem can be creative; that is, it can meet
individual decisions which cannot be influenced from
outside; the bifurcation phenomena (Fig. 18) can be
interpreted in this way.

(2) A nanosystem is able to transform spontaneously; it
can transform from a metastable state to a stable state
without external influence. Spontaneous transforma-
tions are also typical phenomena within biology, in
particular in connection with embryology.

(3) New forms, new shapes, which were not existent
before, emerge without external influence. Also
within biology (e.g., in embryology) new forms
appear, which were not existent before.

(4) The shapes of such nanosystems transform to more
complex forms. This behavior too is typical for biolog-
ical systems and is a feature of biological evolution.
The nanosystems transform, for example, from a cube
to a cuboid, and a cuboid is more complex than a
cube because one needs more description elements to
characterize it.

6.3. Nanoengineering

6.3.1. Nanomodels
So far the general procedures and different elements for
designing molecular dynamics models have been discussed.
As long as there are just single and simple shaped objects
of interest, like cubical nanoclusters, the setup of an appro-
priate molecular dynamics model is relatively easy. Since
the initial positions are given by the perfect lattice struc-
ture such objects can be built by using any programming
language to implement the according algorithms. Depend-
ing on the variety of materials, characterized by the lattice
constant and structure (fcc, body-centered cubic, hexago-
nal, etc.), and depending on the possible orientations [(001),
(011), (111), and so on] the software development is more
or less extensive. For the generation of (semi-infinite) sur-
face models the additional application of periodic boundary
conditions (within two dimensions) is necessary.

But obviously such simple objects are only of minor inter-
est within the field of nanoengineering, where either struc-
tures with complex shapes or interactions (cluster–cluster or
surface–cluster) under various conditions play an important
role. Especially for studies of nanomachines (but for others
too) the molecular dynamics (MD) models have to contain
moving parts in addition to objects of miscellaneous mate-
rials, and therefore, the software should be able to combine
single structures, each with different initial values.

Quite clearly, the development of a computer program
that can generate MD models for all the above-mentioned
topics is rather extensive. While the setup of simple struc-
tures (cuboids, spheres, surfaces) and the setup of the ini-
tial values according to rotational or transitional movements
and for the construction (positioning, centering, adjusting)
of individual objects may be fixed by usual programming,
the nanodesigning part of complex shapes has been accom-
plished by a common commercial software.

The idea arose from the fact that for metallic nano-
structures—unlike covalent bonded materials—there are
basically no restrictions concerning their initial shapes (i.e.,
in this case a molecular dynamics model can be built
first by defining the outer shape and then by filling it
up with atoms according to the crystal lattice). Since
the design of three-dimensional shapes is a very common
topic within mechanical engineering—the so-called com-
puter aided design (CAD)—one can use a suitable CAD
software with a programming interface to perform such a
task.

Here the choice fell on the commercial software pack-
age Genius Desktop� (in combination with Mechanical
Desktop�) that includes a LISP derivative as programmable
interface. At first, two additional system functions have been
developed, one to compute the outer limits of a three-
dimensional CAD object, the other to determine whether
a given spatial point lays within a selected object or not.
Then, with the help of these functions the implementation of
various filling, scaling, and storage algorithms for different
lattice structures has been performed.

But in contrast to common mechanical engineering the
nanodesign does not end here. The nanomodel with its ini-
tial atomic perfect lattice positions corresponds to a temper-
ature of 0 K. So the next step is to accelerate the atoms until
an equilibrium is reached according to a prescribed specific
model temperature. Such an equilibration is performed dur-
ing a sufficient number of MD calculation steps by rescaling
the particle velocities:

vi	t
←
√
Td
T
vi	t
 i = 1� � � � �N (141)

where Td is the desired model temperature, and T and vi are
the current temperature value and velocity vectors. During
such an isothermal equilibration phase, the rescaling needs
to be applied after about each tenth time step only.

The rescaling of velocities is not only useful for the equili-
bration of nanomodels but can be applied during molecular
dynamics calculations too, where varying Td with time leads
to artificial tempering or cooling processes.

6.3.2. Differences Between Nanoengineering
and Common Mechanical Engineering

Most often the initial molecular dynamics model, accord-
ing to the perfect lattice structure, is not a stable configu-
ration. Figure 20 illustrates the typical design steps in the
case of metallic nanostructures. First, a CAD model is estab-
lished which defines the rough layout, known from com-
mon mechanical engineering. Then the molecular dynamics
model is created by filling the CAD design with single atoms.
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Figure 20. The three steps of nanodesign: First, a CAD model has to
be established. Then, the molecular dynamics model is created by filling
the CAD object with 1958 aluminum atoms. Finally, temperature is
applied on the model during an equilibrium phase (in this case 300 K).

Finally, the realistic nanostructure results from the equili-
bration process which applies a prescribed temperature to
the molecular dynamics model.

As can be seen quite clearly, the final shape differs signif-
icantly from the CAD model. How can this be explained?

The atomic positions of the molecular dynamics model
are set according to the perfect lattice structure. While such
a structure is a stable configuration in macroscopic realms
this is no longer valid for nanometer-sized objects. There-
fore, the atoms of the molecular dynamics model rearrange
their positions during the equilibration phase until a stable
configuration is reached. Most often this leads to quite dif-
ferent results compared to the initial design.

In conclusion, one has to recognize that, in compari-
son to common mechanical engineering nanodesign strongly
depends on the outer shape of the considered structure.

Another difference is significant too: While in mechanical
engineering sharp edges or plane surfaces or any shape and
also continuous calibrations are common, nanodesign is lim-
ited to certain positions of single atoms (i.e., the shape of
structures is restricted to certain measures dependent on the
material). This becomes obvious, if one thinks about such
trivial mechanical parts like fittings and bearings.

And in addition, the initial shape of a nanomodel which
may have more or less pronounced edges can change con-
siderably during the equilibration phase (as well as later
on during the molecular dynamics calculation) and, there-
fore, the layout of the model would have to be redesigned.
That is, building nanomodels or performing nanoengineer-
ing is an iterative process of nanodesign, molecular dynamics

calculation, and redesign, and there is almost nothing in
common with common mechanical engineering.

6.3.3. Nanomachines
The synthesis of real nanomachines has not yet been per-
formed, but it is a most interesting topic to perform molec-
ular dynamics studies and, therefore, to determine how and
under what conditions nanomachines could be working—
regardless of the question of how to assemble them in
reality.

An example of such a study is illustrated in Figure 21.
This is a model of a simple nanoturbine that consists of a
paddle wheel with an axle and two bearings resting on a
substrate. The propulsion of the turbine could be established
by a particle or laser beam.

When comparing Figure 21a with Figure 21b the differ-
ences between common mechanical engineering and nano-
design again become obvious. While mechanical engineering

Figure 21. Nanoengineering of a simple turbine. The turbine consists
of a paddle wheel with an axle and two bearings. (a) Mechanical engi-
neering model build with common CAD software. (b) Perspective view
and cross-section of the MD model [the corresponding side view is
shown in (c)]. The paddle wheel rotates with 5 × 1010 revolutions per
second. (d) The paddle wheel ruptures, if the number of revolutions is
increased to 1011 per second model [the side view of (d) is shown in
(e)]. The bearings (blue) consist of 4592 silicon atoms, each with ideal
shaped surfaces. Due to the strong covalent bonds of silicon the bear-
ings have been treated as rigid objects within the MD calculations. The
axle with the attached paddle wheel (yellow) has been assembled with
5226 aluminium atoms and the substrate (green) consists of krypton.
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usually works with sharp edges and smooth surfaces, nano-
design is restricted to the use of single atoms which leads to
the typical grainy appearance of nanostructures. Moreover,
tolerances may be kept very small with mechanical engineer-
ing, but nanodesign allows measures only in certain steps
where the steps depend on the according material. There-
fore, the fit of axle and bearing is rather loose as can be seen
in the cross-sections of Figure 21. However, the MD studies
have shown that such nanoturbines could be working stable
for revolutions of up to about 5 × 1010 per second.

7. MONTE CARLO METHOD
In contrast to molecular dynamics calculations, where
we have completely deterministic algebraic equations, the
Monte Carlo method is a numerical approach in which spe-
cific stochastic elements are used. The Monte Carlo method
was introduced by Metropolis et al. [936] in 1953. The
method and results have been extensively reviewed in the
literature (see, for example, [937]). Since we have concen-
trated in this chapter mainly on molecular dynamics, we only
want to discuss here some basic characteristics.

Whereas the molecular dynamics method enables the
investigation of static and dynamic properties, the Monte
Carlo method only deals with static properties; these are
configurational averages and thermodynamics quantities.
The results produced by the two methods should be in
agreement to order N−1 and, therefore, one can expect
agreement of the two methods within statistical error. It
should be emphasized that the Monte Carlo method may be
easily extended to quantum mechanical systems.

The widespread applications of the Monte Carlo method
made it to an important tool in science and technology. In
connection with condensed matter physics typical applica-
tions are (see, for example, [937]): fluids and plasmas, ther-
mal properties and scattering functions for solids, liquids,
and dense gases; properties of metallic alloys (in particularly
in connection with short- and long-range-order properties);
relaxation phenomena and diffusion processes; kinetics of
crystal growth; phase transitions; magnetic properties of sur-
faces; kinetics of adsorption on surfaces; structural and ther-
mal properties of glasses and amorphous magnets and of
other disordered systems; ground state properties of certain
quantum systems; etc.

The Monte Carlo method has been used in a diverse
number of ways. For example, in connection with molec-
ular calculations five types have often been used: classical
Monte Carlo, quantum Monte Carlo, path-integral quan-
tum Monte Carlo, volumetric Monte Carlo, and simulation
Monte Carlo. But there are still many variations of these
five types in literature. Here we only want to give the main
principles of the classical Monte Carlo method and those of
the quantum Monte Carlo method.

7.1. Classical Many-Particle Problems

The Monte Carlo method enables the determination of con-
figurational averages. Let us consider a quantity 6 which
depends on the configuration T = T	r1� � � � � rN 
 of the N

particles of the system: 6 = 6	T
. The configurational aver-
age of 6 is given in a canonical ensemble by

�6� =
∫
dT .	T
6	T
 (142)

where

.	T
 = exp
{−V 	T


kBT

}
∫
dT exp

{−V 	T


kBT

} (143)

The Monte Carlo method enables the determination of
integrals of type (142). Below we discuss the main points of
this procedure.

Let us split the configurational space into k cells with
sufficiently small elements ET , and let Tm, m = 1� � � � � k, be
the corresponding configurational states. Then, the average
(142) may be approximated by

�6�MC =
∑k

m=1 6	Tm
 exp
{−V 	Tm


kBT

}
∑k

m=1 exp
{−V 	Tm


kBT

} (144)

We can estimate (144) by selecting at random a certain
number L	<k
 of configurational states, average 6 over
these configurations, and weigh each configuration with the
appropriate Boltzman factor [938]:

�6� =
∑L

m=1 6	Tm
 exp
{−V 	Tm


kBT

}
∑L

m=1 exp
{−V 	Tm


kBT

} (145)

However, this method is only practicable if the occupation
probabilities do not differ very much from each other, and
this is not fulfilled in the case of

exp
{−V 	Tm


kBT

}
∑L

m=1 exp
{−V 	Tm


kBT

} (146)

Thus, this method is not practicable because in the case of
(146) the number of configurations required for reasonable
averaging would be enormous.

In the Monte Carlo approach, however, configurations are
selected with a frequency proportional to (146), and one
has to average over the selected configurations with equal
weight and, instead of (145), we get

�6�MC = 1
L

L∑
m=1

6	Tm
 (147)

In the Monte Carlo approach ensemble averages are esti-
mated by taking a random walk in configuration space.
A Markov chain is produced in which the individual Markov
states are points in the usual configuration space of statisti-
cal mechanics. Without going in detail, the steps in a Monte
Carlo calculation for a system consisting of N atoms at tem-
perature T are the following:

(1) The initial position vectors of the N are given:

ra1� � � � � r
a
N
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(2) The potential energy

V a = 1
2

N∑
i� j=1
i 
=j

�
(∣∣rai − raj

∣∣) (148)

and the Boltzmann factor

ba = exp
{
− V a

kBT

}
(149)

are calculated on the basis of the initial coordinates.
(3) A particle (say 1) of the system is selected, either seri-

ally or at random, and random atomic displacements
Ex1� Ey1� Ez1 are selected, each uniformly distributed
over the interval 	−E/2� E/2
.

(4) On the basis of the new configuration the potential
energy V n is given by

V n = V a −
N∑
j=2

[
�a1j − �n1j

]
(150)

and for the Boltzmann factor we have

bn = exp
{
− V n

kBT

}
(151)

(5) If

EV = V n − V a (152)

is negative, the new configuration is accepted and the
old configuration is replaced by the new one. It is
evidently more probable than the former one.

(6) If EV is positive the move is accepted only with the
probability

exp
{
−EV 	T


kBT

}
(153)

The computer selects a uniformly distributed ran-
dom number h from the interval (0,1) and compares
it to (153). If the exponential expression is greater,
the new configuration and the new potential energy
become the current properties of the system. Other-
wise the old configuration is counted again.

In a sufficiently long chain produced by these rules,
configurations T appear with a probability of

exp
{
−V 	T

kBT

}
(154)

as is required in a canonical ensemble.

7.1.1. Applications
Articles include: Decay of pyramidal nano-island formed on
Si(100) studied by kinetic Monte Carlo simulation [939],
Particle size distribution of nanospheres by Monte Carlo fit-
ting of small angle X-ray scattering curves [940], The struc-
ture of frozen phases in slit nanopores: A grand canonical
Monte Carlo study [941], Simulation of nanocolloid chemi-
cal potentials in a hard-sphere polymer solution: Expanded
ensemble Monte Carlo [942], Study of molecular shape and
non-ideality effects on mixture adsorption isotherms of small
molecules in carbon nanotubes: A grand canonical Monte
Carlo simulation study [943], and Nanodroplets on a solid
plane: Wetting and spreading in a Monte Carlo simulation
[944]. Further information can be found in [945–997]. An
interesting Monte Carlo study is given in [998, 999]. It is
a simulation of long, thin molecules in a periodic box. The
system shows two phases: a nematic liquid crystal and an
isotropic liquid (see also Fig. 22).

7.2. Quantum Many-Particle Problems

The expectation value of an operator is given by

�F =
∫
dr1 · · ·drN +∗

T 	r1� � � � � rN 
F̂ +T 	r1� � � � � rN 
∫
dr1 · · ·drN 	+T 	r1� � � � � rN 
	2

(155)

where r1� � � � � rN are again the N position vectors of the N
particles, and +T 	r1� � � � � rN 
 is a trial wave function which
can be determined by means of the variational principle. The
variational method enables the computation of the ground-
state properties of many-particle systems. The variational
energy is given by

ET =
∫
dT +∗

T 	T
Ĥ+T 	T
∫
dT 	+T 	T
	2

(156)

Figure 22. The image shows a snapshot from a Monte Carlo simulation
of long, thin molecules in an elongated periodic box. The molecules
are color-coded by orientation. The system shows two phases at equi-
librium: a nematic liquid crystal (in the center) and an isotropic liq-
uid (on either side) separated by planar interfaces. These simulations
allowed the first determination of the surface tension of the equilib-
rium nematic–isotropic interface and confirmed that the molecules in
the nematic phase are preferentially aligned in the plane of the sur-
face. Subsequent simulations, using the molecular dynamics method,
investigated capillary-wave fluctuations of this interface as a function of
cross-sectional area.
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where Ĥ is the Hamiltonian. ET will be the minimum when
+T 	T
 is the ground-state solution of Schrödinger’s equa-
tion. +T 	T
 must be either symmetric or antisymmetric with
respect to the coordinates depending on the statistics. The
parameters of +T 	T
 are optimized so that the energy ET is
minimized.

The problem is to construct realistic trial wave functions
+T 	T
 [1000]. For a Bose system at zero temperature Bijl
[1001] proposed the form

+T 	T
 =
N∏

i<j=1

f 	rij 


= exp

[
−1

2

N∑
i<j=1

u	rij 


]
rij = 	ri − rj 	 (157)

That is, the trial function +T 	T
 was chosen to be a prod-
uct of pair functions, where u	r
 is an unknown func-
tion. Equation (157) has been generalized to Fermi systems
[1002–1004],

+T 	T
 = D	T
 exp

[
−1

2

N∑
i<j=1

u	rij 


]
(158)

where D	T
 is the ideal Fermi gas wave function. Another
form for the trial wave function is given by [937]

+T 	T
 = exp

[
−1

2

N∑
i<j=1

u	rij 


]

×∑
p

	±1
p-
(
ri − spi

)
�MiMpi

(159)

� is a spinor, p is a permutation of the pairing of particles to
lattice sites s, -	r
 is a single-particle orbital about a lattice
site, and the ± sign is for Bose or Fermi statistics.

The integrals required to evaluate expectation values
[Eq. (155)] can be carried out by the Monte Carlo method
(see, for example, [937]). The Monte Carlo simulation of
quantum many-particle systems is very similar to that of clas-
sical systems (Section 7.1). For quantum systems an algo-
rithm is needed for the production of configurations with
the probability proportional to the square of the trial wave
function +T 	T
. The probability distribution

+∗
T 	T
+T 	T
∫
dT 	+T 	T
	2

(160)

for quantum systems is completely equivalent to the prob-
ability for classical systems which is given for the canonical
ensemble by (143).

7.2.1. Applications
Articles include: Quantum Monte Carlo methods [1005],
A quantum Monte Carlo study of the Josephson effect in
a quantum dot [1006], Benchmark quantum Monte Carlo
calculations [1007], The behavior of correlation functions
in trans-polyacetylen: Quantum Monte Carlo study [1008],
and Various spin-polarization states beyond the maximum-
density droplet: A quantum Monte Carlo study [1009]. More

information can be found in [1010–1028]. An interesting
study, also in connection with density functional theory
(Section 2.1.2), is given in [1029] for carbon clusters.

Carbon clusters are very difficult to model accurately due
to the wide range of geometries and because there are sin-
gle, double, and triple bonds. In [1029] the energetics of
various clusters have been studied as, for example, C24 clus-
ters. This study has been done on the basis of highly accu-
rate diffusion quantum Monte Carlo calculations. To search
for structural isomers it is proposed in [1029] to use a hier-
archy of methods of increasing accuracy. The first step is
to apply empirical methods based on bond counting and
geometrical considerations. The second step is to refine
the selection by quantum mechanics calculations using, for
example, density-functional formalism. The final energetic
ordering of different isomers can be obtained on the basis
of highly accurate calculations; for this purpose in [1029]
the diffusion quantum Monte Carlo method has been used.
The results in connection with C24 are shown in Figure 23.
There are five isomers: ring, sheet, bowl, Oh cage, and D6
fullerene. Figure 23 shows that the results obtained from
the density-functional methods scatter considerably about
the curve resulting from the diffusion Monte Carlo method.
It is stated in [1029] that an accurate treatment of electron
correlations is critical for accurate results.

Figure 23. (a) C24 isomers: ring, sheet, bowl, Oh cage, D6 fullerene.
(b) The energies and structures of the C24 isomers given relative
to the D6 fullerene. It can be seen that the results obtained from
the density functional methods (LDA, PBE, BLYP, B3LYP) scatter
considerably about the curve resulting from the diffusion quantum
Monte Carlo method (DMC). (LDA: local density approximation; PBE:
Perdew, Burke, Enzerhof generalized gradient approximation for the
exchange-correlation energy within the density functional formalism;
BLYP: generalized gradient approximation density functional; B3LYP:
hybrid density functional). Courtesy of R. J. Needs, Theory of Con-
densed Matter Group, Cavendish Laboratory, University of Cambridge.
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8. SUMMARY
Nanosystems behave in general very differently from macro-
scopic systems: Properties which are well defined and clearly
fixed in the bulk are often no longer typical features in
nanophysics and nanotechnology. New effects emerge which
have no counterpart in other fields of physics, chemistry,
and technology. For example, the melting temperature of a
macroscopic system is usually well defined, and the system
is thermally stable up to the melting point. In contrast to
that, the melting temperature of a nanosystem is in general
dependent on the particle number and can also be a func-
tion of the outer shape of the system. Moreover, the melt-
ing temperature of certain nanosystems is not defined and
not clearly fixed, respectively. And there are other surprising
effects in the nanometer-size realm, for example, bifurcation
phenomena: Nanosystems (e.g., nanoclusters) can transform
spontaneously from a metastable to a stable state, and the
transformed state may differ from the metastable state in
both the inner atomic structure as well as the outer shape.
When such a nanosystem transforms from the metastable
to the stable state there are several possibilities for that.
Which of these stable states the system will finally take is
completely a matter of chance (Section 6.2.2). This is an
interesting phenomenon and has no counterpart in micro-
and macrotechnique, but there is rather a certain vicinity to
biological systems (Section 6.2.4).

This is a completely new situation, and the new nanophys-
ical effects reflect a huge potential for technological applica-
tions. This process is just at the beginning but presupposes,
on the other hand, a good theoretical understanding of the
systems under investigation. Therefore, in nanophysics and
nanotechnology not only do sophisticated experiments and
methods have to be established, but also specific methods for
the theoretical treatment of such systems have to be selected
and refined.

What is the adequate theoretical treatment of typical
atomic nanoeffects? How relevant in this context are the
usual methods of solid state physics, which have been suc-
cessfully applied to the bulk state? We discussed this ques-
tion and came to the result that the standard model of
solid-state physics (ordered structure, harmonic behavior)
can be no basis for the treatment of nanosystems, which is
due to the strong anharmonicities even at relatively low tem-
peratures. These anharmonicities cannot be considered as
small perturbation to the harmonic approximation and are
caused by the atoms at the surface which are less bonded
than in the bulk. Therefore, the mean-square amplitudes of
the atoms at the surface are significantly larger than in the
bulk leading to relatively strong anharmonicities. This phe-
nomenon can be observed even at low temperatures. This
behavior is also typical for nanosystems since a great frac-
tion of atoms are more or less close to the surface region
of the system. In small nanosystems (for example, clusters
with a few hundred of atoms) even the innermost particles
cannot be treated as bulk particles since the cutoff radius
for the interaction potential is larger than its distance to the
surface.

This phenomenon leads to complex situations, much more
than in the case of macroscopic systems. For example, a
typical feature of nanosystems is that their properties vary

strongly with temperature which are moreover a sensitive
function of particle number. For the theoretical treatment
of such phenomena methods are needed which in general
cannot be based on the standard model of solid-state physics
(ordered structure, harmonic behavior).

In Section 3.1 we argued that for the theoretical treatment
of nanosystems we have to recourse to the most general
method in order to be able to analyze the diversity of struc-
tural and dynamical atomic effects which are typical for such
systems. Therefore, the most important tool for the inves-
tigation of nanosystems is the molecular dynamics method.
No other microscopic method in condensed matter physics
allows one to treat anharmonicities without approximation.
Thus, the molecular dynamics method should be considered
as the standard method for the theoretical description of
nanosystems. Not only can anharmonicities be treated with-
out approximation within this method but also the temper-
ature effects and their dependence on the particle number.

We started our considerations with the quantum-
theoretical treatment of nanosystems, that is, with the meth-
ods of quantum chemistry. Here the discussion concentrated
on the Hartree–Fock method and the density-functional for-
malism, and we restricted ourselves to a few brief state-
ments. The reason is the following: Up to now, these
methods only allow the determination of zero-temperature
properties. However, as we have stated above, temperature
effects are of considerable importance in connection with
nanosystems. In particular, nanoproperties are in general
very sensitive to small variations in temperature and, there-
fore, it should hardly be possible to conclude from zero-
temperature data (Hartree–Fock method, density-functional
formalism, etc.) to non-zero-temperature properties. It would
be most fruitful to consider in future investigations also
the non-zero-temperature density-functional formalism by
Mermin. Also the embedded-atom method (Section 5.3.4)
and quantum molecular dynamics introduced by Car and
Parrinello (Section 5.3.5) can lead to misleading results since
here too non-zero-temperature data are coupled with zero-
temperature properties.

On the other hand, in order to be able to perform
a molecular dynamics calculation the interaction potential
between the particles is needed as input. For a reliable
description of the properties of nanosystems the precise
knowledge of the interaction potential is required. We
showed in Section 5.2 that surface properties are in gen-
eral sensitive to small potential variations—more than in the
bulk of the crystal. Both the repulsive and the attractive part
of the potential have to be determined carefully. However,
the determination of accurate pair potentials for systems
of interest (e.g., metals and materials with covalent bond-
ing) is rather difficult even for the bulk, and the nanoprob-
lem, where a great fraction of atoms belong to the surface
region, is much harder because of the change in electronic
states and other relevant properties near the surfaces of the
nanosystem.

A lot of realistic molecular dynamics calculations have
been performed for various systems, but the physical basis
for the used interaction potentials is often not recognizable
and serves merely as fitting functions which is unsatisfac-
tory. Furthermore, often the potentials have not been tested
carefully, in some cases even not at all. Serious research in
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nanoscience requires just the opposite: Since the properties
of nanosystems are particularly sensitive to potential varia-
tions, the potentials have to be determined as carefully as
possible for such systems.

There exist many phenomenological approaches for the
interaction, but we did not discuss these functions in detail
because in most cases there is no or almost no physical back-
ground for their introduction—these potentials have often
been chosen for purely pragmatic reasons. For example, the
Morse potential has not been constructed on the basic inter-
action types (ionic interaction, van der Waals forces, metallic
interaction, covalent binding) discussed in Section 5 but it
is based on the spectroscopy of molecules. Nevertheless, the
potential has been used extensively in the study of various
many-particle properties, and there is obviously no physical
justification for that.

The potential functions should be constructed on the basis
of the physical features of the system under investigation.
These potential functions will in most cases be dependent on
certain model parameters which have to be fitted accurately.
This has been done, for example, for Al by means of the
pseudopotential method (Section 6.2), and the parameters
were fitted by a wide range of experimental data.

In conclusion, for a realistic atomic description of nano-
systems there is no alternative to the molecular dynamics
method. However, the situation in connection with inter-
action potentials has to be improved. For the design of
nanosystems and also in connection with nanoengineering
reliable potential functions with an adequate physical back-
ground are needed, and they should not merely be used as
fitting functions.

GLOSSARY
Correlation energy The modification of the Coulomb
energy of a system that results from the tendency of elec-
trons to stay apart from each other.
Coulomb blockade Current respectively tunneling sup-
pression at low bias, caused by charging effects.
Deoxyribonucleic acid (DNA) A macromolecule consisting
of one or two strands of linked deoxyribonucleotides.
Electronic band structure A quantum-theoretical app-
roach of the dynamics of the electrons in solids that predicts
certain restricted ranges (bands) for the electronic energies.
Electron X-ray absorption fine structure (EXAFS) A var-
iation of the X-ray absorption of a material as a function
of energy. The energies are just above those required for
photons to bring core electrons into the continuum. The
method is based on the interference between the outgoing
photoelectrons waves and electron waves backscattered from
atoms adjacent to the adsorbing atoms.
Exchange effects Effects which are due to an exchange of
space and/or spin coordinates of the particles involved, for
example, electrons.
Fullerene A form of carbon consisting of an empty cage
of atoms. Fullerene derivatives can be created by adding
endo- or exohedral substituents. This opens the possibility
of obtaining a wide range of building blocks for developing
new materials with unique properties.

Harmonic approximation The dynamics of a many-
particle system can be formulated within the harmonic
approximation if the displacements x of the atomic structure
from its equilibrium geometry can be described with linear
restoring forces F 	Fx
. In this case the potential energy is
proportional to x2.
Law energy electron diffraction (LEED) An experimental
scattering technique for the study of the atomic surface
structure by electrons of uniform energy within a range of
5–500 eV.
Nanotube A one-dimensional fullerene (a convex cage of
atoms with only hexagonal and/or pentagonal faces) with
a cylindrical shape. Depending on the direction that the
tubes appear to have been rolled (quantified by the “chiral
vector”), they are known to act as conductors or semicon-
ductors. Nanotubes are proving to be useful as molecular
components for nanotechnology.
NMR The effect is due to a large number of nuclei in
a static magnetic field which absorb energy from a radio-
frequency field at certain characteristic frequencies.
Pair correlation function The pair correlation function
g	r
 is the probability of finding an atom (or molecule) at r
if there is another atom at the origin. g	r
 is normalized to
unity at large r .
Screening The reduction of the electric field about a
charge (for example, an ion of a metal) by the space charges
of the surrounding electrons (e.g., conduction electrons).
Statistical ensemble A collection of systems of atoms (or
molecules) which are used for the description of an indi-
vidual system. Time averages for the individual system can
be expressed by averaging over the systems of the collection
(ensemble) at a fixed time.
Virial coefficients For a given temperature T , the virial
coefficients are defined as constants in the expansion of
P/RT in powers of the particle number density, where P is
the pressure and R is the gas constant.
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1. INTRODUCTION
With the advancement of science and technology the world
around us is shrinking and the importance of nanostruc-
tures is increasing. Attaining the nanoscale control over
the spatial arrangement of the building blocks of materi-
als has become an important objective of material scientists,
because organization of materials on nanoscale very often
leads to materials with physical properties distinctly differ-
ent from the bulk counterpart. A new branch of science
has been established for studying the preparation, proper-
ties, and application of such smaller objects of different size,
shape, and origin. In view of this recently emerging field of
nanoscience and nanotechnology, a nanomaterial is defined
as one consisting of a substance or structure, at least one
of the dimensions of which is less than 100 nm (0.1 �m).
It has been repeatedly established that materials with such
reduced dimension are especially important for showing fas-
cinating electronic, optical, and magnetic properties. Science
and technology of such micro- and nano-sized materials and
objects are studied under different titles viz. micro- and
nano-electronics, microelectromechanical systems (MEMS),
micromolding in capillaries (MIMIC), etc. [1–4]. In par-
allel with the progress of nanotechnology, importance of

multifunctional and lightweight materials, suitable for fab-
rication of smaller devices, is also increasing. Inherently
conducting polymers (ICP) top the list of the smart and
intelligent materials that can be successfully utilized for fab-
rication of different optical devices (LED and ECD), rec-
tifying diodes, transistors, photovoltaic cells, rechargeable
batteries, sensors for chemical and biochemical species, and
so on [5–12]. However, some inherent difficulties in the
nature of conducting polymers, such as their insolubility and
infusibility, brittleness, poor mechanical property, etc. have
primarily obstructed their successful and widespread appli-
cation. For the same reason, to get conducting polymer-
based nanomaterials in hand was not as easy as other
polymers, at least up to the first 15 years after their dis-
covery. These polymers are synthesized only in macroscopic
precipitate form or in brittle and intractable film form, both
which are highly disordered; but fabrication of nanodevices,
particularly those relevant to micro- and/or nanoelectronics,
demand some ultimate control over the synthesis leading
to the defect-free and highly ordered form of the polymer.
At the same time, the method of obtaining such defect-free
materials with reduced dimension should be highly repro-
ducible and controllable so that the synthesized materials
are always identical. Therefore, the origin of synthesis of
conducting polymer-based nanomaterials lies in the desire
of attaining the nanoscale control over the structure and
property of these polymers and to combine them with estab-
lished nanotechnological systems. On the other hand, this
attempt is also in pace with the attempt to overcome the
intractability of the same.

Over the last 15 years, there have been a series of
attempts to overcome the intractability of conducting poly-
mers and to bring them in solution and/or in melt. Some
of these attempts have directly launched some ICP-based
nanomaterials. Depending upon the approach of synthesis,
shape, size, and properties of the nanomaterials are varied.
However, almost all possible forms of nanostructures viz.
nanoparticle, nanotubule, nanofiber, nanowire, nanolayer
(sometimes monolayer also), and patterned structures have
thus far been prepared from ICPs. These materials were
widely characterized from different aspects and were
sometimes subjected to very interesting and sophisticated
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applications. Principles and objectives of different tech-
niques followed, for the development of such nanomaterials
are the subject of discussion in this article. Structures of
the synthesized materials, some of their fundamental prop-
erties, and interesting applications, as well as application
potential have also been mentioned in this context. Inves-
tigations regarding synthesis, characterizations, and suitable
applications of such materials encompass the field of chem-
istry, materials science, solid state physics, and even biolog-
ical sciences. The subject is highly interdisciplinary and has
rarely been reviewed thus far with such large purview. In the
present context, versatility of this subject has been presented
with careful selection and compilation of works.

2. OVERVIEW
Before entering a detailed discussion of the different tech-
niques followed for obtaining ICP nanomaterials, the subject
of discussion should be outlined so that it can be followed
systematically. The quest for obtaining conducting polymers
in microscopic/nanoscopic form has primarily given birth
to the core-shell type nanoparticles with different size and
morphology. Depending upon the synthesis techniques and
other conditions, the ICP component could form either the
core or the shell of the system. However, in such works, the
prime achivement was prevention of the macroscopic precip-
itation of the ICP, thereby overcoming its lack of processabil-
ity to some extent; the nanoparticles were mainly stabilized
by the support polymers and were not separate entities. Dif-
ferent processable polymers like poly(vinyl alcohol) (PVA),
polystyrene (PS), some surfactants, etc. were used as the sta-
bilizers in these works. Later on, the synthesis of ICP nano-
particles have encountered multidirectional advancement
and true nanoparticles—hollow or filled up, have been syn-
thesized with different physical properties and applications.
A broad spectrum of inorganic nanoparticles with versa-
tile properties (colloidal stability, catalytic activity, magnetic
susceptibility, etc.) were used for supported growth of the
conducting polymers and also to combine their inherent
properties. This section has been reviewed earlier in detail
[13–15].

Channeled growth of conducting polymers within dif-
ferent inorganic/organic templates has given rise to ICP-
based hybrid materials of some different types. Polymers
could be grown chemically/electrochemically within three-
dimensional templates like zeolite, porous glass, polymeric
membrane, etc. in the form of nanotubules or nanowires.
After removal of the host, the polymeric nanomaterials are
set free in solution. If the host is a two-dimensional (layered)
one like FeOCl, V2O5, etc., the polymer is in the form of a
single chain or monolayer. Regardless, the template essen-
tially introduces some control over the growth of the con-
ducting polymer and brings it to nanoscopic form. All these
inorganic-organic hybrid materials (nanoparticles and nano-
structured materials) are collectively designated as “nano-
composites” which constitute a branch in advanced materials
science. Various aspects of this particular class of ICP nano-
materials have also been peer-reviewed many times by dif-
ferent groups [16–20]. Formation of the three most widely
investigated nanocomposites has been schematically shown
in Figure 1.
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Figure 1. Schematic presentation of formation of three major cate-
gories of nanocomposites: A. Nanoparticles incorporated; B. 2-D (lay-
ered) template guided; C. 3-D template guided.

Template-guided methods are replaced later by more
advanced template-free techniques of synthesis and materi-
als with more advanced properties were obtained. Thin film
and monolayer is another form of assemblence of conduct-
ing polymers in nanolevel; this has also been performed by
both template-guided and template-free methods. Moscovite
mica, some chemically designed surfaces, etc. have been
used for templated monolayer growth. On the other hand,
Langmuir–Boldgett (LB) technique is applied for template-
free growth of monolayers. Fundamental electrical prop-
erties of such nanomaterials are different from their bulk
counterparts to different extents which have been revealed
by critical analyses. Nanomaterials of this type are a very
recent addition to the list of advanced materials. At the same
time, some very especial applications of such nanomaterials
in electrically driven nanodevices like junctions, actuators,
circuitry, etc. have been designed. An outline of the different
materials synthesized and methodology followed has been
presented in Table 1. However, these smaller objects are
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Table 1. Conducting polymer nanostructures at a glance.
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recent developments and have not been presented collec-
tively thus far. In this article, these materials and devices
are also introduced. It should be mentioned that this arti-
cle is not solely decided to “nanoscale” materials only and
addresses both micro- and nano-dimensional materials and
devices under the title of “Nanostructures” because both are
smaller materials and it is meaningless to draw a clear line
of demarcation between them.

3. NANOPARTICLES

3.1. Colloidal Dispersions Guided
by Steric Stabilization

The general feature, as well as the obvious problem with
conducting polymers, is that during their chemical poly-
merization, they are precipitated out from the medium as
intractable solid and cannot be turned to usable forms like
films and coating. After discovery of these polymers and
their promising properties and application potential, there
has been a continuous effort to keep them in solution by
controlling their particle size and morphology. The princi-
ples followed in this direction were steric stabilization or
colloid formation. The former technique generally provides
a bi-component or a tricomponent system, while the latter
route may produce a bi-component and/or a tri-component
system, depending upon the nature of components.

The most elementary approach is the bi-component steric
stabilization which is nothing but to polymerize aniline

or pyrrole in presence of the solution (generally aque-
ous) of a suitable polymer so that the macroscopic pre-
cipitation of the former is prevented by the latter. This
stream of investigation was started in the early 1980s and
is still active. During these years, a number of low Tg
polymers were utilized in this respect and colloidal disper-
sion having different extent of stability and versatile prop-
erties were introduced. Depending upon the nature of the
reacting polymers, reaction conditions like temperature, sol-
vent morphology, and size of the conducting polymer, etc.
were varied. As revealed from the transmission electron
microscopy (TEM) images, the conducting polymer was
present in nanoparticle form and its dimension was within
300 nm. Water soluble polymers viz. methylcellulose (MC)
[21], PVA [22], poly(ethylene oxide) (PEO) [23], poly(vinyl
acetate) (PVAc) [24], poly(vinyl pyrrolidone) (PVP) [25],
etc. were utilized elaborately and adsorption of these poly-
mers onto the surface of the growing, conducting polymer
particles was the key to their stabilizing property. This way,
the conducting polymer nuclei were prevented from further
aggregation, thereby giving rise to core-shell morphology
where conducting polymer resides within the core.

The earliest report in this particular field of work was
published in 1986; in this work MC (Mol. Wt. 95,000) was
used as the steric stabilizer to the growing PPy particles
in aqueous medium using FeCl3 as the oxidant [21]. From
scanning electron microscopy (SEM) images, globular PPy
particles with ∼100–200 nm diameter were detected and
maximum conductivity ∼0.2 S/cm was obtained. This work
was followed by a series of works published by Vincent and
Armes et al. [22–27], who could stabilize both PAn and
PPy more efficiently using PVA, PVP, PEO, and some other
polymers and copolymers. General synthesis technique was
to add the monomer solution dropwise into the mixture of
oxidizing agent and stabilizer under stirring. In few works
the oxidant solution was added dropwise to the mixture of
monomer and stabilizer. Depending upon the stabilizer, sol-
vent, and other conditions (like the order of addition of
reactants), size and morphology of PAn and PPy particles
were varied. For example, using PVA as a stabilizer, spheri-
cal PPy particles of the size range 50–250 nm were obtained
[22], while for PEO, the particle size changed to 390–490
nm [23]. Using K2S2O8 as the oxidant much smaller parti-
cles ∼30 nm were detected. On the other hand, using poly-
mer of 2- and 4-(vinyl pyridine-co-p-amino styrene) (VPAS)
sterically stabilized PPy and PAn particles having rice grain
shape and ∼120 nm length were obtained [24–26]. Electri-
cal conductivity of these composites were nearby to each
other; PPy-PVA : 1.5 S/cm, PPy-PEO : 1-2 S/cm, PPy-MC :
0.2 S/cm, PAn-VPAS : 0.5 S/cm. In a later publication [27],
Aldissi and Armes have shown the effect of different stabi-
lizers on the particle size of PPy; in this work PEO, PVA
(two different molecular weight), PVP, P2VP-BM (butyl
methacrylate), and P4VP-BM were used under similar reac-
tion conditions. Spherical particles appeared in each case
and it was observed that PVA resulted in smallest particles.
Particle diameter varied from ∼60 nm to ∼350 nm and par-
ticles with larger diameter resulted in lower conductivity.

Since then, this field of investigation has been widely
and elaborately cultivated and has produced a number of
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fruitful results. PAn is the most exclusively studied poly-
mer in this respect, and lot of composites with good pro-
cessability and high electrical conductivity were obtained
[28–31]. Vincent and Waterson and Stejskal et al. have pub-
lished a series of works on synthesis and characterization
of PAn nanoparticles under different chemical environment
[32, 33]. Banerjee and Mandal [34] have introduced a novel
method of obtaining PAn nanoparticles using ultrasonica-
tion, and subsequently used the nanoparticles to give rise to
composites with extremely low percolation threshold. How-
ever, in all such works, although conducting polymer is
present in nanoparticle form, it has no separate identity as
nanoparticle. Its macroscopic form in combination with the
support polymer is only considered and it is only studied as
composites.

Recently, there have been a few publications reporting
stabilization of PAn nanoparticles in the micelle of SDS
and dodecylbenzene sulphonic acid (DBSA) [35, 36]. In
such cases, aniline is polymerized in the presence of SDS
or DBSA so that growing PAn chains are surrounded by
the micelles and are prevented from macroscopic precipita-
tion. Very recently, Ghosh et al. [37] have also published a
novel technique for obtaining PAn nanoparticles in DMSO
medium, which formed a stable solution without any stabi-
lizer. These works are somewhat different from the core-
shell type solutions.

There is a second stream of synthesis of core-shell type
materials in which a conducting polymer component serves
the outer layer or “shell.” In other words, these works are
analogous to coating some polymeric or inorganic nano-
particles with conducting polymers. As the polymeric latex
particles are concerned (as the core materials), the objec-
tive of the work is to synthesize stable dispersion of con-
ducting polymers with good film forming property and high
electrical conductivity. The first report of this series of
work was published by Yassar et al. [38] who could obtain
aqueous dispersion of –COOH or –SO3H functionalized
polystyrene latex particles coated with PPy; this dispersion
could be film-casted and maximum conductivity 0.25 S/cm
was obtained. Similarly, styrene-butadiene rubber (SBR)
with a small amount of methacrylic acid formed the latex
pyrrole; aniline and methyl thiophene (MT) were polymer-
ized on the latex particles using FeCl3, CuSO4, etc. differ-
ent catalysts [39]. Conductivity of PPy and PAn containing
blends were of the order of 10−1 S/cm, while PMT containing
composites showed 10−4 S/cm. However, these two reports
were not supported by successive investigators at least in the
point of stability of dispersion.

Later on, the research group of Lascelles and Armes
have carried out a widespread investigation on this stream
of work aiming at successful synthesis of a stable core-
shell type of composites having the shell of conducting
polymers. In contrast to the earlier reports, they have
started with sterically stabilized latexes viz. polystyrene
(PS) stabilized by PVP or PEG [40, 41]. A simple chem-
ical polymerization technique was followed in each case,
and three important conducting polymers—PAn, PPy, and
poly(3,4 ethylene dioxy thiophene, (PEDOT))—were uti-
lized. Respective monomers were added to the PS dispersion
having micron- and submicron-sized PS particles followed
by the addition of oxidant solution. The reaction was carried

out for 24 h, and in each case a parallel reaction scheme was
also followed in which the oxidant was taken in PS latex and
monomer was added from the outside. The composites were
obtained as a stable dispersion in which conducting polymer-
coated PS latex particles more or less preserve the colloidal
stability. In contrast, chlorinated copolymer latex (Haloflex
EP 252) without any steric stabilizer resulted in macro-
scopic precipitation [42]. A detailed study on the synthesis-
structure-property relationship has been carried out by this
research group using different dimensions of PS latex, dif-
ferent experimental conditions, etc. and all these materials
were studied from different aspects to build up a thorough
understanding on this subject. The most interesting part of
the work was the verification of core-shell morphology from
SEM. Initially, the composite particles appeared in globular
shape but after prolonged immersion in THF, the PS core
was dissolved and “broken egg shell” like morphology of the
composites was identified from the SEM image (Fig. 2). This
confirms the real core-shell configuration of the compos-
ite particles where PS forms the core. All these composites
were found to be highly conducting and classical percolation

(a)

(b)

2 µm

2 µm

Figure 2. SEM images of (a) PPy-coated PS latex, and (b) resulting
PPy residues after extraction of the inner PS (core) particles by THF;
a “broken egg-shell” morphology, a clear evidence of “core-shell” type
orientation. Reproduced with permission from [41], S. F. Lascelles et al.,
J. Mater. Chem. 7, 1349 (1997). © 1997, RSC.
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behavior was obtained in each case. The order of lowering in
conductivity, as well as rising in percolation concentration,
was as follows:

PPy-PS > PAn-PS > PEDOT-PS

There are a few other works in this direction that con-
cern the coating of 60–100 �m polyurethane (PU) latex,
stabilized by PEO and hydroxyethyl cellulose, with PPy; this
presents a system with good film-forming capability and
solid-state conductivity of 10−5 to 10 S/cm. In a recent work,
stabilization of uniform, micron-sized PAn particles in a mul-
ticomponent system was reported, one of the components
being porous PS particles. Colloidal stability at a higher PAn
loading is an important achievement of this system although
the other characterizations are forthcoming.

3.2. Combination with Inorganic Particles

The idea of synthesizing conducting polymer-based, core-
shell type materials in which the polymer serves the shell
has been most widely implemented on nanocomposites in
which inorganic nanoparticles or nanoclusters (viz. met-
als, metallic oxides, sulphides, etc.) serve the core. These
nanocomposites can be considered elegant hybrid materi-
als, which play a bridging role between the world of con-
ducting polymers with that of the inorganic nanoparticles,
and which can successfully combine the physical proper-
ties of both. The work in this direction was started with
the aim of combining the colloidal stability of a few inor-
ganic colloids with optical and electrical properties of con-
ducting polymers; later on, other characteristic properties
like catalytic activity, magnetic susceptibility, etc. were also
considered important for combination. Different inorganic
particles used for the formation of nanocomposites, their
dimensions, and important physical properties are tabulated
in Table 2.

It was mentioned earlier that the insoluble and infusible
nature of conducting polymers have kept them away from
combining with foreign materials in a simple blending tech-
nique; in-situ polymerization was a more convenient way
of combination. The same route was followed and is still
being followed by the scientists as an efficient way of incor-
porating inorganic nanoparticles into conducting a polymer
matrix. The pioneering work in this direction was reported
by Armes et al. who were able to encapsulate silica parti-
cles of different dimension into the core of PPy and PAn
[43]. Spherical silica particles of three different sizes—1 �m
[43], ∼38 nm [44], and 20 nm [45]—and “stringy” (elongated
40–300 nm long, 5–20 nm in diameter) silica particles [46]
were utilized for this purpose. The general synthesis tech-
nique was to add the oxidant (or monomer) solution into
the colloid containing the monomer (or oxidant) on stir-
ring, and almost in all experiments the resulting composite
was synthesized in the form of a stable colloid. The princi-
ple of synthesis in each case was to polymerize respective
monomers (aniline or pyrrole) in the presence of the pre-
formed inorganic colloid using some appropriate oxidant,
generally ammonium peroxodisulphate (APS) (HCl) for ani-
line and FeCl3 for pyrrole. Controlled polymerization of the
monomer, preferably on the surface of the colloidal parti-
cles rather than in bulk, using low concentration of both

the monomer and the oxidant, was the key to the formation
of a colloidal nanocomposite. Interestingly, a critical silica
concentration was required for the formation of the nano-
composite colloid which was 2.0–2.3% (w/v) for larger silica
(∼38 nm) and ∼1.0% for smaller (20 nm) silica particles.
Composite particles were 1.5–3.0 �m in diameter and a max-
imum ∼21% polymer loading was primarily obtained (with
38 nm silica). Gill et al. [45] were the first to reveal a unique
“raspberry” morphology of the composites by high resolu-
tion TEM images that appeared reproducibly in other pub-
lications of the same group. This image apparently reveals
that silica particles are connected or rather “glued” by the
conducting polymer chain and such orientation accounts
for the high silica loading in these materials (Fig. 3).
Even on changing the morphology of silica colloid from
spherical to elongated (stringy) silica the “raspberry”-like
orientation of colloid has not changed much (Fig. 4). Later
on, there was a thorough investigation [47–50] about the
different reaction parameters like nature of oxidant, concen-
tration of reactants, etc. and a colloid with 20 nm silica (1%)
was used as an almost standard condition for succeeding
works. Depending upon other conditions, polymer loading
in these composites could be varied from ∼37% to ∼70%.
Electrical conductivity of most of these samples fall within a
broad range from 10−5–1.0 S/cm and a maximum value 4.0
S/cm was obtained for the nanocomposites prepared with
20 nm silica and FeCl3 oxidant in the presence of p-toluene
sulphonate (PTS).

Later on, this field of investigation was extended to a
series of other colloids, namely, SnO2, TiO2, Sb2O3, ZrO2,
and Y2O3, with the appearance of raspberry morphology in
each case. But a nanocomposite in stable colloid form could
be prepared only with two dispersants—SiO2 and SnO2—
the reason of which was not very obvious [51, 52]. Exten-
sive studies on different aspects of different pure colloids,
as well as their respective nanocomposite colloids using
inverse gas chromatography (XPS) and electrokinetic mea-
surements, have revealed some unique surface features of
SiO2 and SnO2 that can only account for the prolonged sta-
bility of the respective nanocomposites against precipitation.
Brunauer–Emmet–Teller (BET) surface area measurements
[53] have shown that a larger surface area of the supporting
colloid is a necessary, but not sufficient condition, for the
formation of colloidal nanocomposite. However, both these
colloids possess significant porosity, as revealed from inverse
gas chromatographic data [54] for which their specific sur-
face area is always larger than expected. X-ray photoelectron
spectroscopy (XPS) measurements and electrokinetic mea-
surements have revealed that in both these nanocomposites,
the Si/N or Sn/N ratio on the surface was found to be higher
than that in bulk, which signifies that the surface of these
composites is silica (or SnO2�-rich rather than polymer-rich
[55, 56]. Therefore, particles of the composites can be con-
sidered as associated particles of SiO2 or SnO2 connected
by polymer chains, in which the surface feature of inor-
ganic support materials is retained. The effect of other syn-
thesis parameters like temperature, reagent concentration,
nature of oxidant, effect of stirring, etc. were also studied
in the succeeding articles and only the stirring was found
to have any effect on particle size, polymer content, and
conductivity of the composites [57]. A larger surface area
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Table 2. An overview of the composition and properties of the nanoparticles incorporated nanocomposites.

Polymer used Inorganic nanoparticles Physical appearance Significant characteristics/applications

PPy and PAn SiO2 (1 �m, 35 nm, and 20 nm), Stable colloid, Raspberry morphology (in TEM)
Stringy SiO2 (40–300 nm long) can be spin-coated showing inorganic particle-rich surface

and monolayer of polymer

PPy and PAn CeO2 (0.52 �m), CuO (1.6 nm), Stable colloid Oxidizing property of the core materials
�-Fe2O3 (spherical, polyhedral, with core-shell was exploited; no polymerization
and spindle-shaped), type orientation initiator was required. Nanocomposite
NiO (3.8 �m), SiO2 (0.46 �m) with extremely low dc conductivity was

obtained.

PPy and PAn Colloidal gold (7–9 nm and 25 nm), Stable colloid or Nanocomposite supported in membrane
silicon-titanium zeolite emulsion having or in microemulsion. Variable thickness
(TS-1,∼100 nm) and BaSO4 (20 nm) core-shell morphology of the polymer coating; for 25 nm gold

core, 10 nm thick shell was obtained.
PPy and PPV ZrO2 (20–30 nm), �-Fe2O3 (25–50 nm), Macroscopic Improved thermal stability and dc

SiO2 (nm), n-TiO2 (∼10 nm), precipitation or colloid electrical conductivity. Novel transport
Al2O3 (35–50 nm), MgO (2–4 nm), with limited stability properties and applications
carbon black

PPy and PAn SiO2 (20 nm) Stable colloid Surface functionalized with –NH2or–
with functional groups COOH group, important for

immunodiagnostic assay
PPy and PAOABSA MS (5–30 nm), FexOy (14 nm), Nanocomposite Nanocomposite powder or film, both

Fe2O3 (15–50 nm), colloid or film having significant magnetic
�-Fe2O3�∼85 nm) (electro-chemical) susceptibility.

PPy and PAn Barium titanate (1 �m), Fe2O3 Powdered solid Solids having appreciable electrical
(4 nm, 40 nm), 	-MnO2, TiO2, (chemical) and/or film conductivity, improved charge storage,
LiMnO2, LiMn2O4, V2O5, WO3, on electrode dielectric and optical properties;
PMo12, Ta2O5, prussian blue materials suitable for cathode and ECD.

PPy, PAn, and PEDOT SiO2 (20 nm), Pt (∼4 nm), Pd, Nanocomposite Nanocomposites with catalytically
Cu, Pd, and a few other metals and colloid/film important metals; important for
bimetallic couples heterogeneous catalysis

of nanocomposites has offered them better performance
as bio-adsorbent as compared to pure PPy. In one of the
publications of these series [58], PPy and PPy-SnO2 nano-
composites were both allowed to adsorb a model protein
human serum albumin (HSA), and the spectrophotometric
method has proven that colloidal nanocomposite possesses
better adsorptive capacity compared to PPy itself.

400 nm

Figure 3. TEM image of dried, diluted PPy-silica nanocomposite col-
loid using spherical silica particle (20 nm): typical “raspberry” morphol-
ogy. Reproduced with permission from [48], S. Maeda and S. P. Armes,
J. Coll. Interface Sci. 159, 257 (1993), © 1993, Elsevier Science.

When one group of scientists exploited the unique col-
loidal stability of a few nanoparticles toward synthesis of
colloidal nanocomposite, the other group utilized the oxida-
tive nature of some other particles for a similar purpose.
In a series of publications, Matijevic et al. [59–61] have
reported the formation of a colloidal nanocomposite by
in-situ oxidative polymerization of pyrrole and aniline, where

200 nm

200 nm

Figure 4. TEM image of dried and diluted PPy-silica nanocomposite
colloid using “stringy” silica Colloid; pure stringy silica colloid in inset.
Reproduced with permission from [46], R. Flitton et al. J. Coll. Interface
Sci. 173, 135 (1995). © 1995, Elsevier Science.
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nanoparticles of CeO2, �-Fe2O3, CuO, NiO, and hematite-
coated silica served the core materials as well as the oxidant.
Aqueous suspensions of the inorganic particles containing
pyrrole were heated up to ∼100 �C in a closed vessel to ini-
tiate polymerization leading to black colloidal suspension.
Nanoparticles having no oxidative site (e.g., SiO2� cannot
form such a colloidal composite, which indicates that the
active participation of the oxidative centers of the inor-
ganic colloid is the key to the formation of the colloid
in these works. However, harshness of reaction condition
is responsible for the extremely poor conductivity of these
solids. CuO was also used to form colloid with PAn in insu-
lating leucoemeraldine form. For experiments performed
in air, aerial oxygen promotes polymerization of pyrrole
to some extent even with silica particles with no catalytic
property.

Works so far discussed present the “first generation nano-
composites” as the prime objective of synthesis of which was
to encapsulate the inorganic particle and keep the composite
in stable colloid form. Later on, diversity was brought to dif-
ferent aspects of the work; the synthesis technique as well as
the objective of the work was varied. The synthesis technique
was modified with the aim of enhancing microstrucrural
homogeneity in composites. Emulsion polymerization and
different types of template-guided polymerization replaced
the simple reaction techniques. For example, in-situ forma-
tion and encapsulation of BaSO4 nanoparticles within PAn
shell and simultaneous stabilization of the whole in an oligo-
ethylene oxide-based microemulsion was reported by Gan
et al. [62]. Similarly, the in-situ formation of gold nano-
particles and their simultaneous stabilization within the core
of a diblock copolymer was also reported by Selvan et al.
[63, 64]. In contrast to two component composites in earlier
publications, these systems present three component com-
posites/nanocomposites in stable solution form.

Template-guided synthesis provides some control over
the growth of the conducting polymer chain; two types
of substrates were used as templates viz. inorganic nano-
particles embedded in polymeric/organic membranes and a
self-assembled array of some modified inorganic hosts. In
the former example, gold nanoparticles are arranged within
the pores of an Al2O3 membrane and pyrrole is polymer-
ized within the latter using the vapor phase polymerization
technique [65]. The gold particles are acting as the nucle-
ation center for polymerization and after slow removal of
the membrane, the PPy-Au particles are set free in the solu-
tion. Further extending the work to filtration of KCN or
K3[Fe(CN)6] solution through the PPy-Au assembly, Au par-
ticles are removed and hollow capsules of PPy are obtained
[66, 67]. The arrangement of Au nanoparticles coated with
PPy and the hollow PPy capsule after removal of the Au
core has been nicely shown in a TEM picture (Fig. 5). A con-
ventional technique for synthesis can also be applied by
adding oxidant solution into suspension of gold-containing
pyrrole, but in that case some stabilizer (e.g., PVP) should
be added from outside. The PPy capsules obtained this way
have potential application in entrapment of small and reac-
tive molecules without hampering reactivity. The second
example of a template utilizes self-assembly of pyrrole on
some inorganic substrates like Al2O3 or synthetic zeolite,

50 nm

(a)

30 nm

(b)

Figure 5. TEM images of PPy-Au nanocomposite using Au particle of
30 nm diameter: (a) PPy-coated Au, (b) after removal of Au core by
complexation. Reproduced with permission from [66], S. M. Marinakos
et al. Adv. Mater. 11, 34 (1999). © 1999, Wiley-VCH.

desirably modified by some surface-active agents viz. hex-
anoic acid (HA) or cetyl pyridinium chloride (CPC) [68, 69].
These reagents themselves can form a self-assembled mono-
layer on the inorganic host by a semi-chemisorption mech-
anism; pyrrole molecules, on the other hand, have some
affinity towards HA and CPC by which they can also form
a monolayer (or a thin layer) on the modified substrate.
With the addition of APS or FeCl3, pyrrole is polymerized
and the nanocomposite is grown. High electrical conductiv-
ity (of the order of 10−1 S/cm) indicates that PPy is present
in highly ordered form. The synthesis of an optically active
nanocomposite of PAn-silica was reported by a single publi-
cation following an electrochemical synthesis technique. The
electropolymerization of aniline in the presence of colloidal
silica (20 nm) and optically active camphor sulphonic acid
in a flow through-electrochemical cell resulted in a desired
nanocomposite in stable colloidal form with a characteris-
tic “raspberry” morphology (TEM) and a core-shell type
orientation [70].

The objective of synthesis of conducting polymer-based
nanocomposites has been shifted to versatile directions
other than simply obtaining the polymer in a stable col-
loid or in ordered structures. Colloids were designed hav-
ing a wide range of characteristic physical and chemical
properties, and the resulting nanocomposites could com-
bine the desirable properties of the components in a sin-
gle material. An apparently surprising result was obtained
from the combination of ZrO2 [71] and Fe2O3 [72] with
PPy; these colloidal nanoparticles could enhance the elec-
trical conductivity of PPy to an appreciable extent. The
reason behind such an anomalous result was an improve-
ment of compactness of the polymer after nanocomposite
formation, the effect of which was reflected in improved
thermal and environmental stability also. Nanodimensional
TiO2 [73, 74] was sometimes combined with PAn-DBSA
(solution) to reduce the size of composite particles to
as low as 35 nm; this combination, however, failed to
improve the solid-state properties of the polymer. Very
recently, Xia and Wang have published a novel approach
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towards synthesis of spherical PAn-TiO2 core shell type
nanocomposites, using nanocrystalline TiO2 having a diam-
eter ∼27 nm [75]. Polymerization of aniline was per-
formed chemically using APS (HCl) in the presence of
TiO2 particles and a surfactant solution. Ultrasonic irra-
diation was maintained during the polymerization and the
nanocomposite was obtained as a dark green dispersion
of particles with a dimension up to 200 nm. Electri-
cal conductivity of the nanocomposite with 21.6% TiO2
was 0.72, larger than that prepared without ultrasound
assistance.

Carbon black (CB) is a very important material consider-
ing its filler properties to plastics and rubber. This material
has been used as core of conducting nanocomposites in a
series of works published by Wampler et al. [76, 77], using
simple solution polymerization of pyrrole in the presence
of CB. At a low concentration, CB hampers conductivity of
PPy but after a critical CB loading, conductivity rises and
saturation at ∼60% loading is observed. Deposition of PPy
and PAn on other allotropes of carbon viz. graphite and car-
bon nanotube (CNT) has also been reported in a number of
publications [78–82].

Magnetic susceptibility of the well-known magnetic mate-
rials viz. �-Fe2O3, Fe3O4, etc. has been nicely combined with
important physical properties of conducting polymers in a
significant number of articles. Butterworth et al. [83, 84]
have designed a novel technique by which silica-coated mag-
netite particles (prepared as described elsewhere [85]) were
combined with PPy to give rise to magnetic nanocomposites.
These ultrafine particles are expected to combine unique
dispersing ability of silica with magnetic susceptibility of
magnetite and the composite showed superparamagnetic
behavior with an appreciable magnetic susceptibility of
6.5 emu/g. Higher silica loading enhanced the colloidal
stability, although the conductivity and magnetic property
were sincerely hampered. Superparamagnetic �-Fe2O3 par-
ticles (9 nm) were included in a PPy-based composite
by copolymerizing pyrrole and pyrrole-N-propylsulphonate
with FeCl3, and subsequently treating the materials by
NH4OH at 70 �C [86]. Incorporation of nanocrystalline
FexOy (14 nm) into a PAn matrix could be performed by
mixing an aqueous solution of FeSO4 with a NMP solu-
tion of PAn (EB) under N2 atmosphere [87–89]. However,
magnetic susceptibility of these materials could be observed
only in high pH (>7) condition because of the appearance
of Fe3O4 in such conditions. In a very recent publication,
the in-situ formation of a ferric oxide embedded nano-
composite of PPy was described following the sol–gel tech-
nique. Fe(NO3�2, 9H2O was used as the precursor of ferric
oxide, which (in 2-hydroxy ethanol medium) is converted
to �- and �-Fe2O3 (or Fe3O4� with simultaneous polymer-
ization of pyrrole [90]. The resulting black powder shows
electrical conductivity and magnetic property and both are
enhanced on annealing to 250 �C and then diminishing. On
changing the medium to 2-methoxy ethanol, a similar result
is obtained although the conductivity and magnetic suscep-
tibility is found to increase up to ∼350 �C.

A sophisticated method of obtaining superparamagnetic
nanocomposite film with appreciable electrical conductivity
was designed by Tang et al. [91]. �-Fe2O3 particles (10 nm)
were coated with anionic surfactant prior to mixing with

solutions of PAn containing different anions (e.g., DBSA,
CSA, etc.) in different solvents. Highly conducting films
(maximum conductivity 237 S/cm) with very high magnetic
susceptibility (maximum saturation magnetization 40 emu/g)
were thereby obtained. Another novel method of synthe-
sis of magnetically susceptible nanocomposites was reported
by Bidan et al. [92, 93] using electropolymerization princi-
ple. In this work, �-Fe2O3 was surrounded by some anionic
complexing agents so that core-shell type macro-anions are
prepared with �-Fe2O3 in core. As pyrrole is subjected to
electropolymerization, in the presence of the dispersion of
such macro-anions stabilized by some surfactant, the nano-
composite having good magnetic property is grown in-situ.
An overall evaluation of the efforts of producing conducting
polymer composites and nanocomposites has been done by
Kryszewski and Jeszka in a contemporary review [94].

The quest for obtaining conducting composites with
unique redox properties like conducting polymers and signif-
icant charge-discharge properties have led scientists to com-
bine cathode-active materials like LiMn2O4, V2O5, etc. with
PPy and PAn. Both chemical and electrochemical polymer-
ization technique was followed and spectrums of different
inorganic materials were combined in this respect. For com-
bination with PPy, pyrrole was polymerized in the presence
of V2O5, LiMn2O4, and 	-MnO2, etc., utilizing the oxida-
tive power of the inorganic materials while PAn-NMP was
solution blended with inorganic components. Interestingly,
in such nanocomposites conducting polymers and the inor-
ganic materials are participating as active components hav-
ing complementary redox properties [95–102].

Catalytically important nanoparticles could be combined
with conducting polymers to give rise to nanocomposites
having catalytic activity. Pt [103] and PtO2 [104, 105] are the
two most important materials in this respect, and they were
combined with PPy and PEDOT by the chemical polymer-
ization technique. Later on, Au and Pd nanoparticles were
also included into the PPy and PAn bed, sometimes using
a solution-blending technique and sometimes by simultane-
ous oxidation-reduction reactions. Sometimes, even the PPy-
SiO2 nanocomposite (rather than only PPy or PAn) were
also used to entrap Pd or Au nanoparticles with retention
of catalytic activity and the nanocomposites having a larger
surface area were found to be better adsorbents for cat-
alytic particles. The electrochemical incorporation of other
metallic and bimetallic elements in the ICP films and their
subsequent application in chemical sensing (e.g., glucose)
and gas sensing, etc. are described in a few publications
[106–111].

It was already mentioned that the surface of the first
generation SiO2-based nanocomposites containing PPy and
PAn (introduced mainly by Armes et al.) was silica-rich
rather than polymer-rich. These composites were consid-
ered as agglomerates of silica particles bound or a “glued”
by polymer chains. Later on, there have been numer-
ous efforts to synthesize nanocomposites with a PPy rich
surface. In a very recent publication, large glass beads
(diameter ∼550 �m) were coated with PPy by a chemically
polymerizing pyrrole on the surface of beads treated with
FeCl3 [112]. The treatment was repeated to thicken the PPy
coating, and coating thickness was found to increase from
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6.2 �m to 20.2 �m after coating the beads twice. The sur-
face is obviously PPy-rich, and thereby positively charged
and capable of the removal of Humic acid from water.
Chriswanto et al. [113, 114] and Perruchot et al. [115–117]
have attempted to modify the composite surface by using
porous silica particles but ended up with a silica-rich sur-
face. The latter group has tried to functionalize silica parti-
cles with –COOH and –NH2 groups so that adhesion of PPy
to silica increased, and thereby a nanocomposite with PPy-
rich surface is obtained. Different methodologies to intro-
duce functionalized silica particles are grouped in Figure 6.
Aminopropyl triethoxy silane (ATS) is a specific reagent
for introducing –NH2 groups to silica; silica particles were
treated with ATS prior to deposition of PPy on them, which
ultimately led to a PPy-rich surface of nanocomposites.
PPy loading and electrical conductivity of the composite
were found to be increased with ATS loading, and in the
future the technique could be applied to form PPy coating
(20–50 nm thick) on E-glass fibers as well [118, 119]. Func-
tionalization of nanocomposite particles themselves with
–NH2 or –COOH groups (rather than only the core) could
be performed with the objective of improving their perfor-
mance in immunodiagnostic assay. Aminopropyl triethoxy
silane was again used for this purpose, and stirring the pre-
formed nanocomposites with an aqueous solution of ATS
could add a –NH2 functional group to them [120, 121]. In a
modified technique, Goller et al. have described –NH2 func-
tionalization of PPy-SiO2 nanocomposites through copoly-
merization of pyrrole and 1-(3-aminopropyl pyrrole) in the
presence of silica; the amination was established from vary-
ing evidence [122]. On the other hand, in order to add
a –COOH functional group to the composites, the reac-
tion had to be started from copolymerization of pyrrole
with 1-(2-carboxyethyl)-pyrrole or pyrrole-3-acetic acid, in
the presence of ultrafine silica sol as described by Maeda
et al. [124], the 3-substituted derivative presented better
stability and other properties as compared to the other
one [123–125]. The –COOH functionalized colloid proved
itself to be an excellent candidate for immunodiagnostic
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Figure 6. Schematic presentation of different routes of surface func-
tionalization of PPy-silica nanocomposites by amino and carboxyl
groups.

assays [126]. Amino-functionalized nanocomposites are also
expected to show better performance in immobilization of
biomolecules like hormones, antigens, antibodies, DNA, etc.
[127].

4. NANOTUBULES AND NANOWIRES
Over the last one and a half decades, the world of con-
ducting polymers has been enriched with a number of
nanostructured objects in different forms like nanotubules,
nanowires, nanorods, etc. The prime objective of synthe-
sis in most of the cases, however, was to achieve the
perfect control over the growth of polymers, which ulti-
mately helps to reveal the unexplored fundamental prop-
erties of them. Inorganic and polymeric substrates having
nanodimensional pores, channels, and gaps were used as a
support for this purpose and conducting polymers were led
to grow chemically or electrochemically within them. These
ICP-loaded substrates are examples of a different kind of
nanocomposite, in which the nanodimensional conducting
polymer is the guest. After removal of the supporting matrix
by selective dissolution, the nanomaterials are set free and
can be collected in solid state and/or subjected to differ-
ent studies. Depending upon the nature of the support and
some other factors, these materials can be classified into two
major classes viz. intercalative polymerization and template-
guided polymerization.

There are two major differences between the intercalative
nanocomposites, which depend on whether the supporting
substrate itself is oxidative or not. In the former category,
there are only a few layered materials possessing substantial
oxidative property that is utilized for oxidative polymeriza-
tion of the monomer within the substrate. The majority of
the hosts are devoid of oxidative property and require oxi-
dant (for the polymerization) to be applied from outside
after incorporation of the monomer into the host. In each
case, the reaction gives rise to solids with nanodimensional-
conducting polymers confined in the host materials. The syn-
thesis techniques are obviously named as redox intercalative
polymerization (RIP) and post-intercalative polymerization
(PIP), respectively. Template-guided polymerization should
be discussed under a separate title because the related works
very often present simultaneous polymerization and incor-
poration as will be clarified later. This classification, how-
ever, is not very applicable and very often, overlaps are
observed.

4.1. Template-Guided Synthesis

Considering the simplicity of the system and the interesting
properties of the resulting materials, the discussion should
be started with template-guided polymerization. The under-
lying principle of this branch of synthesis is to allow chem-
ical/electrochemical growth of conducting polymers within
some chemically inert microporous/nanoporous membrane
matrices. In most of the works, after the reaction is over the
polymer-membrane hybrid is subjected to selective dissolu-
tion of the membrane (using appropriate solvent) in order
to set the nanodimensional polymers free. Different synthe-
sis techniques followed for template-guided polymerization
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and properties of the polymeric nanomaterials have been
presented collectively in Table 3. This stream of investiga-
tion was started in 1986 when Penner and Martin were able
to polymerize pyrrole electrochemically within the pores of
a polycarbonate (nucleopore) membrane having a thickness
of 1 �m [128, 129]. This technique obviously controls the
macroscopic growth of the polymer and leads the polymer
to adopt fibrillar or microporous morphology. After disso-
lution of the matrix in chloroform, the fibrils or tubules
are set free and could be separated. The availability of the
support membranes in different pore sizes ranging 100 Å–
12 �M results in a variety of the dimension of the nano-
materials; at the same time, uniformity of the pore diameter
leads to a uniform dimension of the conducting polymers
synthesized under each confinement. The chemical polymer-
ization technique has also been applied for the synthesis
of these membrane-based polymeric nanomaterials; in that
system, the membrane is placed as a separator of two com-
partments containing aqueous solutions of monomer and the
oxidant. The solutions diffuse towards each other through
the pores and react to form the polymer within. These tech-
niques were applied for growth of a variety of conduct-
ing polymers, namely, PA [130], PPy [131, 132], PAn [133],
and P3MT [134]. Tubular growth of PPy and N-methyl-PPy
within a porous membrane under chemical and electrochem-
ical synthesis conditions has been revealed by the respective
SEM images (Fig. 7). In each case, however, nucleation of

Table 3. Synthesis techniques and important properties of template synthesized conducting polymer nanocomposites.

Nature of isolated Important properties/
Polymer used Template/host Synthesis technique polymer applications

PPy, PTh, Porous membranes: Both chemical and Nanotubules with diameter 1. High conductivity of
and PAn nucleopore, milipore, electrochemical of the membrane pores, composites (up to 50 S/cm)

Gore-Tex, polycarbonate, polymerization variable thickness, and 2. Excellent nanotubules with
Al2O3, stainless very high conductivity uniform size and thickness
steel mesh (up to 3000 S/cm) 3. Promising for application in

biosensor

PAn Al2O3 Two-step synthesis; PAn nanotubules 1. Polymer envelope protects
Chemical loaded with Fe or Co the metallic core from
polymerization nanowires environmental effects
followed by 2. Highly promising vertical
electro-deposition recording materials

PPy Porous PMMA Chemical Interconnecting 1. PPy-PMMA IPN-like structure
membrane polymerization tubules 2. High conductivity

(0.05–19.86 S/cm)

PPy, PAn, Polystyrene Electro-polymerization Macroporous 1. Conductivity similar
and PTh colloid film solid film to bulk polymer

2. Easy mass transport
and rapid switiching

PPy and PAn Porous Vycor Chemical polymerization Uniform rod-like No macroscopic conductivity
glass tubules (10−7S/cm) indicating

no polymer on surface

PAn SiO2 network Electro-polymerization Tubules (not isolated) Electrochemically identical
from TEOS to bulk polymer

PA, PTh, Zeolites (Z-Y, MOR, Mainly chemical Tubules and wires Isolated polymers are chemically
PPy, and PAn MCM, ZSM-5, etc). polymerization, little identical to bulk polymers but

electropolymerization shorter in chain length and
poorer in conductivity

20 KV X 15.000 1 µm 000003

(a)

X 35.000 0.5 µm 000009

(b)

15 KV X 15000 0010 1.0U TAMU

(c)

Figure 7. SEM images of chemically synthesized PPy nanotubules (a &
b) and electrochemically synthesized poly (n-methyl pyrrole) micro-
tubules (c). Reproduced with permission from [132], C. R. Martin et al.,
J. Am. Chem. Soc. 112, 8976 (1990). © 1990, American Chemical Society.
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polymerization starts at the wall of the pores and therefore
hollow polymeric tubules are formed at each end. Control-
ling the duration of polymerization, the length as well as the
thickness of the tubules can be controlled. For poly(3-methyl
thiophene) (P3MT), prolonged polymerization resulted in
the growth of polymer tubules out of the membrane in spi-
ral form; for PPy, on increasing the duration of polymer-
ization, the thickness of the tubule is increased, ultimately
resulting in a closed polymeric wire, while for PAn only the
tubules are obtained which does not close. Nanotubules of
PPy can form stable colloidal dispersion if the dissolution
of the substrate can be done in the presence of any stabi-
lizer/surfactant; such a report is also available using dimethyl
sulphosuccinate (DMSS) as dispersant [135].

Confined growth of polymers under such template-guided
polymerization results in highly ordered/oriented form—
the same as is revealed from their high solid-state electri-
cal conductivity. Despite their large insulating fraction, the
composites show conductivity as high as 50 S/cm and the
isolated tubules show exceptionally high value as 3000 S/cm.
The value is higher for tubules with a narrower dimension,
all of which can be attributed to enhancement in ordering
of the tubules [136–138]. Martin et al. have suggested that
the nanotubules consist of a highly ordered, thin outer layer
surrounding a disordered inner part or core. The outer layer
or skin is highly conductive while the core is less conductive.
Therefore, in the narrow tubules (diameter ∼50 nm), the
highly conductive fraction is larger resulting in its high con-
ductivity. The effect of different experimental parameters
on the nature and morphology of the polymeric nanotubules
were also studied and reported by another group; interest-
ingly, they have even measured the elastic modulus of the
nanotubules [139–141]. The mechanism of electrical trans-
port in these materials was also studied and will be discussed
in proper context.

Template-guided synthesis of a conducting polymer
turned to a new direction with novel application potential
recently when a two-step synthesis technique was designed
for a three-component hybrid material [142–144]. This can
be considered as an extension of the earlier methods fol-
lowed by Martin et al. and others. Conducting polymer
PAn, PPy, etc. are synthesized within microporous Al2O3
membrane using a chemical polymerization route similar to
earlier ones. The array of conducting polymeric tubules in
an Al2O3 matrix is subjected to electrodeposition of differ-
ent metals viz. Fe, Co, Ni, etc. covering one side by silver
and using the Al2O3-ICP array as the working electrode.
As a result, the metallic nanowires are grown within the
polymeric nanotubules confined in the inorganic membrane.
After dissolution of the outer membrane, metallic nanowires
encapsulated in a polymeric envelope are obtained; these
materials are expected to bring revolution to vertical record-
ing materials.

The templates discussed so far present systems with uni-
form cylindrical pores, which ultimately produce conduct-
ing polymers with fibriller morphology. Variation in the
structure of the template, on the other hand, can obvi-
ously bring some change in the ultimate morphology of
the nanomaterial. There are reports of producing templates
with interconnected pores so that ultimately the intercon-
nected, polymeric nanotubules are obtained. Such template

membranes made of PMMA and Vycor glass were reported
from two different research groups. In the PMMA, two
porogens—NaCl and PEG—were incorporated as foreign
materials following solution bending technique; after leach-
ing out the porogens in proper solvent, the required porous
membrane with open pore structure [145] is obtained.
Porous Vycor glass (PVG) is obtained by acid leaching of a
phase-separated borosilicate glass; the soluble borate phase
is dissolved in acid, leaving an open porous structure with
narrow pore size distribution (∼80 Å) and made up of
almost pure silica. Mainly, chemical polymerization of ani-
line and pyrrole were done within such open porous mem-
branes, which in the former case produced composites with
conductivity as high as 19.86 S/cm [146, 147]. For PVG,
the redox polymerization (initiated by pre-exchenged Cu2+�
takes place mainly within the pores leaving the PVG surface
highly resistive (10−7 S/cm). These interconnecting polymers
were not isolated, however, from the matrix which seems to
be difficult also, owing to the complexity of the system.

It is here relevant to mention the work that produced a
conducting polymer in macroporous form. Polystyrene latex
having PS spheres with a diameter 0.5 �m and 0.75 �m
was used to coat the working electrode of a cell prior to
electropolymerization of aniline, pyrrole, and bithiophene.
Polymers grow on the electrode leaving the PS spheres free,
and completion of polymerization followed by dissolution of
the PS matrix leaves the polymer in macroporous form with
large voids. Conductivity of the macroporous polymer is sim-
ilar to the bulk one, although the high surface area provides
them improved mass transport ability and rapid switching.
Another very relevant work was published recently which
describes the fabrication of “PAn inverse opals” via tem-
plating colloidal PS assemblies [148]. Wet colloidal sediment
of PS spheres (which spontaneously self-organize into dif-
ferent crystal structures, e.g., cubic, FCC, BCC, etc.) with a
diameter of 640 nm was used as the host template, the inter-
stices of which were used as the submicrometer-sized reac-
tor array. Aniline hydrochloride and K2S2O8 solutions were
subsequently infiltrated through the PS array at a constant
speed to initiate the oxidation polymerization of aniline
within the voids. Afterwards, the host was dissolved in THF
in order to get the self-supported, specially designed 3D
network of PAn specifically termed as “inverse opals.” This
synthesis is a truly chemical technique and a successful step
towards formation of photonic bandgap (PBG) crystals. Very
recently, the same group has reported electrochemical syn-
thesis of inverse opals from PPy or PTh [149]. The principle
of synthesis is very similar to the chemical technique, only
the polymerization of pyrrole or thiophene within PS assem-
bly was performed electrochemically. Electro-entrapment of
PAn in sol–gel derived porous silica films (prepared from
tetraethyl ortho-silicate +1,1,3,3, tetramethyl-1,3, diethoxy-
disiloxane+methanol+HCl) was recently reported [150].

4.2. Intercalative Polymerization

It was mentioned earlier that a second stream of
template-guided polymerization consists of intercalative
polymerization that describes the confined growth of con-
ducting polymers (chemical/electrochemical) within the lay-
ers/networks of naturally occurring 2-D or 3-D inorganic
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materials. Depending upon the chemical nature of the host
(oxidative or neutral), such polymerization can be grouped as
RIP and PIP. Different inorganic hosts used for intercalative
polymerization and the few important observations on this
system have been tabulated in Table 4. Redox intercalative
polymerization of aniline and pyrrole has been performed
with only a few layered hosts having substantial oxidizing
power viz. FeOCl, V2O5, and �-RuCl3. As mentioned earlier,
the system is based on chemical polymerization by exploit-
ing oxidative properties of the host matrix. The stream of
investigation was started around 1987 when Kanatzidis et al.
were able to guide RIP of pyrrole within the van Der Walls
gaps of FeOCl layers [151]. FeOCl is a layered solid having
an interlayer gap of 7.98 Å, and upon intercalating variety of
chemical species, namely, amines, erathiafulvalene, pyridine,
etc., the interlayer distance is found to be increased [152].
This particular research group was able to intercalate each
of PPy, PAn, and PTh in FeOCl with the simultaneous reduc-
tion of a fraction of Fe (III) as evidenced by the Maussbauer
spectroscopy, and in each case the interlayer spacing was also
increased to different extents as an evidence of intercalation.
The synthesis technique is as simple as stirring the respec-
tive monomers (Py, An, Th) with FeOCl crystals, although

Table 4. Composition and important properties of a few intercalative nanocomposites involving laminar hosts.

Inorganic host Polymer used 
d# (�A) Conductivity (S/cm) Important information/remarks

FeOCl PPy 5�23 0.150 1. Monolayer intercalation with monomer units
(RIP) PAn 6�54 0.007 oriented perpendicular to crystal plane

PTh 5�33 5.000 2. Profound effect of aerial oxygen,
PFu 7�70 10−4–10−3 appearance of �- and 	-phases
PNMP∗ 5�84

V2O5 PAn 5�1 10−4–10 1. Formation of polymer monolayer
(RIP) PTh 5�95 0.1 2. Influence of aerial oxygen detected

V2O5 PAPSA Not clearly 10−4–10−3 Both water soluble and insoluble parts of
Dried gel mentioned composites are available
(RIP) with good film-forming character

VOPO4 PAn 4�9 Not Aniline intercalates and polymerizes
(RIP) PPy 2�1 mentioned while Pyrrole does not.

P3MP∗ 8�7 Pyrrole derivatives intercalate.
P 3, 4, DMP∗ 9�7

�-RuCl3 PAn 6�2 2.0 1. Effect of aerial oxygen was observed.
(RIP) PPy 6�0 — 2. PPy is formed in highly defective form.

MMT PAn 5�3 5×10−2 (Cu2+) 1. Fixing An+followed by exposure to APS or
(PIP) 10−6–10−3 (APS) fixing Cu2+ followed by exposure to An+.

PPY 4.5–5.0 2 ×10−5 (Cu2+) 2. I2 encourages surface polymerization
1�2 × 10−2 (I2) to some extent.

Porous PAn 20–30 Electroentrapment of PAn within host layers
silicon (PIP) (resistance) Lowering of resistance by ∼20–25 times

�-ZrP (PIP) PAn 7.6, 13.6 10−4–10−3 Monolayer and bi-layer formation is possible.

MoS2 PPy 4�5 ∼10−1 Monolayer formation occurring,
PAn 4�2 polymer chains are not perpendicular.

MoO3 PAn 6�8 5× 10−3–3× 10−3 1. Monolayer formation with retention
PPV 5�6 0.5 of high crystallinity of host.

2. Formation of H+-doped PPV (conducting).

∗PNMP: poly(N-methyl pyrrole); P3MP: poly(3-methyl pyrrole); P 3, 4 DMP: poly(3,4 dimethyl pyrrole).
#
d: increase in d-spacing.

the other conditions like reaction temperature, solvent, dura-
tion of reaction, etc. are varied for different monomers. For
example, stirring FeOCl with neat pyrrole at 60 �C leads
to the formation of (PPy)0�34FeOCl [151–153] while synthe-
sis of (PAn)0�20FeOCl needs stirring with 10% aniline (in
acetonitrile) in the air for 1 week [154, 155]. Intercalation of
polythiophene could be done in a similar way by stirring 2–
2′ bithiophene with FeOCl in acetonitrile [152, 153]. In each
case, the interlayer distance of FeOCl increased by 6.54 Å
(PAn), 5.23 Å (PPy), and 5.33 Å (PTh), respectively. The
crystal structure of FeOCl and the possible arrangement of
PAn chains within this host has been shown in Figure 8 (I
& II). Intercalation of polyfuran in FeOCl was done by stir-
ring 2,2′,5′,2′′ tetrafuran with FeOCl at 100 �C in methanol,
and in this instance, the interlayer distance is increased by
7.7 Å. The order of electrical conductivity of these materials
follows:

PFu0�67−0�75FeOCl < PAn0�20FeOCl < PPy0�34FeOCl < PTh0�27FeOCl

0�001 S/cm 0�007 S/cm 0�15 S/cm 5�0 S/cm

In each of these works the polymers synthesized under the
confinement could be separated by dissolution of the host
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Figure 8. (I) Crystal structure of FeOCl. Top: view perpendicular to the b-axis (large open circles represent chlorine, small open circles represent
oxygen, and crossed circles represent iron). Bottom: view down the b-axis. (II) Proposed arrangement of PAn chains in the galleries of FeOCl viewed
from two different directions. Reproduced with permission from [155], C. G. Wu et al., J. Am. Chem. Soc. 117, 9229 (1995). © 1995, American
Chemical Society.

and were found to be chemically identical to that of the bulk
polymers [156] synthesized conventionally.

V2O5, nH2O xerogels present a group of layered materials
that have been extensively used for the synthesis of hybrid
materials by intercalation of PAn, PPy, and PTh. The inves-
tigation was started in 1989 when the interaction of aniline
with water-swollen V2O5, nH2O films changed color from
dark red to bluish black indicating intercalation of PAn by
oxidative polymerization of aniline [157]. Subsequent char-
acterizations have proved that the conductive form of PAn

was generated with simultaneous reduction of the host frame
but without disrupting the structural features of the latter.
This work opened the way to a series of works highlighting
the mechanism of polymerization, orientation of the poly-
mer chains, and the effect of different external parameters
like aerial oxygen, etc. In almost all these nanocomposites
(including the FeOCl systems), the aniline and pyrrole units
of polymer chains are oriented perpendicular to the layer.
In the V2O5 system, an interlayer expansion of 5.14 Å was
observed and a pronounced effect of aerial oxygen was also
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found [158, 159]. The intercalation of PTh within V2O5
layers was possible on refluxing solution of thiophene (in
acetonitrile) with the host for 24 h; in this case, interlayer
expansion of 5.95 Å was observed. PTh-V2O5 composites are
highly conducting (0.1 S/cm), while that of PAn-V2O5 com-
posites vary over a wide range (10−4–1 S/cm) [160].

VOPO4, 2H2O presents another system having substan-
tial oxidizing power and intercalating capability. This layered
system has been used up in the formation of intercala-
tive nanocomposites in combination with PAn and PPy
[161, 162]. For PAn, it requires stirring with neat aniline
for 1–5 days in the dark at a temperature range over 1–
35 �C; aniline is intercalated and subsequently polymerized
to anilinium cation (An+) with the simultaneous reduction
of V(V) to V(IV). On exposure of this An+-loaded VOPO4
to oxidizing agents like CuCl2, aniline polymerizes and the
ultimate nanocomposite is formed. Instead of aniline, if
ethanolic solution of An+ is taken initially, then intercala-
tion and subsequent polymerization of aniline takes place
with simultaneous reduction of V(V) and the formation of
the nanocomposite. Interlayer distance increases by 4.9 Å
on the intercalation of PAn which also indicates monolayer
formation. Pyrrole itself, under the similar conditions, gives
polymerization only on the surfaces of the host while
3-methyl and 3,4-dimethyl derivatives of pyrrole give an
intercalative nanocomposite formation with an interlayer
expansion of 8.7 Å and 9.7 Å, respectively [163–165].

�-RuCl3 offers another layered system having interesting
catalytic, photochemical, and magnetic properties. This sys-
tem was capable of undergoing RIP of aniline and form-
ing PAn/RuCl3 nanocomposite on stirring �-RuCl3-aniline
mixture in acetonitrile for 1 week in open air [166]. For
PPy intercalation, to an aqueous suspension of pyrrole and
LixRuCl3, FeCl3 solution is added dropwise to complete
polymerization. Conductivity of PAn-�-RuCl3 is 2.0 S/cm,
while PPy formed under this condition is highly defective
and almost insulating [167].

From the discussion on nanocomposite formation by the
RIP method, it is obvious that the host material should pos-
sess sufficient redox activity to initiate the oxidative poly-
merization of the conducting polymer. Therefore, structured
hosts not having oxidative property are incapable of taking
part in nanocomposite formation in this technique. However,
a large variety of such hosts including the oxides, silicates,
phosphates, dichalcogenides, etc. has been utilized for nano-
composite formation by using suitable oxidants (for poly-
merization). This technique suggests intercalation of the
monomer within interlayer spaces of the host by adsorption
or ion exchange, etc. followed by exposure of the entire thing
to oxidants: The total scheme is properly termed as PIP.

The inorganic host materials used for confinement of con-
ducting polymers following the PIP method can be divided
into two groups depending on whether it is two dimensional
(2-D) or three dimensional (3-D). Two-dimensional hosts
encompass a large variety of materials viz. the natural and
synthetic silicates, phosphates, oxides, sulphides, etc. while
3-D hosts are mainly different zeolites and only a few coor-
dination polymers and inclusion compounds. Among the lay-
ered silicates, the most extensively used are montmorillonite
(MMT) and hectorite. All these clays contain a large num-
ber of hydrated cations in their interlayer space which are

exchangeable with metal ion or organic cations, which is the
key to the intercalation as well as polymerization of ani-
line, pyrrole, etc. This series of work was started with inclu-
sion of PPy within MMT exchanged with Cu2+. This report
was published in the Ph.D. thesis of Van de Poel in 1975
when conducting polymers themselves were yet to be dis-
covered properly [168]. This work was followed by a sim-
ilar work describing the synthesis of PAn-MMT-Cu2+ from
aqueous aniline solution [169]. Polymerization of aniline or
pyrrole in these materials is achieved at the cost of reduc-
tion of exchanged Cu2+ ions. Later on, there were numerous
works regarding the synthesis and characterization of PAn
or PPy intercalated, MMT-based nanocomposites [170–174].
The general synthesis technique of these materials can be
described by a two-step process; at first, MMT containing
metal ions like Na+, Cs+, etc. (having no oxidizing power) is
exchanged with monomer cations in order to fix them onto
the host, followed by their exposure to oxidants like APS
or FeCl3. Interlayer expansion of 5.3 Å for PAn-MMT and
4.5–5.0 Å for PPy-MMT were observed. As the conducting
polymer fraction is mainly in the interlayer places, macro-
scopic conductivity of some of these composites is as low
as 10−6 S/cm. All these composites are highly anisotropic in
nature and maximum anisotropy as high as 105 was observed.
The polymer confined in MMT layers is analytically identical
to the bulk polymer, although few properties like molecu-
lar weight, dc conductivity, etc. are strongly dependent on
different experimental parameters.

Montmorillonite is a layered silicate having very high
swelling ability suitable for intercalation of polymers with
bulky dopants. This capability has been utilized in intercala-
tion of PAn having dopants like DBSA, camphor sulphonic
acid (CSA), etc. following solution/emulsion polymerization
of aniline in the presence of MMT [175–178]. On the other
hand, some preformed colloids of PPy and PTh could also
be intercalated into MMT simply by mixing the preformed
latexes with the clay [179–185]. In a few experiments, elec-
tropolymerization of aniline has been followed for the syn-
thesis of nanocomposite based on MMT or PS layers [186].
All these materials were explored from different aspects and
important physical properties were observed.

Phosphates of different transition metals viz. Zr, Ti, Sn,
U, etc. offer a large variety of layered materials which
were extensively used for intercalative polymerization. Tech-
niques of polymerization can be broadly classified into
two main categories: either the monomer cation is fixed
onto the host by cation exchange followed by exposure
to oxidants or an oxidative cation (e.g., Fe3+� is fixed by
cation exchange followed by exposure to the monomer. �-
and �-zirconium phosphates (ZrP) [187, 188] and some of
their organo derivatives (ZPS) [189] present layered sys-
tems with exchangeable hydrogen, which are first exchanged
with NaOH or NaCl to form Na-derivatives of ZrP. The
latter can then be exchanged with aniline to fix the same
in ZrP. Then the aniline-loaded ZrP is exposed to APS or
FeCl3 in order to polymerize aniline within the matrix. It is
interesting to note that aniline forms mono- and bi-layers
in �-ZrP and after intercalation of the aniline interlayer,
spacing increased by 6 Å. After dissolution of the host in
HF, the PAn separated is similar to emeraldine salt and
emeraldine base, respectively, within layers of ZrP(H) and
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ZrP(Na) and electrical conductivity around 10−1 S/cm. The
composites prepared with ZrP(H) are moderately conduc-
tive (10−4–10−3 S/cm), but those with ZrP(Na) have poorer
conductivity. Nanocomposites with ZPS (S indicates –SO3H
group) possess higher conductivity (0.1–4.2 S/cm) because of
more efficient protonation with acidic H+.

Tin (IV) phosphonates (SnP-C) also offer a layered host
system with exchangeable acidic protons and have therefore
been used for intercalation of aniline [190–192]. However,
with this host, the fixation of Fe3+ prior to exposure to ani-
line was extensively followed and nanocomposites with poor
conductivity (10−9 S/cm) were obtained, which indicates that
PAn was formed only in the interlayer spaces. When �-tin
bis (hydrogen phosphate monohydrate), Sn(HPO4�2, H2O
(�-SnP) is used as the host (d = 7�89 Å), the synthe-
sis technique does not work well with prefixation of Fe3+

and fixation of aniline followed by exposure to APS+HCl
gives a better result. �-SnP was also used to form a nano-
composite with PPy when it was exposed to pyrrole after
being exchanged with Cu2+. Electrical conductivity of these
composites were not reported, although they were proven to
have less branching/crosslinking as revealed by cyclic voltam-
metry (CV). In a parallel synthesis route, some layered hosts
viz. �-Zr (HOPO3�2, �-Ti (HOPO3�2, H2O and HUPO2PO4,
4H2O (HUP) [193, 194] were combined with aniline using
the help of aerial oxidation. The hosts were shaken with
aniline and left in the air for the polymer to form. Compos-
ites formed in such a way are poorly conducting because of
complete intercalation of polyaniline and the range of con-
ductivity is within 10−5–10−1 S/cm.

Molybdenum-based, layered compounds viz. MoS2 and
MoO3 have been extensively used for intercalation of con-
ducting polymers like PPy, PAn, and PPV. The interesting
thing about MoS2 was that it was earlier used for inter-
calation of only the highly reducing alkali metals and not
the organic molecules. But it could be successfully used to
intercalate PAn (from NMP solution) and PPy (by sequen-
cial addition of pyrrole and FeCl3 to the aqueous dispersion
of MoS2� to form single-phase hybrid materials [195, 196].
For PAn intercalation, an interlayer expansion of 4.2 Å is
observed, while the same is 4.5 Å for PPy incorporation.
Both these values are in pace with the dimension of the
monolayer of PAn and PPy. Both these materials are highly
conducting, the absolute value going to ∼10−1 S/cm. The
FTIR spectrum of the PPy-MoS2 system shows a blue shift
of ∼10 cm−1, which indicates that the molecular weight of
PPy grown under such restricted conditions is lower than the
bulk polymer.

MoO3 presents a highly crystalline system having the
potential application as an electrode in high-energy, den-
sity rechargeable Li batteries. This property has been suc-
cessfully combined with electrical conductivity of PAn and
PPV giving rise to a series of hybrid materials. The syn-
thesis technique is the most conventional one as described
earlier. MoO3 solid was shaken with aniline and the An-
MoO3 was subsequently exposed to APS or FeCl3 solution
so that the aniline polymerizes and the dark green solid is
formed [197, 198]. After dissolution of the host framework
(in NaOH), the molecular weight of the PAn was found to
be lower than the bulk. Conductivity of this system could be
measured from polycrystalline thin films rather than pressed

pellets; the range of conductivity was found to be 10−4 to
10−3 S/cm. Formation of a PAn-MoO3 nanocomposite and
the arrangement of PAn chains within the MoO3 layers is
shown in Figure 9 (I & II). The interlayer expansion in PAn-
MoO3 is 6.8 Å, which is in agreement with the orientation
of PAn rings perpendicular to MoO3 layers. However, the
PAn chains are lying parallel to each other in the troughs or
valleys of the oxide sheets so that the incorporation of PAn
does not hamper the crystallinity of MoO3.

PPV is a highly conducting polymer that does not undergo
oxidative polymerization. This polymer has been intercalated
in MoO3 framework using indirect technique, incorporation
of the precursor poly (p-xylene-�-dimethyl sulphonium chlo-
ride), followed by the elimination of HCl and S(CH3�2 by
heating. An interlayer expansion of 5.6 Å was observed and
the sample shows a unique high conductivity ∼0.5 S/cm,
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Figure 9. (I) Schematic diagram of the synthesis of (PAn)0�24MoO3:
swelling and reassembly of MoO3 layers. (II) Possible ordering of PAn
chains in every other “trough” of MoO3 lattice: (a) view along [100],
and (b) view along [001]. Reproduced with permission from [198], T. A.
Kerr, H. Wu, and L. F. Nazar, Chem. Mater. 8, 2005 (1996). © 1996,
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which indicates that PPV is present in a highly doped form
[199, 200].

All these examples discussed thus far relate to the con-
finement of conducting polymers within layered solids. But
the synthesis of nanotubules or nanowires is most likely to
take place within cylindrical or tubular pores which is avail-
able in some naturally occurring 3-D systems like zeolites.
Zeolites are crystalline, aluminosilicate lattices formed from
adjoining SiO4 and AlO4 tetrahedral building units which
have given rise to open pores, voids, and channels in their
structure. The pores and channels may have different shape
and orientation and their size can vary from a few angstroms
to ∼20 Å. Versatile structural features are shown by the
zeolites and depending upon their structure and chemical
composition, physical properties are also varied [201, 202].
Zeolites are the only 3-D framework that have been exten-
sively used as templates for growing conducting polymers,
especially polyacetylene (PA) in nanoscopic form. The
beginning of this stream of investigation dates back to 1978
when one research group reported the formation of PA
within the channels of zeolite-X (Z-X) and studied the influ-
ence of exchangeable cations on the system [203]. Later on,
different research groups have reported intercalation of PA
in different zeolites viz. Y-, L-, A-, -, ZSM-5, SAPO-5,
Mordenite (M), etc.

The protonated form of ZSM-5, that is, H-ZSM-5
is a highly acidic zeolite capable of initiating cationic
polymerization of acetylene. However, acetylene, being a
gaseous one, the monomer loading in the host should be
done at a high temperature (298 K to 550 K) under high
pressure (10 torr to 1000 torr) [204]. Polyacetylene fills up
the pores of zeolite and a color change from white or light
gray to black or dark gray is observed. Methyl acetylene
(MA) can be similarly polymerized within H-ZSM-5 and
both the PA- and PMA-rich zeolite can show reversible
change of color with exposure to NH3. A comparative study
on polymerization and spectroscopic properties of PA and
its derivatives (methyl and ethyl) in H-ZSM-5 has been
published by a contemporary research group [205]. Z-Y
exchanged with Co and Ni has also been used for intercala-
tive polymerization of acetylene [206].

This very attractive field of research has been very regu-
larly cultivated by Bein and Enzel [207]. Over a period of
few years, they have attempted polymerization of pyrrole,
aniline, thiophene, and a few other monomers within differ-
ent zeolite structures, producing a series of hybrid materials
with versatile importance. The general technique followed
for confining conducting polymers within zeolite spaces is a
two-step one. At first, Na ions of the zeolite are exchanged
with an oxidizing cation, for example, Cu2+, Fe3+, etc. fol-
lowed by subsequent drying and exposure of the zeolite to
monomer vapor or solution. Polymerization proceeds spon-
taneously and the nanocomposite is formed in-situ. Z-Y,
Z-A, and M were the most widely used matrices for this
purpose. Na+ of these hosts are first exchanged with Cu2+

(from a Cu(NO3�2 solution) and subsequently equilibrated
with pyrrole vapor (1 torr) for 1 h at 295 K and placed in
a vacuum for 1 h. The yellowish or greenish color of zeo-
lites gradually changes to different shades of green and black
with the progress of polymerization. The Fe (III) form of
zeolites could be used similarly but the monomer is to be

fed from solution instead of vapor. The polymer essentially
forms in interstitial spaces rather than on the surfaces. That
is why electrical conductivity values of these samples are as
low as almost 10−9 S/cm, although the PPy isolated from
these composites have conductivity around 10−4 S/cm. For
the same reason, Z-A having a pore diameter less than a
PPy chain cannot host the PPy. Isolated PPy is structurally
similar to the bulk polymer, only the molecular weight is
substantially lower which accounts for its poor conductivity.
Later on, H-Fe-FAU was also used for PPy intercalation fol-
lowing an almost identical technique. L-Z is another form
of zeolite that possesses parallel channels leading to one-
dimensional growth of PPy [208–212]. Pd and SnO2 particles
were deposited randomly within the channels of the zeolite,
which in the following step acted as an initiator for pyrrole
polymerization [213]. Polymerization of thiophene and fur-
fural could be done following similar techniques and almost
similar results were obtained [210–211, 214–215]. The bulk
conductivity of PTh-Z composite was too low to be reported,
but the isolated PTh has shown a conductivity value of
0.01 S/cm. The effect of chain length played an important
role in this respect also, and PTh confined in Pentasil-Z was
found to vary from two to nine molecular units [215]. On
the other hand, the pore size of Z-A was too low to allow
PTh formation to take place inside.

Intercalation of PAn within zeolite is a bit different from
that of PPy and PTh, because of the necessity of the pres-
ence of acidic medium during polymerization. However, it
was possible to intercalate PAn in Z-Y, MOR, MCM-4, Hal-
loysite, and a few other zeolites [216–220]. The synthesis
technique is very similar to the PIP in nonoxidizing hosts;
aniline or anilinium cation is adsorbed into the host fol-
lowed by exposure to APS. The acid form of zeolite (Na+

exchanged with H+�, however, is essential for the initia-
tion of polymerization of aniline, and the acidic protons of
zeolite can provide sufficient acidity for the formation of a
green colored-emeraldine salt form of PAn. Other aspects of
the synthesis of PAn-Z nanocomposite are similar to those
of PPy-Z or PTh-Z; different properties of the isolated poly-
mer are identical to bulk PAn although the chain length is
much shorter. Bulk conductivity of the composite is as low
as 10−8 S/cm and volume conductivity of the isolated PAn
is as high as 10−2 S/cm, which indicates the formation of a
polymer in interstitial spaces rather than on a surface. Inter-
estingly, the chain length of PAn in Z-Y (six units) is shorter
than that formed in interstitial spaces of MMT (15 units),
which can be considered as limitation imposed by a 3-D net-
work. In MCM-41 PAn chains with, several hundred units of
length were obtained and around 20 PAn wires were found
to exist together within a single pore [218].

There is a single report on electrochemical polymer-
ization of aniline within Z-Y. This approach, is differ-
ent from general electrochemical intercalation of PAn in
a nonoxidizing host as described earlier. Here, the zeo-
lite moiety is used as the solvent of the monomer rather
than the host. Na-form of Z-Y was exchanged with ani-
line hydrochloride for 12 h to immobilize the aniline on the
zeolite bed followed by filtration and washing. The work-
ing electrode (Pt) of the conventional electrochemical cell
was then coated with aniline-loaded Z-Y from suspension in
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THF using polystyrene as a binder [219]. Electropolymeriza-
tion under a potentiodynamic condition was carried out in
a 0.1 M HCl medium leading to an ordered growth of PAn
within zeolite. Therefore, the monomer here is present only
within the zeolite host, which is the novelty of the system.
However, the amount of polymer synthesized under such
conditions is too small to carry out further characterizations.
In a recent report, intercalative polymerization of aniline in
a Cu2+ exchanged natural zeolite named Halloysite has been
published [220]. This host possesses a spiral cross-section
and relatively thin walls, which did not affect the intercala-
tion and polymerization, and a high resistance of composite
again reveals complete intercalation of PAn.

Therefore, confinement of conducting polymers within
different oxidizing/nonoxidizing 2-D and 3-D hosts has given
birth to a variety of hybrid nanocomposites from which
the polymer can be separated in nanostructured form. The
stream of investigation is still alive and versatile modifica-
tions are in progress. It has already been mentioned that
the quest for getting conducting polymers in nanostructured
form has primarily led the scientists towards the nano-
structured hybrid materials or nanocomposites. However,
after the dissolution of the template, the chance of unde-
sired aggregation remains, which very often disturbs the
important characterizations of the nanodimensional poly-
mer. Keeping this point in view, the nature of the template
has gradually changed during this time and, recently, some
molecular templates have become very popular providing
very accurate nanoscale control over the conducting poly-
mer. 	-cyclodextrin (CD), having a basket-like structure, has
been selected as a molecular template for both chemical
and electrochemical growth of PAn and PPy nanowires [221,
222]. The template molecule provides some cavities for the
pseudo, one-dimensional growth of the polymer ∼10 nm in
diameter and a few �m long. Electrical conductivity of the
polymer is enhanced compared to the bulk polymer.

4.3. Template-Free Synthesis

Very recently, techniques for template-free synthesis of
conducting polymers has also been published which
describes direct-and single-step synthesis of ICP nano-
tubules, nanowires, etc. The stream was almost pioneered
by Langer and Czajkowski, who have electrochemically syn-
thesized PAn micro-and nano-rods following a novel tech-
nique [223, 224]. A movable Ir or Pt needle with a tip
less than 10−2 mm was used as the working electrode in
their work. After commencement of the polymerization, the
electrode is slowly moved out of the reaction area so that
the PAn is deposited on the PAn electrode only and the
PAn microrod grows. Electrochemical synthesis of a single
nanofibrillar and giant microfibrillar form of PAn, doped by
fullerene derivatives, have been reported by Langer et al.,
which is one of the pioneering works in this direction [225,
226]. By suitable modification of the synthesis technique, a
compact 3-D nano-network array could also be prepared.
Later on, chemical synthesis of PAn nanotubules has been
described by Dai et al. [227] and Wan et al. [228–230]
who have used both fullerene derivatives and naphthalene
sulphonic acid (NSA) derivatives for chemical synthesis of

PAn micro- and nanotubules (Fig. 10). The most conven-
tional oxidizing agent, APS, was used for polymerizing ani-
line in these works. PPy microtubules were also prepared
by the polymerization of pyrrole in the presence of 	-NSA
using APS as an oxidizing agent; controlling the concen-
tration of NSA, the morphology of PPy could be altered
from particles to fibers and tubules. Therefore, selection of
a particular concentration of NSA was the key to synthesize
PPy nanostructures in the present template-free method.
Electrochemical synthesis of PPy microtubules (0.8–2.0 �m
diameter and 15–30 �M length) could also be performed
in the presence of 	-NSA; electrical conductivity of chemi-
cally and electrochemically prepared microtubules are com-
parable (1–10 S/cm). Electrochemical deposition of PAn as
concentric nanowire within multiwalled carbon nanotube
(MWCNT) has been reported by Hassanien et al. [231].
However, the simplest self-formation of PPy microtubules
has been published recently; electrochemical polymeriza-
tion of pyrrole in the presence of Na-p-toluene sulphonate

(a)

3014 25 KV 5 µm

(b)

4003 25 KV 50 µm

Figure 10. Growth of PPy-	-NSA nanotubules on noncorrosive steel
electrode, (a) nonpolished electrode, and (b) polished electrode. Repro-
duced with permission from [229], Y. Yang and M. Wan, J. Mater. Chem.
11, 2022 (2001). © 2001, RCS.
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(NaPTS) resulted in the formation of hollow tubules of PPy
a few mm in length and several hundred �m in diameter
[232]. These tubules are grown on the surface of simulta-
neously grown PPy film and are strong enough to tolerate
free movement along Pt wire. These tubules are highly con-
ducting (498 S/cm) and conductivity is extremely anisotropic
(conductivity ratio 103 and 105 along two different planes).
There is another report that describes spontaneous forma-
tion of tubular nanostructures of PAn through self-assembly
in the presence of azobenzenesulphonic acid (ABSA) [233].
Therefore, synthesis of conducting polymer nanomaterials is
easier and cheaper after the advent of template-free tech-
niques; these technique are expected to bring revolution to
the world of ICP nanomaterials.

5. MONOLAYERS AND THIN FILMS
Remembering the level of intractability of conducting poly-
mers, it need not explain that it is highly difficult to obtain
such polymers in thin film or monolayer form. However,
considering the importance of highly organized and specif-
ically arranged forms of conducting polymers in molecule-
based electronic devices, there have been continuous efforts
toward obtaining thin films of conducting polymers. Special
interest was gathered on PAn owing to its low cost, easy
preparation, environmental stability, and electronic proper-
ties. PTh has also been appreciably studied, while PPy is the
least explored one in this respect. Two techniques are mainly
applied here, one of which is the self-assembly and another
is the Langmuir–Blodgett (LB) technique.

5.1. Langmuir–Blodgett Technique

Langmuir–Blodgett (LB) technique is a highly established
technique for preparation of ultra-thin organic films as it
offers unique control over the thickness and molecular ori-
entation of the films. Fabrication of thin films following
LB technique requires a very particular instrumental set-
up and at the same time the polymer should have good
solubility and amphiphilic nature. The principle is to dis-
solve the material of interest in a suitable solvent and to
spread the solution onto the water surface as a mono-
layer [234, 235]. Owing to the lack of processability and
amphiphilicity of conducting polymers, preparation of LB
films from ICP has become highly restricted. Over the last
few years, however, there were some successful molecular
engineering approaches for obtaining the same. Such tech-
niques include derivatization of the polymer with long alkyl
chains, doping with an amphiphilic dopant, and co-LB depo-
sition along with typical film forming materials [236–240].
This technique for thin film deposition has almost exclu-
sively utilized PAn, while PTh was also used in a few exam-
ples but PPy is not used till now. In most of the works
on LB film of PAn, the polymer is initially synthesized in
a conventional technique, dedoped, and solvated in NMP
[241] or NMP-CHCl3 mixture [242, 243] (following its lim-
ited solubility in these solvents), the solution is then used
for film formation following the established techniques. Few
surface active amphiphilic molecules like stearic acid [237],
cadmium stearate, cadmium arachidate, etc. [238, 240] were
used as codeposition materials expected to improve the
structural order of the polymeric film. In other streams of

work, PAn is derivatized with acid like camphor sulphonic
acid (CSA), dodecylbenzene sulhonic acid (DBSA), toluene
sulphonic acid (TSA), etc. [244] in order to improve the sol-
ubility of PAn in organic solvents like CHCl3, and to use the
solution for fabrication of LB film. For PTh, the work is eas-
ier because 3-alkyl detivatives of PTh have good solubility
in CHCl3 and some other organic solvents. Therefore the
formation of PTh monolayers from CHCl3 solutions by LB
technique, sometimes using surface active agents like cad-
mium stearate, etc., is available in the literature [245–247].
All these monolayers were characterized from their struc-
tural and electrochemical aspects and their material prop-
erties were revealed. Spontaneous folding of an especially
designed PTh monolayer to the corresponding nanowire was
also reported in an excellent publication [248].

5.2. Self-Assembly Technique

The second method exploits the self-assembled monolay-
ers (SAMs) of a support material as a template for the
patterned growth of ICP thin films. This technique, in prin-
ciple, is nothing but selective deposition of conducting poly-
mers on some especially modified surfaces. For example,
in related work, a glass surface was modified with pat-
terned SAM of octadecyltrichlorosilane (OTS) following
sophisticated techniques [249]. Afterwards, the surface was
immersed in a solution of FeCl3, followed by the addition
of pyrrole, and PPy film grows on the modified surface
with good adhesive property. For aniline, the addition of
reactants was in reversed order—aniline followed by APS—
although the result was the same. In another work pub-
lished from the same group, PAn-NMP solution has been
used for the formation of a patterned surface of PAn using
a polymeric template [250]. The procedure is shown in
Figure 11. In a related work, the glass surface was modified
with a sulphonate group so that anilinium ions are selectively
deposited on the surface followed by exposure to APS and
the formation of a monolayer of polyaniline [251]. There is
a single publication describing an sophisticated method for
formation of PAn monolayers on the lattice-matched sur-
face of Moscovite Mica, one special type of a phyllosilicate
host matrix, having good lattice matching with the growth of
PAn [252]. Although the synthesis technique is as simple as
in-situ polymerization of aniline in the presence of a freshly
cleaved mica sample, it provides the complete alignment
of PAn chains relative to each other and also to the sub-
strate. This work is similar to the intercalative polymeriza-
tion of PAn within different oxidative/nonoxidative layered
hosts discussed earlier; however, the complete alignment of
PAn chains have given the work a new dimension. Overall,
the synthesis of conducting a polymer-based monolayer or
thin film is still confined in a few techniques and there is
ample scope of exploring the stream of work in depth.

6. CONDUCTION MECHANISM
IN INHERENTLY CONDUCTING
POLYMER (ICP) NANOMATERIALS

From the foregoing discussions about conducting polymer-
based nanomaterials of versatile origin, it is now estab-
lished that the conducting polymers present in the hybrid
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Figure 11. (I) Schematic diagram for the formation of patterned
microstructures of PAn (EB) by MIMIC (II) A. Photograph of parallel
lines of PAn-ES formed on polyester film using MIMIC, B, C, D. SEM
images of PAn-ES structures formed on Si-SiO2 using MIMIC. Repro-
duced with permission from [250], W. S. Beh et al., Adv. Mater. 11, 1038
(1999). © 1999, Wiley-VCH.

nanocomposites or the polymers synthesized under a
template-guided, synthesis technique possess some structural
and physical differences from their bulk counterpart. These
polymers, however, are analytically identical to the latter.
Whether the confined growth has some effect on the electri-
cal conduction mechanism of the nanodimensional polymers
is a subject of very elaborate study. Thus for, this field has
been cultivated only to a limited extent, results of which will
be presented here briefly. For the sake of convenience of
discussion of this part, ICP nanomaterials are grouped into
two categories: the template-guided, nanodimensional poly-
mers, separated from the template (nanotubules, nanowires,
etc.) and the template-polymer assembly as a whole (ICP-
inorganic nanoparticles, ICP-layered solids, etc.).

Before entering into categorized discussions it should be
mentioned that the important model commonly applied for
1-D, 2-D, and 3-D conduction in solids is the Mott’s vari-
able range hopping (MVRH) theory [253]. According to this
model temperature (T), dependence of electronic conduc-
tivity (�� of a system is given by

� = K0T
−1/2 exp�−�T0/T �1/n�

where K0 and T0 are constants and n = 4� 3, and 2 for 3-D,
2-D, and 1-D conduction, respectively. According to this the-
ory, resistance (R) of a conducting polymer-based material
can be analyzed from the plot of ln (RT−1/2� vs T −1/n. The
value of “n” can be obtained from the fitting of the plot
which indicates the dimensionality of the conduction. The
Mott temperature parameter T0 is directly proportional to
the density of states at Fermi level and is inversely propor-
tional to the localization length.

Carrying out the temperature-dependent conductivity
measurements and analyzing the results with appropriate
fitting with the MVRH model, it was found that for PPy
and PAn tubules with a 400 nm diameter, 3-D electronic
conduction is taking place (considering T −1/4 dependence)
[254]. Also for the bulk polymers synthesized under con-
ventional chemical synthesis, the same conduction mecha-
nism is prevailing. However, for the tubules with a 50 nm
diameter, the conduction is predominantly 2-D because of
the T −1/3 dependence of the model equation [255]. Sim-
ilar dimesnsionality of conduction was observed for the
amorphous semiconductors also. For the semiconductors,
the authors have suggested that when the film thickness
becomes larger relative to the hopping distance, 3-D conduc-
tion takes place while film thickness being relatively smaller
than the hopping distance, the conduction is constrained to
two dimensions. An analogous argument is applied for the
nanostructures. It can be recalled that nanotubules consist of
a highly ordered, thinner outer layer (∼5 nm) surrounding
a relatively disordered core. For smaller diameter tubules,
owing to the lager proportion of the ordered material, con-
duction is constrained to the layer and 2-D conduction is
occurring; conversely, for larger diameter tubules, the con-
duction in a disordered phase predominates and the 3-D
conduction takes place.

Intercalative nanocomposites in which PAn and PPy are
confined within different 2-D and 3-D hosts like FeOCl,
V2O5, MoO3, etc. were widely investigated, with respect to
their electrical transport properties using variable tempera-
ture electrical conductivity and thermoelectric power (TEP)
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as probes. It can be recalled that these nanocomposites
are two types: one containing FeOCl, V2O5, and �-RuCl3
hosts that are synthesized by the RIP method and others
that are synthesized by the PIP method using nonoxidiz-
ing hosts like MoO3, MoS2, ZrP, zeolites, etc. Normally, the
electrical conductivity of the hybrid materials is poor and
very often are completely insulating (>10−7 S/cm) which
can account for the lack of interpolymer contact in the
composite or complete encapsulation of the polymer within
the layers of the host. On the other hand, conductivity
of the polymers extracted from the composite is generally
lower than those synthesized by conventional technique; a
smaller chain length of the polymers synthesized under con-
finement is the reason for that. All these hybrid materials
are highly anisotropic which confirms their specific orienta-
tion. Conductivity measurements were done on PPy-FeOCl
(which itself has relatively high conductivity, 10−1 S/cm)
[151], �- and 	- PAn-FeOCl (10−2–10−3 S/cm), and PTh-
FeOCl, all of which have shown thermally activated-type
conductivity suggesting the materials to be semiconductors
[151, 153–156]. However, all these materials possess grain
boundary and, therefore, TEP is a more reliable probe
to decide the nature of conduction. PPy-FeOCl and PTh-
FeOCl along with bulk PPy and PAn (ES) show p-type
metallic conduction. For PPy-FeOCl, the TEP is positive at
260 �C and falls steadily at lower temperatures and ulti-
mately becomes negative below 340 K, indicating valence
band to conduction-band carrier excitation within FeOCl
framework becoming increasingly important. But TEP mea-
surement on an �-(I) form of PAn-FeOCl both in single
crystal and pressed pellet form shows p-type semiconducting
nature with TEP ∼7 �V/K at room temperature, increas-
ing steadily with lowering temperatures reaching a value
100 �V/K at 140 K [153–155]. Therefore, in �-(I) PAn-
FeOCl, the reduced FeOCl framework, rather than the PAn
component, dominates the charge transport properties of
the system. Short-chain PAn molecules in the interlayer
space give rise to too many carrier-hopping barriers and
lead the charge transport possibly through the FeOCl lay-
ers which accounts for this result. Thermoelectric power of
	-PAn-FeOCl is dramatically changed and a change in the
conduction mechanism from p-type to n-type is observed
which is similar to bulk PAn. Therefore, the 	-phase is
considered a mixture of PAn and 	-FeCOOH which is
mainly owing to the higher chain length of PAn in 	-phase.

Temperature-dependent (5–300 K) conductivity measure-
ment on polyaniline-V2O5, H2O suggests thermally acti-
vated behavior. A representative curve showing the variation
of electrical conductivity (four probe) as a function of
temperature is shown in Figure 12. Thermoelectric power
data at the same temperature range is small and negative
(∼−30 �V/K), which approaches 0 with an increasing tem-
perature indicating (Fig. 13) the presence of a metallic
density of states similar to PAn itself. PAn-V2O5 hybrid
material is a combined system with two low-dimensional
electrical conductors presenting two types of carriers—
the small polarons (V4+� and the large polarons (on PAn
backbone). Films of PAn-V2O5 possess 100–1000 times
higher conductivity than the pressed pellets [157–159]. On
temperature-dependent conductivity measurement all sam-
ples show semiconducting nature and thermally activated
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Figure 12. Four probe variable temperature electrical conductivity data
of (A) (PAn)0�48V2O5, nH2O (film), and (B) (PAn)0�48V2O5, nH2O
(pressed pellet) [n varies from 0.5 to 1.3]. Reproduced with permis-
sion from [159], C. G. Wu et al., Chem. Mater. 8, 1992 (1996). © 1996,
American Chemical Society.

property. Thermoelectric power, is large and negative and
very weak temperature dependence is shown. The freshly
prepared samples reveal n-type semiconducting property
similar to the reduced xerogel itself and a relatively weaker
effect of PAn is observed which is strongly dependent on the
extent of protonation, molecular weight, and the aging of
polymer.

Composites of �-RuCl3 with both PPy and PAn are highly
conductive (23 S/cm and 1 S/cm, respectively) as compared
to the host (�-RuCl3 = 5 × 10−4 and its Li salt is 0.3 S/cm)
[166, 167]. Therefore, electrical transport in these compos-
ites takes place through the ICP component, although some
contribution from the [RuCl3]x− may also occur. Variable
temperature-conductivity measurements have shown a ther-
mally activated-type transition, normal for the materials with
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Figure 13. Variable temperature TEP data of (A) (PAn)0�44V2O5,
1.3H2O (film), and (B) (PAn)0�44V2O5, 0.33 H2O (pressed pellet).
Reproduced with permission from [159], C. G. Wu et al., Chem. Mater.
8, 1992 (1996). © 1996, American Chemical Society.
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a grain boundary. The activation energy is 0.3 eV and 0.35 eV
for PAn and PPy samples. At a higher temperature (>100 K),
the log (�� versus 1/T curves fit to a straight line indicating
the evidence of thermal activation, while at lower temper-
atures the deviation from a straight line indicated a more
complicated transport process. Thermoelectric power is pos-
itive and increases steadily at a higher temperature indi-
cating a metal-like transition in these materials; however,
overall p-type behavior is observed, which is consistent with
the behavior of the components. Thermally activated trans-
port is commonly observed for Mo-compounds (MoS2 and
MoO3� also containing nanocomposites. For MoS2-PPy and
MoS2-PAn [195, 196], very similar behavior—p-type metallic
nature—although the relatively large value of Seebeck coef-
ficient (S) suggests a deviation from ideal metallic behav-
ior. For MoO3-based composites containing PAn and PPV
[197–200], the activated transition is observed with activation
energy 0.2 eV. There are a few other relevant studies on some
other nanocomposites; however, considering the poor room
temperature conductivity of the materials the lower temper-
ature measurements do not seem to be convincing.

The mechanism of electrical transport has rarely been
studied in nanoparticle-incorporated nanocomposites. Ear-
lier on, there were a few reports on PPy-carbon black com-
posites, which showed a deviation from existing models like
MVRH or thermal fluctuation-induced tunneling of carri-
ers (TFTC) [76, 77]. In another work, Gangopadhyay et al.
[256] have studied variable temperature ac and dc conductiv-
ity and TEP measurements on PPy-Fe2O3 nanocomposites.
Results have shown that dc conductivity fits the MVRH
model satisfactorily, while ac conductivity TEP data shows
complex behavior. At a lower temperature (≤225 K), TEP
varied linearly showing metal-like behavior while it deviates
from linearity at a higher temperature. The results suggested
that a single model is quite inadequate for explaining the
overall behavior of the system; a heterogeneous model with
a highly conducting island, connected by poorly conducting
barriers, was suggested.

7. NANODEVICES
It has now been well established that conducting polymers,
owing to their considerable technological potential, have
occupied a very important position in the arena of materials
science. Versatile applications of these polymers encompass
electronics, sensors, actuators, optical bioanalytical devices,
displays, etc. On the other hand, miniaturization of the
optical, mechanical, and electronic devices has fueled the
present revolution in information and biotechnology. This is
because such microstructured devices are suitable for appli-
cation in areas where an extremely small quantity is handled,
and especially where many small simultaneous experiments
are required. Therefore, it is very obvious that nanomaterials
obtained from conducting polymers will possess rather
enhanced application potential as compared to the bulk
counterpart. As described earlier, these nanomaterials are
synthesized in two general synthesis techniques—template-
guided synthesis and self-assembly. Template-guided syn-
thesis is easier although the self-assembly technique is
more favored because it is free from the inconvenience
of removing the template. Numerous applications of such

nanomaterials are possible, few examples of which will be
discussed here. It should be mentioned here that very often
nanodevices based on conducting polymers do not utilize the
nanostructured forms of polymers described so far; rather
the chemical/electrochemical deposit of the polymer, some-
times patterned suitably, are used as the active part of the
devices. Few of these devices will also be mentioned here.

It has already been discussed that nanomaterials,
obtained from conducting polymers, are generally of three
types: nanoparticles, nanotubules/nanowires, and nanolayers.
Immediately after the synthesis of the nanotubules, they
were subjected to an excellent application as a bioan-
alytical device. The PPy nanotubules (within the mem-
brane) were loaded with an enzyme (GOD) by simple
immersion and one side of the membrane was coated by
silver. This assembly was subjected to the successful measure-
ment of glucose in the concentration range 1–25 mmol dm−3

[257]. In a modified version of this work, Parthasarathy
and Martin have synthesized capped PPy nanotubules and
have performed different bioanalyses after loading the
nanotubules with enzymes like glucose oxidase, catalase,
subtilisin, trypsin, and alcohol dehydrogenase by vacuum
filtration [258]. This assembly works almost as an enzy-
matic bioreactor in both aqueous and nonaqueous medium
as described by Figure 14. In a relatively recent publica-
tion, Sukeerthi and Contractor have demonstrated [259] the
fabrication of biosensor arrays based on PAn microtubules
grown within a microporous polycarbonate membrane. In
this single device, three different enzymes were immobilized
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so that in a single measurement, the array can recognize
glucose, urea, and triglyceride from a mixture. In a different
approach, a thin PAn film, electrochemically deposited on a
nanometer-sized carbon fiber electrode, has been designed
to form an ultra-micro pH sensor [260]. In another report,
PPy containing hydrogel microelectrodes were proved to be
interesting materials for neural communications [261].

There are different useful methods for the fabrication
of conducting polymer junctions or nanoscale fibers/devices
suitable for application in nanoelectronics, namely, elec-
trospinning (electrostatic fabrication), etc. [262]. On the
other hand, line-patterning is a method suitable for fab-
ricating patterns from conducting polymers. The particu-
lar conducting polymers may either be electrodeposited or
solution-casted on the specific regions. A very intelligent
nonphotolithographic technique for the formation of pat-
terned microstructures from conducting polymers (PAn) on
a Si/SiO2 wafer has been described by Beh et al. [263]
and Krawice et al. [264]. The width of the smallest struc-
ture of PAn fabricated using this procedure was ∼350 nm.
The schematic presentation of such a patterning technique
and the different patterns fabricated are already shown in
Figure 11. All these fibers, lines, patterns, etc. can play
excellent electrodes for high quality optical displays and
transistors. Earlier, Granstrom et al. have demonstrated the
formation of micrometer- (10 �m) and nanometer-sized
(100 �m) structures from a polythiophene derivative and
their function as LED [265]. In a recent work, a movable
electrochromic “pixel” was constructed from a microfabri-
cated PPy deposited on an Au electrode. Depending upon
the applied potential and thickness, the color of the PPy
layer was changed from red to yellow. This particular device
can have potential application in studying living cells or
a single-cell organism [266]. Therefore, it is obvious that
both electrical conductivity and potential, dependent light-
emitting and color change properties of conducting poly-
mers are exploited in the fabrication of such nanodevices.
In a separate publication, Zhang et al. have reported the
fabrication of nanowires and nanodots from PEDOT-PSS
on a glass plate or silicon wafer. The fabrication was done
by a soft lithographic method (MIMIC) and the nanowires
(833 nm or 278 nm in width) are important for using in
optoelectronic devices, where light propagation and elec-
tronic paths are defined by patterning [267].

Redox activity of conducting polymers and the relevant
volume change has been successfully explored in the fab-
rication of miniaturized actuator devices from conducting
polymers. Smela et al. have reported a series of works on
the construction of microrobotic arms and microactuators
for uplifting, gripping, and positioning of micrometer-sized
objects. The conducting polymer (PPy-DBS−� nanolayer
(but not the monolayer) deposited on gold is the active
material in such works. Through the series, the polymer is
deposited and patterned following a standard micromachin-
ing technique. The PPy-Au bilayer actuator has a dimen-
sion of 30 �m to 100 �m, and it can execute very sharp
but controlled folding of microsized plates by redox-induced,
reversible oxidation and bending. This system is an excel-
lent manipulation of a folding arm suitable for working with
micrometer-sized objects [268]. Later on, this work was fur-
ther modified and a complete arm including functions of

PAn PAn++

N N N N
H H

H H

n n
–2e–

+2e–

∆Z

Ag (RE)

Au (CE)

(WE)

teflon celllaser

photodiode

6 cm

+ +

Figure 15. The system used for in-situ electrochemically induced stress
measurements on the cantilever. Reversible electrochemical redox reac-
tion of PAn and resulting lever deflection is shown in inset. Reproduced
with permission from [272], M. Lahav et al., Angew. Chem. Int. Ed. 40,
4095 (2001). © 2001, Wiley-VCH.

elbow, wrist, and hand with fingers was constructed by a
suitable modification of the earlier system [269–271]. This
system works in micrometer dimension and can move with
micrometer-sized objects within an area of about 250 �m ×
100 �m, making the microrobot an excellent tool for sin-
gle cell manipulation. The handling, transport, separation,
and detection of cells and biomolecules, which should be
essentially done in a very small volume of liquids, should be
easier by these actuators. These microactuators, also termed
as micromuscles, could be further modified so that they can
be used to move plate, open and close boxes, and close
microvials under complete control.

Very recently, the designing of an electrodriven cantilever
has been reported [272] by the electrochemical deposition
of PAn on one side as shown in Figure 15. On oxidation
of the polymer, the micromachine is subjected to a stress
generated by the electrostatic repulsion and the correspond-
ing swelling of the polymer layer. As a result, the can-
tilever undergoes deflection and on reduction of the polymer
the stress is released and the cantilever is retracted to the
original position. This way, the micrometer-sized cantilever
(length 160 �m, thickness 0.6 �m) can generate a stress of
∼2–∼4 Nm−1. These examples can establish that conducting
polymers in their nanoscopic forms are extremely intelligent
candidates for versatile applications.

8. CONCLUSIONS
Keeping pace with the ongoing trend of miniaturization,
a group of conducting polymer-based nanomaterials has
also been launched—synthesis, characteristics, and a few
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applications of which are described in this article. However,
parallel with their application potential, ICP-based nano-
materials have raised excellent scientific interest favoring
the true understanding of fundamental properties of them-
selves. At the same time, synthesis of these nanomaterials
and successful designing of the nanodevices indicate the suc-
cessful steps toward overcoming intractability of conducting
polymers.

It is interesting to note that the attempt to obtain con-
ducting polymers in different nanodimensional forms (nano-
particles, nanotubules, nanolayers) was started more or less
at the same period by different research groups. Attempts
to synthesize each of these materials were commenced with
the template-guided polymerization route, which at a later
stage, was replaced by more efficient, template-free routes.
However, the template-free methods very often give rise
to materials poorer in quality. Considering the scientific
and technological aspects, the versatility of synthesis tech-
niques and application aspects, the present status of research
and development on these different branch nanomaterials
is almost at the same stage. The conduction mechanism in
these hybrid materials and/or nanostructured materials has
not been properly explored until now.

The interesting point to observe is that the research on
conducting polymer nanostructures was primarily centered
on optimization of the synthesis techniques; the application
aspect of the synthesized materials was explored later on.
Therefore, the application potential of a large fraction of the
earlier work on nanocomposites and nanotubules, etc. was
not properly explored. But the recent trend in this respect is
to synthesize the nanomaterial according to its specific use.
This difference in the trend of work is very obvious from the
present discussion on the ICP nanodevices. Recently, there
has been wealth of research and development on the synthe-
sis and application of such nanomaterials, and new polymers
with novel application potential are also being introduced
day by day [273, 274]. Nanostructures formed from inher-
ently conducting polymers have recently been reviewed by
Wallace and Innis [275]. It seems that conducting polymer
nanomaterials are no longer difficult to get in hand: proper
utilization of them should bring revolution to the world of
lightweight, miniaturized devices.

GLOSSARY
Actuator A device that performs through conversion of
electrical energy into mechanical energy.
Ammonium peroxodisulphate (APS) (NH4)2S2O8, efficient
oxidant for aniline polymerization.
Biosensor An analytical device that detects biomolecules
in the system or biologically produced signals.
Brunauer–Emmet–Teller (BET) equation meant for multi-
layer adsorption of gases on solid surface. Total surface area
of a granular solid can be derived from this equation.
Colloid A stable dispersion of nanodimensional particles
in a solvent. The dispersion can pass through ordinary filter
paper.
Inherently conducting polymers (ICP) Polymers with
conjugated double-bonded backbone that can show sig-
nificant electronic conductivity after doping with suitable

dopants. ICPs are generally semiconductors (p-type) having
versatile novel properties and important applications.
Microelectronics Branch of electronics that deals with
electronic junctions and devices smaller than 50 �m.
Nanocomposite A composite that combines at least one
nanodimensional component with a polymer or other
material.
Nanoparticle A particle with diameter ≤100 nm.
Nanotube/nanowire/nanorod A tube/wire/rod having diam-
eter ≤100 nm.
Percolation threshold In an insulator-conductor, bi-com-
ponent system, a critical fraction of conducting component
is reached above which macroscopic conductivity of the sys-
tem shows an inflexion. This particular limit is termed as
percolation threshold.
Scanning electron microscopy (SEM) that reveals the sur-
face morphology of a solid by analyzing the electron beam
reflected from the surface.
Steric stabilization Prevention of macroscopic percipita-
tion of a growing polymeric solid by using a soluble poly-
meric support. The precipitated polymer is supposed to be
covered by the shell of the soluble polymer.
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1. INTRODUCTION
Because new structures and properties are obtained when
dimensions are reduced to nanometric sizes, considerable
effort is being devoted to produce nanomaterials and to
exploit their special properties. Materials with nanoscopic
dimensions not only have potential technological applica-
tions in various areas but also are of fundamental interest in
that the properties of a material can change in this transition
from bulk to molecular scale.
Polymeric systems are a field of increasing scientific and

technical interest, offering the opportunity to obtain a broad
variety of promising new materials, with a wide range of
properties and potential applications. The properties of
these polymers are strongly dependent on their microstruc-
ture and morphology, which are mainly determined by their
synthesis conditions [1–23]. The most important considera-
tion from a chemical viewpoint is that tailored properties are
obtained when polymers are prepared with enhanced molec-
ular and supermolecular order and, consequently, contain

fewer conjugation-interrupting defects, such as sp3-hybrid
carbons or twists and kinks in the polymer chain [4–56].
Among the different strategies to synthesize ordered

materials reported in the literature, template synthesis is a
very promising and powerful tool [7]. This technique consists
of including inorganic or organic constituents (guests) inside
the void spaces of host materials. These void spaces act as
a template, determining the shape, size, and in many cases
the orientation of the compound produced. A composite is
obtained when the host matrix maintains its integrity. Details
and the most recent advances of this technology applied to
obtain conducting polymers on the nanoscale are described
in this chapter.

2. CONDUCTING POLYMERS

2.1. History and Applications

Since the first studies on the chemistry and production
of synthetic polymers were related to saturated macro-
molecules, which are excellent electrical insulators, the tech-
nological applications of these materials with respect to
their electrical properties are often directed to exploit their
capacity as insulators. However, electronically conducting
polymers possess different properties related to their redox
behavior. In these materials, unsaturated chemical bonds
contain unpaired electrons, which can be delocalized along
the polymer chain. This characteristic provides interesting
electronic properties, which can be exploited in several
applications. In 2000 the world scientific community rec-
ognized the importance and the potential applications of
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this class of materials when Shirakawa, Heeger, and Mac-
Diarmid (prominent scientists in conducting polymer stud-
ies) were awarded the Nobel Prize in Chemistry for their
research in this field [8].
Although conducting polymers are considered to be new

materials within the most recent generation of polymeric
materials [9], the first work describing the synthesis of what
is now recognized as a conducting polymer was published
in 1862 [10]. “Aniline black” was prepared from the anodic
oxidation of aniline and, although its electronic properties
were not established, a color change observed upon switch-
ing potential (later defined as electrochromism) was also
reported [11]. Despite these initial works, the discovery of
conducting polymers as materials which present reasonable
electrical conductivity is attributed to Shirakawa et al. [12],
who exposed freestanding films of polyacetylene to vapors of
chlorine, bromine, iodine, arsenic pentafluoride, or sodium,
obtaining an increase of 12 orders of magnitude in the
electrical conductivity at room temperature. This amazing
discovery was based on several studies initiated by Natta
et al. [13] and Hatano et al. [14]. Natta’s group described the
synthesis of polyacetylene (PA) and Hatano et al. obtained
the first results on the electrical conductivity of PA. Nowa-
days, the field of conducting polymerns is well established,
and researchers are striving to arrive at materials with opti-
mized properties so that all possible commercial applications
can be fully exploited.
Conducting polymers are interesting materials because

they present the electrical, electronic, magnetic, and opti-
cal properties inherent to metals or semiconductors, while
retaining mechanical properties close to those observed for
conventional polymers. These properties open new possibil-
ities for technological applications. For example, the color
change induced by the electrochemical doping–undoping
enables the use of these materials in the manufacture of
multichromic displays or electrochromic windows [15]. Tak-
ing the hole-injecting properties of these polymers under an
applied potential or current, flexible light emitting diodes
(LED) [16, 17] and light emitting photoelectrochemical
cells have been developed [18, 19]. The photovoltaic effect
observed in a conducting polymer�electrolyte interface, by
irradiating it with energy higher than the polymer bandgap,
has been a focus of attention due to the possibility of pro-
ducing photoelectrochemical cells [20–23]. Other proper-
ties also suggest the use of conducting polymers as active
components in batteries and capacitors [24–26], biosensors
[27, 28], drug-releasing agents [29], gas separation mem-
branes [30], electromagnetic radiation shielding [31], and
conductive textiles [32].
Such unique properties are different from those that orig-

inate from a physical mixture of insulating polymers with
conducting fillers. In intrinsic conducting polymers, the con-
ductivity is related to the delocalization of �-bonded elec-
trons over the polymeric backbone, coexisting with unusual
electronic properties, such as low energy optical transitions,
low ionization potentials, and high electron affinities [33].
This phenomenon is a consequence of the presence of the
conjugated C C double bonds in the polymer backbone,

as seen in the molecular structures of the repeating units of
some conducting polymers (Fig. 1) [34].

2.2. Electrical Conductivity: Electron
Delocalization, Oxidation,
and Doping Processes

After the Nobel laureates’ pioneering work on highly con-
ductive polyacetylene [12], much effort has been devoted
toward finding a satisfactory explanation for this phe-
nomenon. Electronic conduction in conjugated C C dou-
ble bonds is achieved with electron delocalization, which
only occurs if charge carriers have the mobility to carry the
charge throughout the chains. Shirakawa et al. [12] showed
that the electronic conductivity of polyacetylene changes
dramatically when cations or anions are incorporated into
the polymer. In analogy to inorganic semiconductors, where
an external agent is also incorporated into the matrix to
promote conductivity, the species that increased the elec-
tronic conductivity of conducting polymers were designated
“dopants.” Thus, by “doping” a semiconductor organic poly-
mer, the conductivity changes from 10−15–10−10 S cm−1 to
values arriving at 104 S cm−1. The doping process distin-
guishes conducting polymers from all other kinds of poly-
mers. The controlled addition of known, small (<10%)
nonstoichiometric amounts of chemical species results in
dramatic changes in the electronic, electrical, magnetic, opti-
cal, and structural properties of the polymer. The initial
studies involving doping are now defined as chemical doping
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Figure 1. Structure of the �-conjugated conducting polymers.
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by charge transfer [9], and an example is the treatment of
trans-polyacetylene with an oxidizing agent to produce the
p-doped parent polymer [35].
The phenomenon of electronic conduction in polymers

was based on early theories on the same phenomenon seen
in studies of inorganic semiconductors, the band model.
Basically, the electrical properties were related to the width
of the energy gap (Eg) between the valence band and the
conduction band. Based on these concepts, Su et al. [36]
proposed a unidimensional model based on the existence
of structural defects in the polymer backbone originating
during polymerization, with the formation of radicals in the
undoped state. This delocalized defect can move as a solitary
wave in trans-polyacetylene and is called a neutral “soliton”
in field theory and, by oxidation or reduction, it is possi-
ble to remove or add electrons, giving rise to positively or
negatively charged solitons (Fig. 2). These species can move
along the PA backbone carrying charge but no spin (spin-
less). If an electron is added to the cation or taken away
from the anion, a neutral radical soliton is again established.
In a mechanism involving solitons, electron conduction

involves only fully occupied bands in the ground state and
leads to the formation of a half-occupied electronic level
(one electron) within the gap. This model was initially
challenged [37] as it did not explain the fact that the con-
ductivity of PA, poly(p-phenylene), poly(p-phenylene viny-
lene), poly(p-phenylene sulfide), and polypyrrol (PPy) could
be associated with charge carriers having zero spin (spin-
less) and not to unpaired electrons [38]. Furthermore, poly-
heterocyclic conducting polymers do not possess degenerate
ground states, making conduction by solitons improbable in
these materials.
The initial species formed by ionizing polyheterocycles is a

radical ion that has both spin and charge, called a “polaron”
[39–42]. A polaron is a positively charged hole site (radical
cation) or a negatively charged electron site (radical anion),
plus a lattice relaxation (distortion) around the charge pro-
ducing electronic levels within the gap. Theoretical models
demonstrate that two radical ions (polarons) react exother-
mically to produce a dication or a dianion (bipolaron). The
former is thermodynamically more stable than two polarons,
due to electronic repulsion exhibited by two charges con-
fined in the same site, and causes strong lattice distortions.
Briefly, there are two models concerning the conductivity

of conducting polymers. The first has a degenerate ground

oxidation reduction

.+ -

Figure 2. Schematic representation of solitons in trans-polyacetylene.

state and solitons as the most important phenomenon. The
second model, used for polyheterocyles, has polarons and
bipolarons as the charge carriers and the dominant charge-
storage configurations.
Solitons and polarons–bipolarons explain the electronic

motion along the same segments of a polymer chain, but
Mateeva [43] proposed that charge transport also occurs by
interchain hopping of charges, as seen in Figure 3. In this
model, three elements contribute to the overall conducitvity:
(A) single chain or intramolecular transport, (B) interchain
transport, and (C) interparticle contact. These elements com-
prise a complicated resistive network, which determines the
effective mobility of the carriers.
Thus, the mobility and the conductivity are determined

on both microscopic (intra- and interchain) and macro-
scopic (interparticle) levels [44]. Experimental determina-
tions of mobility of the charge carriers in PA films confirmed
that interchain and interparticle transports are the limiting
factors for conduction [45]. It can be seen that, although a
particular molecular structure theory might predict a lower
conductivity based on single-chain conjugation, the conduc-
tivity observed could occur due to morphologically con-
trolled interparticle effects. Briefly, interchain interactions
are the most important fact that contributes to the occur-
rence of charge transport in polymer films [46, 47].
As stated before, electron delocalization along the poly-

mer chain requires the partial oxidation or reduction of the
chain by introducing an external agent called a dopant. In
the first work concerning electronic conductivity in poly-
acetylene, the polymer was submitted to oxidizing and
reducing agents, as shown in the scheme

�CH�n + nyX −→ 	�CH�+yXy−�n

�CH�n + nyM −→ 	�CH�−yMy+�n

This process was called “chemical doping.” Although this
method produces highly conductive materials, one of the
most interesting properties of conducting polymers is the
possibility of modulating the electrical (and other) properties

A

A

A

A

B

B

B

B

BC

C

C

Figure 3. Several mechanisms of charge transport in a conducting poly-
mer: (A) single chain or intramolecular transport, (B) interchain trans-
port, and (C) interparticle contact.
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by controlling the doping process and the concentration of
the dopant. Unfortunately, chemical doping generally leads
to completely doped polymers.
To solve this problem, “electrochemical doping” is an

alternative to be considered. In this method, the doping
level is precisely controlled by an external potential applied
though an electrode. It supplies the charge necessary to oxi-
dize or reduce the polymer film conveniently deposited on
a conductive substrate [9]. The first work concerning this
concept was published by the same group who introduced
the chemical doping as a way to achieve high conductiv-
ity in polymers [48]. In electrochemical doping processes,
the charge generated in the polymer chain is compensated
by ionic diffusion from the electrolyte to the polymer film
and these ions play the role of dopants. Figure 4 shows
both p- and n-electrochemical doping processes in a poly(3-
methylthiophene) film.
In certain cases (e.g., in polyanilines), the doping pro-

cesses can take place with no redox reactions. The degree of
oxidation of polyaniline (PAni) and its derivatives can range
from a fully reduced form to a completely oxidized one [49].
Figure 5 shows the oxidation degree of the polyanilines:
leucoemeraldine (fully reduced), emeraldine (partially oxi-
dized), and pernigraline (fully oxidized). In this case, all oxi-
dation states are in the so-called “base form” and, although
the oxidation degree was altered, the electronic conduction
does not reach reasonable values.
The emeraldine base form reacts with dilute acids (e.g.,

HCl) to give rise to the corresponding salts, with protona-
tion occurring mainly at the imine nitrogen atoms. This reac-
tion is accompanied by an increase of approximately 9–10
orders of magnitude in conductivity of the polymer, reach-
ing 5 S cm−1. Thus, instead of redox reactions, electronic
conductivity in polyanilines occurs only for the emeraldine
form and is dependent on the protonation degree. This is
interpreted on the basis of a p-type doping process and,
in contrast to other polymers, does not induce changes in
the number of electrons associated with the polymer chain.
According to MacDiarmid and Espstein [49], the high con-
ductivity of PAni emeraldine salt is mainly related to a highly
symmetrical �-delocalized structure.
“Photodoping” in conducting polymers is achieved when

the material is exposed to radiation with energy greater than
its bandgap. This kind of doping does not involves dopant
insertion into the backbone and the doped material quickly
returns to the parent-undoped polymer if the incident radi-
ation is discontinued [35]. The polymer chain is simultane-
ously oxidized and reduced, producing free electrons and
holes. Recombination of the charge carriers can occur as
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Figure 4. Electrochemical (a) p- and (b) n-doping processes observed
for poly(3-methylthiophene) in an electrolyte containing LiClO4.
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Figure 5. Polyaniline in different states of oxidation, ranging from leu-
coemeraldine to pernigraniline.

either radiative or nonradiative decay. When one of the pho-
togenerated charge carriers (electron or hole) is collected
by other species, the photodoping method finds application
in several devices to convert light into electricity, such as
photovoltaic devices and photoelectrochemical cells.
The basic processes to achieve efficient solar energy con-

version in photoelectrochemical cells are well understood
[50] and charge carriers generated in the photodoping pro-
cesses can be conveniently converted into electricity if the
electrolyte contains redox species to collect and transport
the charge. The photodoping phenomenon in conducting
polymers and the energy position of the bands govern the
nature of the redox species to be used. Solution species are
reduced at the surface of an irradiated p-doped polymer,
while oxidation occurs at an irradiated n-doped polymer
[51, 52]. Redox species are not incorporated into the poly-
mer because the photodoping phenomenon is not accompa-
nied by dopant insertion. Figure 6 shows an example of the
charge generated (and collected by the external circuit) by
photodoping of poly(4,4′-dipentoxy-2,2′-bithiophene) [53].
In this experiment, oxygen dissolved in the electrolytic
medium plays the role of the redox species. Furthermore, if
a potential is applied during irradiation, electrons and holes
separate and photoconductivity is observed [35].
The doping process can occur by charge injection at

the metal–semiconductor interface. In the case of the
photodoping method, electron–hole pairs exist only while
light is shining on the polymer. For charge injection at a
metal�semiconductor interface, electron–hole pairs are sep-
arated while a bias voltage is applied across the heterojunc-
tion. By this method, the conducting polymer can be used
as active material in field effect transistors and LEDs.
Doping processes in conducting polymers lead to a new

material, with little or no degradation of the polymer
chain, and reversibility of this phenomenon is one of the
most important features of these materials. This ability
to be cycled between charged and neutral states forms
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Figure 6. Photoresponse of a poly(4,4′-dipentoxy-2,2′-bithiophene) film
submitted to −0�3 V (vs. Ag\AgCl) and polychromatic irradiation of
100 mW cm−2 using a 0.1 mol L−1 (C4H9�4NClO4 solution in CH3CN
as electrolyte.

the basis of the applications of conducting polymers in
secondary (rechargeable) batteries and electrochromic dis-
plays. Indeed, the large spectrum of applications of conduc-
tive polymers using the variation of their properties upon
“doping” has attracted the attention of many researchers.
Recently, Heeger [9] associated the method used to dope
conducting polymers with possible technological applications
for these materials, as can be seen in Table 1.

2.3. Synthesis

Since the first reports on the conductivity in polymers, many
alternatives have been proposed to produce these materials.
Although polyacetylene was the first conducting polymer to
be studied in detail, other polymers also have been exten-
sively investigated because of the low environmental stabil-
ity of polyacetylene. Thus, polyheterocycle polymers, such
as polypyrrole, polyaniline, polythiophene, and their substi-
tuted derivatives, are nowadays materials in the spotlight.
Indeed, much of the work relating the encapsulation of con-
ducting polymers in hosts (which is the scope of this chapter)
is devoted to composites based on these three families of
polymers. Thus, we have limited this discussion only to the
most used methods to prepare these conducting polymers.

Table 1. Doping mechanisms in conducting polymers and the related
applications [9].

Doping mechanism Applications

Chemical doping transparent electrodes, antistatics
EMI shielding

Photodoping photoinduced electron transfer
photovoltaic devices
tunable NLO properties

Electrochemical doping electrochemical batteries and capacitors
electrochromic devices
light-emitting electrochemical cells

Interfacial doping FET
tunneling injection in LED

There are two ways to synthesize conducting polymers:
the “classical chemical synthesis” and the “electrochemical
method.” The polymerization process occurs by oxidation
of the monomer and, for the chemical methods, an oxidiz-
ing agent is used. In electrochemical synthesis, an external
potential or current is used to oxidize the monomer. When
choosing one methodology instead of the other, one must
take into account the final properties of the resulting prod-
ucts as well as the applications where the material will be
used. For example, in-situ electrochemical polymerization
is usually preferred in technological applications where a
modified electrode is required. Otherwise, chemical synthe-
sis of conducting polymers usually leads to larger quantities
of material. As will be seen, a new approach to chemical
synthesis also enables the preparation of regioregular poly-
mers. Chemical synthesis of soluble polymers also permits
the deposition of films by spin-coating, spraying, or casting.
Chemical methods consist of the direct oxidation of the

monomer with an appropriate chemical oxidant. Anilines
and pyrroles require a lower potential to be oxidized when
compared to thiophenes. Pyrrole is one of the most easily
oxidized monomers and there is a great variety of oxidizing
agents that can be used in the polymer synthesis, such as
the salts of Fe(III) and Cu(II). Polypyrrole powder with a
conductivity of 200 S cm−1 has been prepared by oxidizing
the monomer with FeCl3 [54].
Polythiophenes can also be obtained by direct oxidation

of the monomer by an oxidizing agent, such as Fe(III) or
other transition metals. However, it is difficult to control
the final properties of the first in direct oxidation of thio-
phenes, and other reactants have been explored for use
in the preparation of polythiophenes by chemical polymer-
ization. Organometallic coupling reactions have been used
with success to produce polythiophenes, based on Ni or Pd
catalyzed reactions. For example, in Ni-catalyzed reactions,
dibromothiophenes react with Mg to produce the corre-
sponding Grignard reagent, and the polymerization occurs
by polycondensation catalyzed by Ni(bipyridine)2+2 [55]. For
polythiophenes, regioregular structures have been obtained
by chemical methods. Hoffmann et al. [56] synthesized a
series of poly(3,3′-dialkyl-2,2′-bithiophenes) by chemical oxi-
dation of regioregular alkylated thiophenes and verified that
the length of the alkyl chain could be related to the solubility
and the electrical conductivity of the product.
Chemical methods are also largely used to produce

polyanilines by oxidizing the monomer with a great variety
of agents, such as ammonium persulfate, manganese oxide,
chromium oxide, and hydrogen peroxide. Unlike pyrroles
and thiophenes, the oxidation of anilines is usually done
in aqueous acid media [57]. The acid medium is nec-
essary because, as mentioned, polyanilines are doped by
nonredox processes and electrical conductivity only occurs if
the polymer is protonated. The monomer/oxidant ratio has a
strong influence on the electrical conductivity of the former
and on the polymerization yield [58]. According to Geniès
et al. [59], polymer degradation takes place if a high concen-
tration of oxidant is used. The emeraldine salt obtained by
chemical synthesis of polyaniline in a HCl medium presents
electrical conductivity of 5 S cm−1 and treatment with a weak
base, typically NH4OH, leads to the emeraldine base with a
conductivity of ca. 10−9 S cm−1.
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Electrochemical synthesis is convenient to produce
polymer films deposited on electrodes. The electrochem-
ical synthesis of a given conducting polymer can be
achieved by galvanostatic or potentiostatic methods in three-
electrode/one-compartment electrochemical cells. The syn-
thesis solution, generally nonaqueous, contains the monomer
and a supporting electrolyte. The latter provides the con-
ductive medium and the dopant anions. An important fea-
ture of the oxidative electropolymerization reaction is that
it proceeds with electrochemical stoichiometry, with values
generally in the range of 2.1–2.6 F mol−1, depending on the
type of polymer and the electrosynthesis conditions. Poly-
mer formation requires two electrons per monomer and the
excess charge corresponds to p-doping of the polymer. By
controlling the charge in the cell it is possible to moni-
tor the thickness of the polymer film. Moreover, by chang-
ing the nature of the dopant ion (electrolyte salt) or the
value of the electrodeposition current density or voltage
the physicochemical properties and the morphology of the
final polymer can also be controlled [60]. Electropolymer-
ization is the preferential method for preparing conduct-
ing polymers because the resulting products are “clean”
and generally do not require extraction from the initial
monomer/oxidant/solvent mixtures. Besides, electrochemical
synthesis offers the additional advantage of homogeneous
incorporation of the dopant counterions into the polymer
films.
PPy can be obtained by electrochemical synthesis on Pt

substrates, producing a strongly adherent, durable film with
good electronic and conductivity properties [61]. PAni can be
easily prepared by electrodeposition of the film from highly
acidic (e.g., H2SO4 or HClO4� aqueous solutions, since its
electroactivity is promoted by protons [62]. Depending on
different solvent/acid media the films of PAni display signif-
icant variations in structure and properties [59]. Thiophene,
benzene, phenol, and other aromatic hydrocarbons have also
been electrochemically polymerized [63]. The use of func-
tionalized acids as dopants in PAni and its derivatives has
contributed to increase solubility, promoting a better com-
patibility between polymer and solvent [58].
Although chemical and electrochemical syntheses require

different conditions for the production of high quality
polymers, the mechanism accepted for polymerization is
basically the same for both methods. Figure 7 shows a
typical mechanism for the polymerization of pyrroles and
thiophenes. The initial step in the process is monomer oxi-
dation to form a radical cation. For polypyrroles and poly-
thiophenes, ideal chain growth is obtained by 2,5-coupling
of the pyrrolic or thiophenic rings (Fig. 7). In this case,
the linear product has the highest conjugation in the chain
and all properties are optimized. Although the 2,5-coupling
is preferential, it is also possible that the reactions pro-
ceed at positions 3 and 4 of the rings. This alternative path
can lead to branched polymers with undesirable proper-
ties. Basically, attaching substituent groups to the 3- and/or
4-positions minimizes the occurrence of ,� coupling during
the polymer synthesis, resulting in more regular structures
with enhanced properties [64]. Fewer ,� linkage defects
in the final structures lead to more effective conjugation,
which is an essential feature for more conductive final prod-
ucts. Furthermore, other effects derived specifically from the
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Figure 7. Mechanism for the formation of polypyrroles and polythio-
phenes.

substituent group also contribute to increase the electrical
conductivity.
A similar mechanism was proposed by Geniès et al. [65]

for the polymerization of aniline. 1,4-Couplings are needed
to produce linear polymers with this monomer. Figure 8
presents this mechanism, supposing that only 1,4-couplings
occur in the polymerization. As mentioned, branched poly-
mers are not desirable because electron delocalization is
precluded in nonlinear chains.
The next section discusses the effect of the structure on

the properties of the polymers.
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2.4. Structure–Property Relationship

The close relationship between polymer properties and their
structures is the most interesting characteristic of such mate-
rials because few variations in the polymer chains, such as
the inclusion of pendant groups or the modification of the
molar mass, lead to the preparation of materials with dif-
ferent characteristics. Among the several characteristics that
make conducting polymers unique materials, electrical con-
ductivity was the first property studied. This property is basi-
cally related to the presence of conjugated double bonds
along the polymer backbone, as can be seen in Figure 1.
These bonds can be aliphatic (as in PA) or aromatic (in
PAni) and allow �-electron delocalization along the poly-
mer structure. Electrical conductivity is strongly dependent
on the doping agent and can be changed by several orders of
magnitude as the dopant nature or concentration is altered
[66].
The nature of the doping agent also affects the mechan-

ical properties of conducting polymers. Self-standing films
of polypyrrole are obtained using surfactant salts as doping
agents [67]. Polyaniline is a nonmelting and nonprocessable
material when doped with HCl; however, it shows elas-
tomeric behavior when doped with sulfonic acids [68, 69] or
phosphoric acid esthers [70, 71]. Changes in the mechanical
behavior are associated with plastification effects induced
by amphifilic dopants. Microcrystalline domains obtained
by casting polyaniline solutions induce pseudo-cross-linking
that permits the formation of flexible films [72].
The strongly conjugated �-electron system present in con-

ducting polymers makes most of these materials insoluble in
ordinary organic solvents. Changing their structures by intro-
ducing pendant groups is an alternative to make them more
soluble. Qiao et al. [73] studied the influence of different
alkyl substituents on the properties of polythiophenes and
concluded that alkyl chain lengths up to about 10–12 car-
bons induce the formation of layered structures in the parent
polythiophene. Alkyl side chains of appropriate length also
contribute to making the polymer more soluble, in organic
solvents, which broadens the possibility of using it in tech-
nological applications [73, 74].
As increases in the length of the polymer chain inten-

sify electron delocalization, it could be supposed that the
electrical conductivity is proportional to the chain length.
However, Gruber and Utley [75] prepared several oligomers
of p-phenylene-vinylene and showed that the electrical
conductivity remains unchanged independent of the num-
ber of monomeric units. These results indicate that Mat-
teva’s proposition [43], about the conductivity occurring
by intermolecular carrier mobility, is probably correct for
this polymer. On the other hand, another article reported
that increasing the molar mass of polyaniline from 15,000
to 174,000 g mol−1 changed the conductivity from 1.2 to
17 S cm−1. However, there is no consensus on whether the
enhanced conductivity is a function of the increased molar
mass or is due to the crystallinity degree [76].
As stated, electrical conductivity is also proportional to

the crystallinity degree because closer intermolecular dis-
tances occurring in the crystalline phase make it easier for
the carriers to hop among the chains [76]. Thus, branched
chains produced by ,� coupling during polymer synthesis

induce lower conductivity values, because branched macro-
molecules are less crystalline. Besides, the presence of
branching also generates traps that hamper the charge car-
rier mobility along the polymer backbone. Basically, attach-
ing substituent groups to the 3- and/or 4-positions minimizes
the occurrence of ,� coupling during polymer synthesis,
producing more regular structures [64]. Fewer ,� linkage
defects in the final structures lead to a more effective con-
jugation, which is an essential feature to arrive at more con-
ductive final products. Furthermore, other effects derived
specifically from the substituent group also contribute to
increasing the electrical conductivity. Moreover, those func-
tionalized polymers with longer alkyl chains have been used
to produce more regioregular structures. Roncali et al. [77]
verified that no irregular head-to-head or tail-to-tail cou-
plings are observed in the product obtained from the elec-
trochemical polymerization of 3-(3,6-dioxaheptyl)thiophene.
As discussed, the complex morphology of conducting

polymers plays a crucial role in their physical properties. In
general, conjugation length, interchain interactions, and the
extent of disorder are significant parameters that govern the
final characteristics of the resulting polymer [78].
Figures 7 and 8 show the mechanisms for the ideal growth

of conducting polymer chains to obtain linear backbones.
However, other kinds of coupling can occur during the poly-
merization. Although preferential couplings during polymer-
ization of pyrroles and thiophenes occur in positions 2 and 5,
secondary reactions are possible in positions 3 and/or 4,
leading to branched products. Figure 9 shows possible struc-
tural defects that can occur in a polypyrrole chain [79].
A similar phenomenon is observed in polyaniline synthesis,
where polymerization in position 2 leads to pendant groups
that affect electron delocalization.
Electrical conductivity in solid-state systems is dependent

on the number of charge carriers and on the mobility of
these carriers. Inorganic semiconductors possess few charge
carriers, but these carriers have high mobility, due to the
high crystallinity degree and purity presented by these mate-
rials. Otherwise, conducting polymers have a high number
of charge carriers with low mobility. The low mobility of
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charge carriers is attributed to structural defects, as shown
in Figure 9. For this reason, the production of polymers with
optimized values of electrical conductivity is directly related
to the increase of the mobility of the carriers. Indeed, the
possibility of controlling the electronic and optical prop-
erties of a conducting polymer by tailoring the organic
molecular structure (precluding structural defects) will open
new possibilities of using these materials in technological
applications.
One of the most promising alternatives to produce con-

ducting polymers with fewer structural defects is the encap-
sulation of the polymer chains in the internal cavities of
host structures. Among the possibilities of achieving encap-
sulated polymers, the “template synthesis” of the conducting
polymers in cavities, pores, and lamellae has been explored
to produce highly ordered polymer chains with optimized
characteristics.

3. CONDUCTING POLYMERIC
NANOMATERIALS

3.1. Preparing Conducting Polymers
by Template Synthesis

Conjugated polymers have many potential applications,
most of which are related to their conductivity. In these
materials, the chemical bonding leads to one unpaired elec-
tron per carbon atom. Moreover, �-bonding, in which the
carbon orbitals are in the sp2pz configuration and in which
the orbitals of successive carbon atoms along the backbone
overlap, leads to electron delocalization along the backbone
of the polymer. This electronic delocalization provides the
“highway” for charge mobility along the backbone of the
polymer chain. Consequently, doped conjugated polymers
are good conductors for two reasons [9]:

i. Doping introduces carriers into the electronic struc-
ture. Since every repeating unit is a potential redox
site, conjugated polymers can be n-type (reduced) or
p-type (oxidized) doped to a relatively high density of
charge carriers [80].

ii. The attraction of an electron in one repeating unit to
the nuclei in the neighboring unit leads to carrier delo-
calization along the polymer chain and to charge car-
rier mobility, which is extended into three dimensions
through interchain electron transfer.

Disorder, however, limits carrier mobility and, in the
metallic state, limits the electrical conductivity. In most
of the cases, this disorder consists of the presence of
conjugation-interrupting defects, such as sp3-hybridized car-
bons or twists and kinks in the polymer chain [38, 81].
Ioffe and Regel [82] argued that, as the extent of disorder
increased in a metallic system, there was a limit to metal-
lic behavior; when the mean free path becomes equal to
the interatomic spacing, coherent metallic transport would
not be possible. Thus, the Ioffe–Regel criterion is defined
in Eq. (1), where kF is the Fermi wave number and l is the
mean free path:

kF · l ≈ 1 (1)

In Eq. (1), the metallic regime corresponds to kF · l � 1;
however, this truly metallic regime has not yet been achieved
with conducting polymers. Based on the Ioffe–Regel crite-
rion, Mott and Davis [83] proposed that a metal–insulator
transition must occur when the disorder is sufficiently large
that kF · l < 1. In the limit, where kF · l 	 1 (i.e., where
the strengh of the random disorder potential is large com-
pared to the bandwidth), all states become localized and the
system is called a “Fermi glass.” Fermi glass is an insula-
tor with a continuous density of localized states occupied
according to Fermi statistics. Although there is no energy
gap, the behavior is that of an insulator because the states
of the Fermi energy are spatially localized.
Generally, conjugation-interrupting defects are intro-

duced during the synthesis that, as previously mentioned,
involves in the first step the formation of cation radicals.
The further fate of this highly reactive species depends on
the experimental conditions. In favorable cases the next step
is a dimerization reaction and stepwise chain growth pro-
ceeds via association of radical ions (RR route) or of a
cation radical with a neutral monomer (RS route) [84, 85].
Even in these cases, parallel dimerization reactions might
occur, leading to different products or to a polymer with
a disordered structure. If the synthesis conditions are not
carefully optimized, a mixed material is obtained, contain-
ing electrochemically active and conducting as well as inac-
tive and insulating portions [86]. It has been demonstrated
that, in the synthesis of polypyrrole, the current density is
a crucial parameter. At low current densities its structure
is dominated by one-dimensional chains, while at high cur-
rent densities two-dimensional microscopic structures of the
polymer are formed. The structure substantially affects
the conductivity of the polymer phase. The conductivity of
the two-dimensional (2D) form is higher and its tempera-
ture dependence is lower, which is of importance when this
polymer is used for practical purposes. Detailed studies have
shown that short 1D chain segments acting as tunneling bar-
riers interconnect the higher conductive 2D islands [87, 88].
In the case of polyaniline, assuming that polymerization

does occur via a radical intermediate, coupling is possi-
ble at all three positions on the ring (albeit with differing
probabilities) and a number of alternative products to the
emeraldine-based structure can be envisaged, including both
head-to-head and head-to-tail coupling of the monomer
units. The conductivity can be varied over 15 orders of mag-
nitude under appropriate synthesis conditions, up to a max-
imum of 102 S cm−1, typical values being 10−3–10−2 S cm−1

when oxidized and 10−2–10−1 when reduced, although mate-
rial with predominantly meta-coupling has a very low con-
ductivity (10−15–10−14 S cm−1� [84].
Indeed, research directed toward conjugated polymers

with improved structural order and hence higher mobil-
ity is a focus of current activity in the field. In princi-
ple, disorder can be controlled. Experimental studies have
established that, for conducting polymers, the electrical
properties improve as the degree of chain extension and
chain alignment are improved. In polymers with enhanced
supermolecular order, the polymer chains are ordered via
stretching and/or crystallization of the polymer. Using these
approaches, conductivity values in excess of 100,000 S cm−1

have been achieved for highly ordered polyacetylene [89],
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which is near that of copper. Unfortunately, the doped forms
of polyacetylene are so reactive that it appears unlikely
that this material will be useful for any of the proposed
applications of conductive polymers [90, 91]. Conductivity
values for more chemically stable materials (heterocyclic
conjugated polymers) are many orders of magnitude lower.
Hence, developing strategies for improving the conductiv-
ity of these polymers is an important research objective. In
this context template synthesis appears to be an “elegant
approach” for controlling the extent of molecular and super-
molecular order in electronically conductive polymers.
The underlying principle of the template synthesis tech-

nique is akin to that of producing components through the
use of replication (e.g., die-casting or mold casting, like mak-
ing ice candies out of molds) [92]. The term “replica” poly-
merization was first used by Szwarc in 1954 [93]; this term
was then displaced by “matrix” or “template” polymeriza-
tion. In this technique, materials can be deposited within
the void spaces of the host materials. These void spaces act
as a template that determines the shape, size, and, in many
cases, the orientation of the produced particle. Thus, by car-
rying out the synthesis of conducting polymers in a confined
medium, the polymer chains are forced to align within the
environment of the host matrix and an enhancement of the
conductivity can be expected.
The strategy in using template synthesis involves the

judicious selection of the host material and suitable pre-
cursors to the desired guest(s). There now exists a huge
range of choice of hosts. They can be inorganic, organic,
or organometallic compositional types, with 1D tunnels, 2D
layers, or 3D framework structures [7, 94]. Hosts may be
of insulating, semiconducting, metallic, or superconducting
types or may attain these properties following inclusion of
the chosen guest. On surveying known host structures, one
finds that channel, interlamellar, and cavity dimensions vary
widely in size, separation, and perfection, spanning the size
range from barely being able to accommodate the small-
est ionic or molecular guest all the way to having chan-
nel dimensions of about 5–10,000 Å, interlamellar spaces of
3–50 Å, and cavity diameters of 6–10,000 Å.
The template method has a number of interesting and

useful features [95]. First, it is very general and can be
used to prepare tubules and fibrils composed of elec-
tronically conductive polymers [96–104], metals [105–109],
semiconductors [110, 111], carbons [112], and other materi-
als. Furthermore, nanostructures with extraordinarily small
diameters can be prepared. In addition, when membranes
with monodisperse diameter pores are used as templates,
monodisperse nanostructures are obtained. Finally, the
tubules or fibrils synthesized within the pores can be freed
from the template membrane and collected. Alternatively,
an ensemble of micro- or nanostructures that protrude from
a surface like the bristles of a brush can be obtained.
When the host matrix is not dissolved, a nanocomposite is
produced.
Nanocomposites can be defined as a combination of two

or more phases containing different compositions or struc-
tures, where a least one of the phases is in the nanoscale
regime [7, 113, 114]. Size effects in nanostructured materials
are of great importance from both fundamental considera-
tions and modern practice. It seems of interest to consider

the upper and lower limits of the nanosizes [115, 116]. By
nanomaterials, materials are commonly meant to have the
size of the grains or phases (D) composing their structure
not exceeding 100 nm, in at least one direction. This upper
limit is very arbitrary and its value is dictated by convenience
considerations rather than by physical ones. However, sim-
ple estimations show that, starting from this size, the fraction
of disordered interface regions becomes increasingly notice-
able (this fraction is about 3s/D, where s is the width of
the grain-boundary region and D is the characteristic size);
at reasonable values of s ≈ 0�5–1 nm, this fraction reaches
several percent. On the other hand, the upper limit of D
should correspond to the size that is a characteristic length
of a physical phenomenon (e.g., the free path of carriers
for transport properties, the domain features for magnetic
characteristics, etc.). It is clear that the limiting D values
would differ for different physical–chemical properties and
different materials.
The field of polymer nanocomposites has attracted con-

siderable attention due to the small size of the structural
unit and the high surface-to-volume ratio can result in prop-
erties not found in bulk materials [117–119]. In this way,
new materials with new properties can be obtained and have
wide ranging implications for a variety of areas, including
chemistry, physics, electronics, optics, materials science, and
biomedical science.
The research in polymer-intercalated composites is

not exclusively directed toward obtaining high-conductivity
materials. Other important properties could also be inter-
esting for a variety of applications. All of these aspects will
be discussed in the next sections.

3.2. Development of the Technique

There are several examples in the literature of depositing
materials within the pores of microporous membranes. Bean
[120] first demonstrated the art of filling the pores of a mem-
brane with silver, followed by Possin [121], who used an
electrodeposition technique in the fabrication of thin wires
as small as 400 Å, using mica with etched pores as tem-
plates for the growth of elements of the microstructures.
Williams and Giordano [122] claimed to have reduced the
size to 80 Å after some refinements to this technique. Penner
and Martin began their template-synthesis work in 1985 by
electrochemically synthesizing the electronically conductive
polymer polypyrrole within the pores of a nanoporous poly-
carbonate filtration membrane [96]. Martin et al. coined the
term “template synthesis ” to describe the process whereby
electronically conductive polymers (or other material) are
synthesized within the pores of microporous support mem-
brane [98, 123–127]. Most of the initial work entailed the use
of two types of membranes: “track-etch” polymeric mem-
branes and porous aluminas.
Nowadays a wide variety of nanoporous solids have

been used as template materials. Tonucci et al. [128] have
described a nanochannel array glass with pore diameters as
small as 33 nm and pore densities as high as 3× 1010 pores
per square centimeter. Douglas et al. [129] have shown that
the nanoscopic pores in a protein derived from a bacterium
can be used to transfer an image of these pores to an under-
lying substrate.
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Recently, several papers have reported the use of the uni-
form and straight channels of anodic aluminum oxide (AAO)
films as a template [130–133]. Conducting polymers and
the copolymer nanofibrils obtained have uniform and well-
aligned arrays and their diameters and lengths can be con-
trolled by changing the aspect ratios of the AAO membrane.

3.3. Hosts

“[T]he possibility of assembling a conducting polymer chain
within a non-polarizable porous channel is a fascinating one,
not only because it would yield a true molecular nano-
wire, but also it would allow us to study selectively the
charge transport mechanisms operating along the polymer
chains� � � ” [134].
When contemplating how to make template synthesis or

“well-defined” host–guest inclusions systems, it is pivotal to
really appreciate the effects of the topology and reactivity of
the internal surface of the host on the occluded guest [7].
These factors will control, for instance, details of the chem-
istry between the host and the guest inside the host lattice.
Representative examples of the hosts that have been used
in template synthesis of conducting polymers are shown in
Figure 10.

3.3.1. One-Dimensional Tunnel Hosts
The synthesis of nanoscale organic polymer fibers, cylinders,
and wires has created a tremendous amount of excitement in
several segments of the scientific community [95, 135, 136].

1-D tunnel hosts:

– Graphite tubes

– Nuclepore membranes

– Inorganic tunnels

– Zeolites, molecular sieves

– Soft chemistry

– Aligned polymer channels

2-D layered hosts:

– Graphite

– Oxide, halide and halcogenide layers

– Organic, inorganic LB films

– Self-assembled mono- and multilayers

– Miscellaneous inorganic layers

3-D framework hosts:

– Carbon sieves

– Porous glasses

– Polymer cavities

– Block-copolymer nanodomains

– Zeolites, molecular sieves

– Protein cages

– Inorganic insertion materials

– Buckyball endohedral complexes and

– insertion compounds

a)

b)

c)

Figure 10. Representative examples of (a) one-dimensional tunnel
hosts, (b) two-dimensional layered hosts, and (c) three-dimensional
framework hosts.

Such nanoscale sculptures are intrinsically interesting sys-
tems with a myriad of potential applications.
A variety of materials that contain one-dimensional pores

are known (Fig. 10a) but most of the initial work in this area
has entailed the use of two types of membranes: “track-etch”
polymeric membranes and porous aluminas (Fig. 11).

Track-Etch Membranes A number of companies, such as
Nuclepore and Poretics, sell microporous and nanoporous
polymeric filtration membranes that have been prepared
by the track-etch method [135, 137]. This method entails
bombarding a nonporous sheet of the desired material with
nuclear fission fragments, to create damage tracks in the
material, and then chemically etching these tracks into pores.
These membranes contain randomly distributed cylindrical
pores of uniform diameter. Membranes with pore diame-
ters as small as 10 nm are available commercially; pore den-
sities approach 109 pores per square centimeter (Fig. 11a
and b). The commercially available membranes are prepared
from polycarbonate or polyester; however, a number of other
materials are amenable to the track-etch process.

Porous Alumina Membranes of this type are prepared
electrochemically from Al metal [138]. Pore densities as high
as 1011 pores per square centimeter can be achieved [139].
Nanomaterials produced by the template method, mem-
branes with high pore density, allow a greater number of
nanostructures to be produced per unit area of template
membrane (Fig. 11c and d). While such membranes are
sold commercially, only a limited number of pore diameters
are available. Foss et al. [106, 140] have, however, prepared
membranes of this type with a broad range of pore diam-
eters. Membranes with pores as small as 5 nm were made
and smaller pores can be prepared.
Most of the work of Martin et al. has focused on polypyr-

role, poly(3-methylthiophene), and polyaniline. These poly-
mers can be synthesized by oxidative polymerization of the
corresponding monomer. This may be accomplished either
electrochemically or with a chemical oxidizing agent. Both
of these methods can be used to do template synthesis of
conductive polymers. The easiest way to do electrochemical
templating is to coat one surface of the templating mem-
brane with a metal film and then use this metal film as anode
to electrochemically synthesize the polymer within the pores
of the membrane [107, 141, 142]. Chemical template synthe-
sis can be accomplished by simply immersing the membrane
in a solution of the desired monomer and its oxidizing
agent. This fabrication procedure is shown schematically
in Figure 12. Other groups have since used such methods
[109, 133].
In developing these template-synthetic methods, an inter-

esting discovery was made. When these polymers are syn-
thesized (either chemically or electrochemically) within the
pores of the track-etched polycarbonate membranes, the
polymer preferentially nucleates and grows on the pore
walls [98–100, 123, 143]. As a result, polymeric tubules are
obtained. By controlling the polymerization time, tubules
with thin walls (short polymerization times) or thick walls
(long polymerization times) can be produced. For polypyr-
role, the tubules ultimately “close up” to form solid fibrils.
In contrast, polyaniline tubules will not close up, even after
long polymerization times [143].
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Figure 11. Electron micrographies of polycarbonate (a and b) and alumina (c and d) template membranes. For each type of membrane, an image of
a larger pore membrane is presented (a and c) so that the characteristics of the pores can be clearly seen. An image of a membrane with extremely
small pores is also presented (b and d). (a) Scanning electron micrograph of the surface of a polycarbonate membrane with 1 �m diameter pores.
(b) Transmission electron micrography (TEM) of a graphite replica of the surface of a polycarbonate membrane with 30 nm diameter pores. The
pores appear “raged.” This is an artifact of the graphite replica. (c and d) TEMs of microtomed section of alumina membranes with (c) 70 and
(d) 10 nm diameter pores. Reprinted with permission from [136], C. R. Martin, Chem. Mater. 8, 1739 (1996). © 1996 American Chemical Society.

The reason that the polymer preferentially nucleates and
grows on the pore walls is straightforward [99]. Although
the monomers are soluble, the polycationic forms of these
polymers are completely insoluble. Hence, there is a solvo-

phobic component to the interaction between the polymer
and the pore wall. There is also an electrostatic compo-
nent because the polymers are cationic and there are anionic
sites on the pore walls [99]. This illustrates an important
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Host membrane

pores

Thin Au film

Cu wire

Ag epoxy
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Thick epoxy
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Conductive polymer
fibers

Conductive polymer
Exposed fibers
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d)

e)

f)

g)

Figure 12. Schematic of the procedure for preparing fibers from
anopore alumina membranes.

point: If a “molecular anchor” that interacts with the mate-
rial being deposited is present on the pore wall, a hollow
tubule (as opposed to a solid fibril) will be obtained. This
concept of a molecular anchor provides a general route
for template synthesis of tubular micro- and nanostructures
[125]. A plot of conductivity versus diameter for template-
synthesized polypyrrole fibrils is shown in Figure 13.
Whereas fibrils with large diameters have conductivities

comparable to those of bulk samples of polypyrrole, the
conductivities of the nanofibrils, which have the smallest
diameters, are more than an order of magnitude greater.
The template-synthesized materials have higher conductiv-
ities because the polymer chains on the outer surfaces of
the tubules or fibrils are aligned. This can be proven with a
technique called polarized infrared absorption spectroscopy
(PIRAS) [98, 126, 144].
The PIRAS method entails measurement of the absorp-

tion by a polymeric sample of two orthogonally polarized
beams of infrared radiation. One beam is polarized per-
pendicular to the axes of the fibrils, and the other has a
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Figure 13. Conductivity versus diameter for polypyrrole fibrils. Data
for two different synthesis temperatures are shown: lower curve, 0 �C;
upper curve, −20 �C. Reprinted with permission from [135], C. R.
Martin, Science 266, 1961 (1994). © 1994, American Chemical Society.

component that is parallel to the fibril axes. In general, if
the integrated absorption intensities of the perpendicular
and parallel polarizations are the same, the polymer chains
show no preferred orientation. In contrast, if equal absorp-
tion is not observed, the polymer chains show some degree
of alignment. The extent of this alignment can be assessed
by calculating a parameter called the dichroic ratio, which
is the ratio of the integrated absorption intensities of the
parallel and perpendicular polarizations [126, 144]. In this
case, the smaller the dichroic ratio, the greater the extent of
polymer chain alignment.
By controlling the polymerization time it is possible to

prepare tubules with very thin or very thick walls [145].
The PIRAS data were obtained as a function of polymer-
ization time and the extent of polymer chain alignment in
the layer of conductive polymer that was deposited directly
onto the polycarbonate (short polymerization times) or on
subsequently deposited layers (long polymerization times).
Figure 14 shows the results of experiment. Parthasarathy and
Martin found that the layer of polypyrrole that is deposited
directly on the pore wall is ordered (low dichroic ratio) but
that the extent of order decreases in subsequently deposited
layers (dichroic ratio approaches unity). Analogous results
were obtained with polyaniline tubules [143].
These data show that template-synthesized conductive

polymer fibrils or tubules have a layer of ordered poly-
mer chains at their outer surface and that the extent of
this chain order decreases toward the center of the nano-
structure. The chains on the outer surface of the conductive
polymer tubules and fibrils are ordered because the polycar-
bonate chains that make up the pore walls in the template
membranes are likewise ordered. Hence, the first layer of
conductive polymer chains deposits in accordance with the
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Figure 14. Dichroic ratio for polypyrrole tubules synthesized in a poly-
carbonate membrane with 400 nm diameter pores, as a function of
polymerization time. Since polymerization time controls tubule wall
thickness, the x-axis is also a wall thickness axis. The band at 1560 cm−1

was used to obtain the data. Reprinted with permission from [145],
C. R. Martin, Acc. Chem. Res. 28, 61 (1995). © 1995, American Chem-
ical Society.
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polycarbonate chains on the pore wall. The central core of a
fibril is disordered because the order-inducing influence of
the pore wall is lost in subsequently deposited layers. The
thinnest template-synthesized fibrils have the highest con-
ductivity (Fig. 13) because they contain a relatively higher
proportion of ordered material (and a smaller amount of
disordered material) than the larger diameter fibrils.
Although particle track-etched membranes are commer-

cially available, the technology has recently been improved
in some laboratories [109, 146], in order to produce reli-
able and reproducible nanoporous particle track-etched
membranes (nano-PTM). These lab-scale samples exhibit
controlled properties: mean pore size in the range of 15–
1000 nm, low pore size distribution, perfectly cylindrical
pores with smooth walls, and a parallel arrangement across
the membrane. With such optimized properties, nano-PTMs
are considered excellent templates for the preparation of
controlled nanoscale materials.
Scanning electron micrographs of the “as-prepared”

polypyrrole nanostructures after dissolution of the PC mem-
brane clearly show that nanotubules are obtained (Fig. 15)
[147]. The nascent polymer is preferentially deposited as
thin layers on the pore walls and thus produces hollow poly-
mer tubules that run through the entire thickness of the
membrane. It must be noted that the tubules form a con-
tinuum with the outer polypyrrole films (i.e., surface layers)
and so are strongly fixed.
As shown in Figure 16, two kinds of morphology are

observed in terms of the Ppy nanotubule outside diameter.
For diameters higher than 100 nm, the tubules are rigid and
form a brush supported by the surface layers. At the other
extreme, for diameters below 100 nm, the polymer tubules
become very flexible and are lying on the surface when the
PC membrane is dissolved [147].
The marked difference in morphology between the

alumina membrane-templated nanostructures and polycar-
bonate membrane-templated nanocylinders observed by
Mativetsky and Datars [133] reflects a difference in the sur-
face chemistry taking place at the pore walls. A scanning

929.4 nm

5 µm

Figure 15. Scanning electron micrography of typical polypyrrole
tubules. Reprinted with permission from [147], J. Duchet et al., Synth.
Met. 98, 113 (1998). © 1998, Elsevier Science.

a)

2 µm

b)

20 µm

Figure 16. Scanning electron micrographies of polypyrrole tubules in
terms of the pore diameter: (a) for a 40 nm diameter; (b) for a 1000 nm
diameter. Reprinted with permission from [147], J. Duchet et al., Synth.
Met. 98, 113 (1998). © 1998, Elsevier Science.

electron micrograph providing an edge-on view of a filled
alumina membrane is shown in Figure 17.
The basic shape of the nanostructures is that of a lin-

ear aggregate of irregular blobs. The blobs measured 290±
50 nm across, had an elongated shape, and were packed
closely together. Few of the nanostructures extended from
end-to-end of the template membrane. As no molecular
anchor sites are present on the alumina pore walls, there
is no preferential growth along the pore walls; instead,
the nucleation appears to be at random positions within
the pores. The polypyrrole subsequently grows radially out-
ward from the nucleation site, until a pore wall or another
polypyrrole mass is contacted. Once in close proximity, the
blobs can grow together [133].
The Mott characteristic temperature T0 was the same

as that for similar diameter polycarbonate membrane-
templated nanocylinders. This suggests that the two types
of samples have similar charge carrier localization lengths,
similar densities of states at the Fermi level, and simi-
lar conductivities. This supports the argument that there
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5 µm

Figure 17. Scanning electron micrography providing a cross-sectional
view of a polypyrrole-filled alumina membrane. Reprinted with permis-
sion from [133], J. M. Mativetsky and W. R. Datars, Solid State Com-
mun. 122, 151 (2002). © 2002, Elsevier Science.

is no conductivity-enhancing order in the polycarbonate
membrane-templated nanocylinders [133].
Micro- and nanotubules of conducting polymers have been

reported by several groups [130, 132, 148, 149]; however, few
large-area, high-quality bilayer films have been reported in
detail. In this sense, Fu et al. [150] used templates of micro-
porous alumina membranes having a thickness of 60 �m and
pore diameters of 20 and 200 nm. Flexible polythiophene
micro- and nanotubules, and aligned tubule/gold bilayer films
with an area of 1.8 cm2, were obtained by direct oxidation of
thiophene in freshly distilled boron trifluoride diethyl ether-
ate solutions. Raman spectroscopic studies give evidence for
polymer chain orientation in the skin of the nanotubules
(20 nm). The micro- or nanotubule/gold bilayer film shows
broad and strong redox responses and its charge/discharge
capacity is about 30 times that of the usual polythiophene
film. These results imply that such films are advanced mate-
rials for fabricating capacitors with high energy density.
Li et al. [131, 151] have recently used a template to pre-

pare pyrrole/aniline and pyrrole/3-methylthiophene copoly-
mer nanofibrils by the chemical copolymerization technique
and have investigated the structure and morphology of the
copolymer fibrils. The copolymerization has a high poten-
tial for modifying the physical properties because it provides
materials with intermediate properties between two or more
monomers. Copolymer nanofibrils were successfully synthe-
sized in the pores of micropores of an AAO template by the
chemical copolymerization technique [32]. Electron scan-
ning microscopy results showed that the template technique
could control the length, diameter, and thickness of copoly-
mer nanofibrils, which had uniform and well-aligned arrays.
A thermogravimetric study demonstrated that the copoly-
mer was thermally stable, as compared to the homopolymers
and mixtures. In addition, the conductivity of the copolymers
is higher than that observed for homopolymers.

Among the huge range of hosts, many studies were per-
formed using carbon nanotubes [104, 152, 153]. The for-
mation of nanotube/polymer composites is considered a
promising approach to an effective incorporation of carbon
nanotubes into devices with possible synergetic effects.
Organic LEDs with lower current densities and better

thermal stabilities than the corresponding pure polymer
devices [154], and photovoltaic cells of a reasonably high
quantum efficiency (1.8% at 2.9–3.2 eV) [155], have recently
been fabricated. Chen et al. [104] obtained polypyrrole-
coated carbon nanotube electrodes that showed significantly
improved electrochemical redox performance. Specifically,
when the formation charge is around 680 mC cm−2, the
redox charge improves 2.5 to 23 times, compared to the flat
Ti and Pt substrates. In all these cases the coaxial nano-
wire structure and the ease with which several conducting
polymers can be deposited onto the aligned carbon nano-
tubes suggest a wide range of potential applications for the
conducting polymer–carbon nanotube nanowires, especially
in optoelectronic devices and high-performance, lightweight
rechargeable batteries.
There has been considerable technological interest in con-

ducting polymers with tubular or fibrillar nanostructures.
Areas of application that can be foreseen to benefit from the
small size and organization of conducting polymers include
electrochemistry, optoelectronics, microelectronics, sensors
[156], and bioencapsulation (drug delivery systems involving
microencapsulation) [135, 157].

3.3.2. Two-Dimensional Layered Hosts
The ability of nitrogenated bases to penetrate into the inter-
layer space of different layered solids is the basis for the
so-called “intercalatation polymerization” of molecules like
aniline and pyrrole [158]. It is a promising strategy to study
the confinement of polymer chains in nanometer size inor-
ganic galleries. As conjugated polymers have many potential
applications, their insertion in the layered (two-dimensional)
inorganic hosts has received extensive attention over the
past few years and many conjugated polymer/inorganic
host hybrid composites have been synthesized and studied.
In intercalation polymerization the inorganic host serves
as template within which a guest molecule of nanometer
dimensions is assembled. Host lattices such as FeOCl [159],
uranyl phosphates [160], transition-metal oxides [161–163],
and aluminosilicates [164], with lamellar structures, have
been successfully used. The constrained environment is
expected to lead to a high degree of polymer ordering and
to useful properties [165].
The protons of the carboxylic groups present in the inter-

layer space of tin (IV)-2-carboxyethylphosphonate (SnP-C)
can be ionically exchanged by transition metals (e.g., Fe3+�
that act as oxidizing agents for the polymerization of ani-
line. This process made possible the synthesis of polyani-
line in the interlayer spaces producing the composite
Pani/SnP-C, which showed electroactive properties charac-
teristic of polyaniline, although the amount of polymer
does not exceed 4.0 wt%. The formation of the polymer
in the interlayer space of the host material was confirmed
by Fourier transform infrared and X-ray diffraction [166].
The photoelectrochemical behavior of the composite was
investigated as a function of applied potential, polyaniline
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concentration, and the direction of polychromatic radia-
tion [167]. As shown in Figure 18, the photoelectrochemical
response was observed as an anodic or cathodic photocur-
rent, depending on the applied potential [168].
The variation in the sign of the photocurrent with the

potential indicates that not only does the bandgap energy
change with the potential, but also there is a change of the
position of the band edge in relation to the standard poten-
tial of the redox pair present in the solution. The photo-
electrochemical response showed good stability to prolonged
irradiation times and is comparable to the values reported
in the literature for other materials, although only 4 wt% of
active material was present in the composite.
An alternative route for preparation of PAni-phosphate

intercalation materials was reported by Zarbin et al. [169],
which consists of submitting the host to a saturated aniline
atmosphere. Subsequently the sample was immersed into an
oxidant solution and a dark green solid was isolated. The
characterization results demonstrated strong evidence for
the formation of nanocomposites, indicating that the poly-
meric chain had high linearity and negligible cross-linking or
branching.
The polymerization of aniline in the interlayer space of

hosts has also been induced electrochemically [170]. In this
way, aniline-intercalated montmorillonite/Pt systems were
used as electrodes for aniline anodic oxidation operating
in an acid medium. Redox peaks observed in the cyclic
voltammograms of the resulting intercalated PAni are asso-
ciated with polymer protonation/deprotonation processes.
This technique can also give information about the oxida-
tion mechanisms occurring either in the interlayer region
or on the external surface of the host. Furthermore, it is
very important to extend the use of these electrochemical
polymerization procedures to other systems, although the
required acidic medium could be a limitation with regard to
the structural stability of host lattices [158].
The unusual combination of polypyrrole, vanadium

oxides, and bentonites has never been reported before the
work of Fontes et al. [171]. This promising new ternary
composite, formed by the redox/intercalative reaction of
polypyrrol with the lamellar bentonite/V2O5 [172, 173],
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Figure 18. Photoelectrochemical response of the PAni/SnP-C/Fe com-
posite in 0.1 mol L−1 HClO4/0.1 mol L−1 LiClO4 electrolyte and
0.2 mmol L−1 KI/KI 0.02 I2 mmol L−1 redox pair, at 5 mV s−1.

exhibits a characteristic green color and keeps the lamel-
lar structure and electrochemical/electronic properties of the
starting materials. The main advantage is its good stability
and conductivity as well as its poor solubility in water, in
addition to its good adherence to most electrode surfaces.
All of these properties ensure potential applications as elec-
trode modifiers, for analytical and sensor purposes.
The research in polymer-intercalated nanocomposites is

not exclusively directed toward obtaining stable, electroac-
tive, and highly conductive materials. Intercalation poly-
merization is also a promising strategy to study the chain
structure of conducting polymers and their polymerization
mechanisms. According to Wu et al. [174], when polyaniline
is inserted into inorganic galleries the strong intermolecu-
lar interaction of the polymer chains is eliminated by the
host barriers and a polyaniline single chain can be obtained.
This is nearly impossible in the classical chemical polymeriza-
tion of aniline. In addition, the polymerization rate is much
slower in the confined environment. Aniline polymerization
is a somewhat complicated process; it is a typical precipita-
tion polymerization with a high reaction rate. These features
make it difficult to identify and characterize the reaction
intermediates and monitor the reaction rate. Thus, in inter-
calation polymerization the slow kinetic diffusion retards the
reaction rate and possibly allows a novel method to study the
mechanism during the polymerization induction period, the
formation of dimers, and the propagation of polymer chains.

3.3.3. Three-Dimensional Framework Hosts
The design and understanding of well-defined conducting
structures of nanometer dimensions and developments along
this line could ultimately reduce the size of electronic cir-
cuits to molecular dimensions. In this way, conducting poly-
mers have been synthesized within several kinds of hosts.
A material that can be used as a three-dimensional

host matrix to obtain conducting polymer nanocomposites
is porous vycor glass (PVG—Corning 7930). PVG is a
highly transparent porous glass obtained by acid leaching of
phase-separated alkaline borosilicate glass [175]. The solu-
ble borate phase is dissolved leaving an open porous struc-
ture of essentially pure silica. It has interconnecting pores
with a narrow pore size distribution (approximately 80 Å),
and a pore of nearly 26%. Si–O–H groups, with acid hydro-
gens that permit an ion-exchange reaction with Cu+2, form
the internal surface of the pores. When pyrrole is added to
PVG/Cu+2, the monomer diffuses through the pores, start-
ing oxidative polymerization. Polymer formation is shown by
the color change from light blue to black, after 30 min of
immersion of PVG/Cu+2 in pyrrole solutions.
A PVG/polyaniline nanocomposite was obtained in an

inverse way; the monomer was first introduced inside
the PVG pores and, after that, the PVG containing the
monomer was immersed in an acid oxidizing solution, to
promote polymerization. The green color observed in the
final product is evidence for polyaniline formation in its con-
ducting state, the emeraldine salt.
In both cases, the polymers are obtained with linear

chains, with a very low incidence of structural defects and
cross-linking. The very narrow pore size distribution in the
glass prevents the occurrence of intermolecular interactions,
structural defects, and cross-linking, providing the formation
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of molecularly isolated polymer chains. Therefore, these
nanocomposites could be produced with high reproducibil-
ity, without modifying the chemical properties of polypyrrole
or polyaniline. The reversible color change of PAni/PVG
composite from dark green (emeraldine salt) to dark blue
(emeraldine base) when the glass is immersed in an acid
solution or a basic solution, respectively, indicates the use-
fulness of this material as a sensing phase for an optical pH
sensor [176].
Sotomayor et al. [177] describe the use of PAni/PVG nano-

composite as a sensing phase in an optical fiber pH sensor.
The optical sensor was constructed by fixing a PVG slide
onto the distal end of bifurcated optical fiber bundle, with
a cyanoacrylic resin. The sensor response was found to be
reversible in the pH range from 5 to 12 and linear from 7.4
to 9.5. Response times of 4, 8, and 16 min were obtained for
slide thicknesses of 0.5, 4, and 1.5 mm, respectively. Changes
of temperature, ranging from 20 to 40 �C, showed only minor
effects on the dynamic range. Similarly, the ionic strength
and the nature of the ions showed only small effects on the
sensor response. Leaching of PAni was not observed and
the sensor lifetime was ca. 5 months. These results indicated
that the PAni–PVG nanocomposite is really suitable for the
construction of optical pH sensors, with good analytical per-
formance, since the glass slides can be prepared with good
reproducibility and durability.
Due to structural complementarity, zeolites have also

been recognized to be suitable host compounds to stabi-
lize conducting polymers on the nanoscale. They are a class
of crystalline aluminosilicates based on rigid anionic frame-
works with well-defined channels and cavities. These cavi-
ties contain exchangeable metal cations and can also hold
removable and replaceable guest molecules [178]. The pri-
mary building units of zeolites are [SiO4]4− and [AlO4]5−

tetrahedra linked together by corner-sharing, forming bent
oxygen bridges. It is possible for the tetrahedra to link by
sharing two, three, or all four corners, thus forming a vari-
ety of different structures. The important structural feature
of zeolites, which can be exploited for template matrices,
is the network of linked cavities or pores forming a system
of channels throughout the structure. These cavities are of
molecular dimensions (approximately 300 to 1200 pm) and
a controlling factor in whether molecules can be adsorbed
in the cavities is the size of the window or pore opening into
the channel.
Early reports on the encapsulation of conjugated poly-

mers in zeolites relate to polypyrrole [179], polythiophenes
[180], and polyaniline [181]. Polyacetylene is an interest-
ing case, not only because the bulk polymer is particu-
larly sensitive to atmospheric attack, but also because the
doped material can have both the highest conductivity for
an organic polymer, and the lowest weight per conduct-
ing chain. Bein [182] showed that polyacetylene could be
obtained in a variety of microporous hosts, under a variety
of conditions, and using different forms of zeolite, includ-
ing protonated, alkali metal, and transition metal exchanged
forms. Recently, Cardin et al. [183] have shown that, in
zeolites exchanged with Ni2+ or Co2+, ethyne polymerizes
rapidly at low temperatures to give complete filling of the
voids. The materials were characterized by several tech-
niques (Raman, thermogravimetry and electronic spectra,

infrared and X-ray photoelectron spectroscopy) and shown
to form polyacetylene that fully fills the voids of the host, so
that the composites are stable to air indefinitely, presumably
because oxygen cannot gain access to the polyene chain.
Heterogeneous materials, which have a wide range of

void space sizes, can also be used as hosts in template syn-
thesis. Neves et al. [184, 185] have explored the idea of
using the heterogeneous porosity of inorganic (sol–gel sil-
ica) and organic [poly(vinylidine fluoride)] films as tem-
plates for preparation of polyaniline (nano)composites. The
large size pore distribution (∼2.5–800 nm) in both template
matrices results in a fraction of polyaniline growing more
ordered than in films synthesized without spatial restric-
tion. Small-angle X-ray scattering and scanning electron
microscopy experiments were done to determine the pore
diameters. Cyclic voltammetry experiments confirmed the
electroactivity of the composites. In Figure 19 the voltam-
metric peaks correspond to the changes in the oxidation
state of the polyaniline that can be related to the ratio
between amine and imine content in the film. There are
two characteristic redox couples: at the cathodic extreme the
conversion leucoemeraldine to the emeraldine salt and at
the anodic extreme from the emeraldine to the pernigrani-
line form. From analysis of the voltammograms it could be
also observed that the redox charge is more intense in the
order PAni < PAni/silica < PAni/PVDF. The film porosity
increases in the same order, indicating that the swelling of
composite bulk by the electrolyte solution should also be
considered. The higher bulk interaction of the film with the
electrolyte solution results in redox process intensification.
Diffuse reflectance spectra of PAni and the respective

composites films (Fig. 20) show two distinct bands, one cen-
tered at ∼380 nm and other at ∼800 nm. According to Xia
et al. [186] these bands can be ascribed to the �∗-polaron
and �-polaron transitions. Note that the more significant
differences between the spectra are an increasing absorp-
tion tail extending toward the near infrared region, observed
only in the composites. This extended “free carrier tail” cor-
responds to a decrease in the bandgap, which is a direct
consequence of an increase in the conjugation length [187].
Since no near-infrared (NIR) absorption tail is observed for
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Figure 19. Steady-state cyclic voltammograms of polyaniline film and
(nano)composites films in 1.0 mol L−1 HCl/1.0 mol L−1 NaCl elec-
trolyte, at 5 mV s−1.
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Figure 20. Ultraviolet-visible NIR spectra for polyaniline film and
(nano)composite films.

PAni films, the authors [185] concluded that polarons (dom-
inant charge carriers in polyaniline) are more localized in
the composite films.
The same authors [188] also investigated the charge/dis-

charge performance of a lithium battery using PAni or
PAni/silica as the cathode. For the PAni/silica film, the dis-
charge in the first cycle was 352 mA h g−1 and reached a
stable value of 223 mA h g−1 after the 25th cycle, when the
Coulombic efficiency was 95%. In contrast, the initial dis-
charge capacity for the PAni film was 94 mA h g−1 and then
stabilized at 52 mA h g−1, with the same Coulombic efficiency
as the composite. The values are in good agreement with
those reported by Venancio et al. [189] for electrochemical
thin films with a discharge capacity of 107 mA h g−1 and a
Coulombic efficiency of 97.5%.
Due to a larger pore size distribution in both template

matrices, the polymer formed a continuous conducting net-
work within the composite films but porous morphologies
were still observed. The formation of a continuous conduct-
ing network within the porous silica matrix increases the
electroactive surface area exposed to the electrolyte, thereby
providing parallel ionic and electronic conduction pathways
which improve the process of charge transfer and mass
transport. The balance between these processes is responsi-
ble for the good performance of the composite as an elec-
trochemical device.

4. CONCLUSIONS
The goal of this chapter was to present template synthesis
as an elegant approach to obtain conducting polymers on
the nanoscale. A wide variety of polymers and hosts can
be combined to produce materials with the desired prop-
erties. This method provides a route for controlling the
extent of molecular and supermolecular order in electron-
ically conductive polymers. This allows predictable control
not only of the magnitude of the conductivity but also of
the conduction mechanism within the material. Hence, these
template-synthesized nanostructures are proving to be useful
materials for exploring the fundamentals of the conduction

processes in conductive polymers. On the other hand, this
method also provides protection from atmospheric attacks
to sensitive polymers.
Future research could focus on the preparation of new

nanomaterials involving novel kinds of hosts as well as alter-
native polymeric guest species. Nevertheless, much work
should also be devoted to optimizing the preparation by con-
trolling the steps and parameters during template synthesis;
increasing understanding of the intercalation mechanisms of
monomers, the polymerization driving force, and the nature
of host–guest interactions; providing a more profound char-
acterization of the systems; and developing new applications
for template-synthesized nanomaterials.
This promising technology could show practical utility

early in this century, provided the huge challenge of rapidly
and reproducibly moving matter at the atomic level can be
surmounted. This interdisciplinary field of research needs
creative imagination and should receive increasing attention
in the exciting nanoscale world of the future.
This field is now growing rapidly and in just one chapter it

is not possible to be entirely comprehensive. Thus, we apol-
ogize to those authors whose contributions have not been
included.

GLOSSARY
Nanocomposite A combination of two or more phases con-
taining different compositions or structures, where a least
one of the phases is on the nanometer scale.
One-dimensional tunnel hosts Host materials that contain
one-dimensional channels or pores with internal diameter
on the nanometer scale.
Template synthesis Inclusion of inorganic or organic con-
stituents (guests) inside the void spaces of a host material.
These void spaces act as a template, determining the shape,
size, and in many cases the orientation of the compound
produced.
Three-dimensional framework hosts Crystalline or amor-
phous host materials with channels and/or cavities extending
to the three dimensions. The internal diameter of the chan-
nels or cavities is on the nanometer scale.
Two-dimensional layered hosts Host materials with a bidi-
mensional structure and an interlayer space on the nano-
meter scale.
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1. INTRODUCTION
Since the discovery of carbon nanotubes (CNTs) by Iijima
in 1991 [1], nanotubes, nanofibers, and even molecular wires
have received great attention because of their unique prop-
erties. First, the properties of the nanotubes differ from the
analogous properties of their bulk materials due to size, sur-
face, and quantum effects. Second, a nanotube is an excel-
lent template or “nanoreactor” to prepare molecule wires
or molecule rings, which are fundamental units of molecule
devices. Third, coated or filled nanotubes with electrical,
optical, and magnetic materials can be as multifunction-
alized nanomaterials. As a result, tubular nanomaterials
including carbon nanotubes have promising potential appli-
cations in electronic, optical, and mechanical devices [2–6],
drug delivery [7], and bioencapsulation [8].

Meanwhile, since the invention of conducting polyacety-
lene (PA) doped with iodine by Shirakawa et al. [9] in 1977,
which was awarded the Nobel in chemistry in 2000, conduct-
ing polymer as a new field has been established and devel-
oped. Compared with other materials, some advantages of
conducting polymers are shown as follows [10]: (1) Their
conductivity at room temperature can be changed from the
insulating through the semiconducting to the metallic range
(10−9–105 S/cm) by a doping process resulting in covering
the whole range from the insulator to metal range. (2) The
metallic state can also be brought back to its insulating state

by a dedoping process, and the doping/dedoping process is
reversible. (3) Changing the doping degree can control the
structure and physical properties. (4) Besides these, con-
ducting polymers remain lightweight and the processabil-
ity of conventional polymers [10]. These unique properties
result in extensive investigations for commercial applications
in energy storage devices, electrochemical/chemical sensors,
and electrochromic devices [10–12]. Nowadays conducting
polymers are the forth generation of polymers.

Currently, conducting polymer nanotubes or nanowires as
moleculer wires have attracted attention because of their
highly conjugated length and metal-like conductivity (100–
105 S/cm) [10]. However, some fundamental issues on con-
ducting polymer nanotubes or nanowires, such as synthesis,
characterization, and property of the nanotubes, need to be
understood. So far, many research works dealing with these
issues have been reported in the literature; especially their
potential application in nanodevices has been developed.

In this chapter, the synthetic method, spectroscopic char-
acterization, and physical properties of the conducting poly-
mer nanotubes including nanofibers, multifunctionalized
nanotubes, as well as nanotube dendrites are overviewed in
detail. The formation mechanism of self-assembled nano-
tubes and their multifunctionalized nanotubes, especially
nanotube dendrites, is discussed briefly.

2. CONDUCTING POLYMER NANOTUBES

2.1. Synthetic Methods

In principle, utilization of application of conducting polymer
nanotubes in nanodevices is limited by development of the
synthetic method for conducting polymer nanotubes. As a
result, a template-synthesis method [13], an electrospinning
method [14], a template-free method [15], and electrochem-
ical polymerization with a scanning microelectrodes [16]
have been used to synthesize or prepare conducting polymer
nanotubes or nanofibers. In particular, a new approach to
synthesize the nanostructures by using organized assemblies
or self-assemblies of supramolecular system as nanoreactors
or templates has been developed rapidly and demonstrated
to be full of promise for preparing the nanostructures of
materials [16, 17]. In this section, synthetic methods dealing

ISBN: 1-58883-058-6/$35.00
Copyright © 2004 by American Scientific Publishers
All rights of reproduction in any form reserved.

Encyclopedia of Nanoscience and Nanotechnology
Edited by H. S. Nalwa

Volume 2: Pages (153–169)



154 Conducting Polymer Nanotubes

with the template-synthesis method and self-assembly pro-
cess, characterization, and physical properties of the con-
ducting polymer nanotubes are discussed.

2.1.1. Template-Synthesis Method
Among those synthetic methods described, the template-
synthesis method is one effective and common route to
synthesize or prepare conducting polymer nanotubes or
nanowires. Martin and his co-workers have successfully
obtained PA, polythiophene (PTH), polypyrrole (PPy), and
polyaniline (PANI) nanotubes or nanofibers by using this
method [13, 18–24]. Moreover, other papers dealing with
template-synthesized conducting polymer nanotubes have
also been reported in the literature [25–39]. The moleculer
structure of some typical conducting polymer nanotubes
obtained is shown in Figure 1.

In general, template-synthesized conducting polymer
nanotubes can be prepared either electrochemically [55–58]
or by using a chemical oxidizing agent [59–61]. The eas-
iest way to do electrochemical template synthesis is to
coat a metal film onto one surface of the membrane and
then use this thin film to electrochemically synthesize the
desired polymer within the membrane [59]. Chemical tem-
plate synthesis can be accomplished by simply immersing
the membrane into solution of the desired monomer and its
oxidizing agent [44, 45]. This method has advantage of con-
trolling diameter and length by porous diameter and thick-
ness of the membranes respectively. Moreover, changing the
polymerization time can control the wall thickness of the
nanotubes. Especially, it is a powerful method to prepare
oriented arrays of the conducting polymer nanotubes, which
are fundamental conditions to fabricate nanodevices. On the
other hand, a membrane as a template is required in this
method. Sometime post-treatment for removal of the tem-
plate is required after polymerization, resulting in disorder
or destruction of the nanotubes.

In general, a porous membrane for the template-synthesis
method is required as a template, which allows monomer
polymerization inside the pore individually. A typical
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Figure 1. Molecule structure of some typical conducting polymer
nanotubes.

schematic of the template-synthesis method is shown in
Figure 2. Usually, porous alumna prepared electrochemi-
cally from aluminum metal is used as the common template
[47]. The pore in these membranes is arranged in a regular
hexagonal lattice. Pore densities as high as 1011 pores/cm2

can be achieved [48]. Although such membranes are sold
commercially, only a limited number of pore diameters are
available. Foss et al. [49–51] have made membranes with
pores as small as 5 nm.

Track-etched membranes, such as polycarbonate (PC)
[52], are also used as common templates to synthesize nano-
tubes or nanofibers of conducting polymers. Track-etched
membranes present a significant advantage because they
lead to the production of different kinds of nanotubes or
nanowires with monodisperse diameter and length. Those
track-etched membranes with a wide range of pore diame-
ters (0.03 to 12 �m) and pore densities (105–109 pore/cm2)
can be achieved. Except for the previously described mem-
branes, glass membranes have been reported. Tonic et al.
[53], for instance, described a nanochannel array glass mem-
brane which contains pores with diameters as small as 33 nm
and densities as high as 3 × 1010 pore/cm2. Beck et al. [54]
prepared a new large pore diameter zeolite; Wu and Bein
[55, 56] have used zeolite as a membrane to synthesize
polyaniline and graphitic nanofibers. In addition, Ozin [57]
discussed a wide variety of other nonporous solids that could
be used as template materials.

Furthermore, synthesis or preparation of oriented nano-
tube arrays of conducting polymers is also one of the aspects
in the field of conducting polymer nanotubes because it is
a fundamental condition for fabricating nanodevices. The
template-synthesis method is a powerful route to prepare
nanotube arrays. Marinakos et al. [58] described two meth-
ods for assembling one-dimensional (1D) arrays of Au nano-
particles. Both methods involve aligning nanoparticles in the
pores of Al2O3 or PC filtration membranes. The first strat-
egy is to entrap and align particles in the pores by vacuum

+ monomer

microporous template

polymerization

remove the template

Tubular conducting polymer

conducting polymer

Figure 2. Schematic of template-synthesized conducting polymer
nanotubes.
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filtration. Hornyak and co-workers [59] have also reported
a similar method.

2.1.2. Self-Assembly Process
Recent advances in the control via self-assembly of synthetic
molecules has generated numerous molecular architectures
by applying principles such as hydrogen bonding, hydropho-
bic interaction, molecular recognition, and solvent–molecule
interaction [73]. Research on self-assembled nanotubes or
nanowires through hydrogen bonding, amphiliphilic block
copolymer, and supermacromolecules as templates is dis-
cussed. The formation mechanism of the self-assembled
nanotubes is also discussed briefly.

Hydrogen Bonding As one knows, calyx[4]hydroquinone
(CHQ) is a reducing form of calyx[4]quinine [31], which
has four hydroquinone moieties with eight –OH groups.
Four inner –OH groups form a circular proton-tunneling
resonance of H-bond stabilized “cone” structures. The four
free –OH groups can lead to self-assembled structures with
intermolecular H-bonds. Hong et al. [62] investigated the
assembling phenomena of CHQ with density functional cal-
culations of various possible combinations of assembled
structures derived from previously reported calixarene based
dimers, trimers, tertramers, hexarence, and polymers by
using the computer-aided molecular design approach based
on intermolecular interaction forces. Their results suggest
that in the presence of water molecules, a linear tubu-
lar polymeric structure be highly stabilized by the forma-
tion of H-binged bridges between repeating tubular actamer
units. In particular, nanotubes arrays composed of electro-
chemically/photochemically active CHQ can be synthesized
through a hydrogen bonding reaction. They also found that
addition of water molecules into CHQ in acetone resulted in
stable self-assembling thin needlelike nanotubes whose size
depends on the evaporation rate and temperature.

Nanoscale conducting cylinders of polyaniline doped
with camphoresulfonic acid (CSA), where 4-hexylresorcianol
(Heres) (PANI (CSA)0�5(Heres)y , reported by Kosonen
et al. [63]) is another typical sample of self-organization of
the hydrogen-bonding reaction because Heres is hydrogen
bonded to form supramolecules, which further undergo self-
organization. Highly ordered hexagonal cylindrical struc-
tures were observed with a distance between the cylinders
of 35 Å. This method would allow an easy preparation of
nanoscale organic conducting wires, just by mixing the com-
ponents together.

Amphiphilic Block Copolymer Up to now, various mor-
phologies including spheres, cylinders, vesicles, and layers
that can be formed through self-assembly of amphiphilic
block copolymers in block-selective solutions have been
reported in the literature [64–69]. The reported results indi-
cate that the self-assembly of block copolymers is clearly
a potentially powerful route for the generation of nano-
structured materials. However, virtually all the studies have
focused on organic block polymers. Since the discovery
of the living anionic-opening polymerization of strained
silicon-bridged ferrocenophanes, it has become possible
to access polyferrocene block copolymers, which combine
organometallic segments with inorganic or organic co-blocks

[70, 71]. The incorporation of the polyferrocene block offers
the opportunity to access self-assembled materials with
redox-active, semiconducting, or preceramic nanodomains,
or large periodic variation in the refractive index suit-
able for optical and phonic applications [72–74]. Manners
[75], for example, has reported the self-assembly of poly-
(ferrocenyldimethelsilane-b-dimethylsiloxane) cylinders. In
particular, the first organometallic nanotubes using a differ-
ent block ratio was reported by Raez et al. [76].

Supermacromolecules as Templates In fact, surfactant
[77–87], block copolymers [64–68], and colloidal particles
[88, 89] have been successfully used as templates to obtain
self-assembling nanostructural materials under adequate
conditions. Langer et al. [90] reported that micro- and nano-
fibril structures were obtained in PANI copolymers doped
with fullerene derivatives prepared by electro-oxidative poly-
merization. The fibrils of 10 to 100 nm thickness are usu-
ally as long as 30,000 nm. Fibrils of PANI–C60 derivatives
can also be obtained at the surface of the PANI nanolayer
under controlled charge polymerization conditions, which
can reach lengths from 1000 to 3000 to 15,000 nm and thick-
ness of about 1000 nm. These complex structures support a
fractal growth model and a modified diffusion-limited aggre-
gation growth mechanism.

Wan and co-workers found that PANI and PPy
micro/nanotubes could be synthesized electrochemically and
chemically by in-situ doping polymerization in the presence
of �-naphthalene sulfuric acid (�-NSA) as a dopant [91].
This method was called a template-free method because it
did not use an external membrane as template. In fact, the
essence of this method is a self-assembly process because of
the dopant acting as a dopant and template function at the
same time. Therefore, it is simple and cheap compared with
the template–synthesis method. The schematic of the chem-
ical and electrochemical self-assembly process to synthesize
conducting polymer nanotubes or nanowires is shown in
Figure 3. In a typical chemical self-assembly process, for
example, aniline or pyrrole monomer was mixed in aqueous
solution with ultrasonic stirring at room temperature. Then
oxidant [e.g., (NH4�2S2O8 or FeCl3] was added to this
mixture by stirring at 0–5 �C for about 8–10 hours. Finally,
the resulting precipitate was filtered and washed with
deionized water, methanol, and ethyl ether several times,
then dried in a dynamic vacuum at room temperature for
24 hours. Moreover, the reliability and practicality of this

Chem. method

APS or FeCl3, 0~25°C, stirring

Electrohem. method

25°C, stirring, Pt as a counter electrode,
stainless steel as a working electrode

Self-assembly process

Conducting polymer micro/nanotubes

+ Dopant + H2OMonomer

Figure 3. Schematic of chemical and electrochemical self-assembly pro-
cess to synthesize conducting polymer nanotubes.
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method for synthesizing conducting polymer nanotubes by
changing the polymer chain and dopant structure as well
as the polymerization method have been demonstrated
[92–111]. In their studies, PANI and PPy as well as their
derivatives were used as the conducting polymers because of
their high conductivity, stability in air, and easy preparation.
Two kinds of dopant were used: one was inorganic acid,
including HCl, H2SO4, H3PO4, and HBF4 [108] without
surfactant function; another was organic functionalized acid
with surfactant function (e.g., –SO3H group). Naphthalene
sulfuric acid and its derivatives [93–100, 105–107, 109,
111], hydrogen sulfated–fullerene [C60(OSO3H)6� [102],
6-disulfo-nanpthyl-thiorea (PMMA4) [102], 4-{n-[4-(4-
nitrophenylazo)phenyloxy]alkyl} aminobenzene sulfonic
acid (represented by Cn–ABSA and n = 2	 3	 4	 6	 8, and
10) [103, 104], and p-toluenesulfonate acid (PTSA) [101]
were used as organic functionalized acids. Chemical and
electrochemical polymerization were used as polymerization
methods because both methods are common and useful
routes to synthesize conducting polymers. Scanning electron
microscopy (SEM) images of some typical self-assembled
nanotubes obtained by the author are shown in Figure 4.
As one can see the resulting PANI and PPy are fibers and
their average diameters are in the range of 50–1000 nm,
depending on the polymer chain, dopant, polymerization
method, and synthesis conditions [92–111]. Transmission
electron microscopy (TEM) measurements showed that
most of those nanofibers are hollow. For a given polymer
chain and dopant, however, sometimes those fibers are solid
depending on the synthesis conditions [92–111]. In addition,
the formation yield, morphologies, and size strongly depend
on the polymer chain, dopant structure, and synthesis
conditions. In particular, the molar ratio of monomer to
dopant and the concentration of dopant significantly affect
the morphology and size of the resulting nanostructures
[92–111].

Although without using external membrane as template,
controlling the size of the self-assembled nanotubes is possi-
ble. In case of PANI–C60(OSO3H)6 nanotubes, for example,
changing the addition of water in the reaction system can
control the diameter, and length of the nanotubes decreases
with increasing the addition of water during the polymer-
ization [102] as shown in Figure 5. Moreover, the diameter
of PANI–H3PO4 nanotubes decreases with increase of the
molar ratio of aniline to H3PO4 [108] as shown in Figure 6,
which is a typical sample to show that the diameter of the
self-assembled nanotubes is affected by the molar ratio of
monomer to dopant. Of course, one can change the dopant
structure and dopant concentration at the same time to
control the size of the nanotubes. For instance the diam-
eter of PANI nanotubes doped with different naphthalene
sulfonic acids (e.g., �-NSA, �-NSA, and 1,5-DNSA, whose
which position and number of –SO3H groups attached to
the naphthalene ring are different) increases with increase
of the concentration of dopant [109]. For a given concen-
tration of dopant, however, the diameter of the nanotubes
depends on the dopant structure, showing order PANI-(�-
NSA) > PANI-(�-NSA) > PANI-(1,5-DNSA) [109] due to
their different solubilities in aqueous solution [112]. Espe-
cially, PANI–Cn-(ABSA) reported by Qiu and Wan [103]
provided another good example that the diameter of the
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Figure 4. Typical SEM images of conducting polymer nanotubes syn-
thesized by a self-assembly process: (a) PANI–NSA. Reprinted with per-
mission from [106], Z. X. Wei and M. X. Wan, Langmuir 18, 917 (2002).
© 2002, American Chemical Society. (b) PANI–H3SO4. Reprinted with
permission from [108], Z. M. Zhang et al., Macromolecules 35, 5937
(2002). © 2002, American Chemical Society. (c) PANI–C60(OSO3H)6.
Reprinted with permission from [102], H. J. Qiu et al., Macromolecules
34, 675 (2001). © 2001, American Chemical Society. (d) PANI–C8-
ABSA. Reprinted with permission from [103], H. J. Qiu and M. X. Wan,
J. Polym. Sci. Part A: Polym. Chem. 39, 3485 (2001). © 2001, Wiley.
(e) PPy–NSA synthesized by chemical method. Reprinted with permis-
sion from [97], J. Liu and M. X. Wan, J. Mater. Chem. 11, 404 (2001).
© 2001, Royal Society of Chemistry. (f) PPy–NSA synthesized by elec-
trochemical method. Reprinted with permission from [100], Y. S. Yang
and M. S. Wan, J. Mater. Chem. 11, 2022 (2001). © 2001, Royal Society
of Chemistry.

nanotubes is affected by the dopant structure, showing the
diameter decreased from 275 to 200 nm when the n value
of Cn–ABSA dopant changed from 2 to 10.

C60 or Carbon Nanotube Derivatives as Dopants In
principle, C60 or CNT derivatives with –OSO3H groups can
be used as the dopant for conducting polymers, especially
PANI because of its proton-doping characteristic [112–123].
Obviously, self-assembly of conducting polymer nanotubes
doped with C60 or CNT derivative as a dopant is a challenge
in the field of nanomaterials. Up to now, only a few papers
dealing with these issues have been reported in the literature
[102, 114]. Qiu et al. [102], for example, reported that PANI
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Figure 5. Effect of addition water on the diameter of self-assembled
PANI–C60(OSO3H)6 nanotubes. Reprinted with permission from [102],
H. J. Qiu et al., Macromolecules 34, 675 (2001). © 2001, American
Chemical Society.

nanotubes can be synthesized by in-situ doping polymeriza-
tion in the presence of sulfated C60 [C60(OSO3H)6] as a
dopant. It was reported that the PANI–C60(OSO3H)6 nano-
tubes are formed through a self-assembly process because
of C60(OSO3H)6 acting as template in the formation of
PANI–C60(OSO3H)6 nanotubes and as a dopant at the same
time due to the hydrophilicity of C60(OSO3H)6. When water
is absent in the reaction system, however, only grains are
obtained, indicating addition of water during polymeriza-
tion is a necessary condition for self-assembly of PANI–
C60(OSO3�H6 nanotubes. Moreover, changing the addition
of water during polymerization can control the size of the
resulting PANI–C60(OSO3H)6 nanotubes (see Fig. 5). Mean-
while, the flexibility of the nanotubes is enhanced slightly by
increasing the addition of water during polymerization. The
effect of water during the polymerization on the formation,
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size, and flexibility of the nanotubes might be due to hydro-
gen bonding of water and polymer chains of PANI.

In particular, Wei and Wan [114] synthesized the PANI
nanotubes doped with sulfated multiwall carbon nanotubes
[MWNT–(OSO3H)n] as the dopant by in-situ doping poly-
merization without using any external template. It was noted
that by changing only the molar ratio of aniline to MWNT–
(OSO3H)n one could obtain two kinds of PANI nanotubes.
One is PANI coated MWNT–(OSO3H)n [represented by
PANI–c-MWNT–(OSO3H)n]; another is MWNT–(OSO3H)n
doped PANI nanotubes [represented by PANI–d-MWNT–
(OSO3H)n]. When the molar ratio of aniline to MWCNT–
(OSO3H)n is less than or equal to 1 (e.g., 1/2 or 1/1), for
instance, the polymerization of aniline occurs dominantly
on the surface of MWNT–(OSO3H)n, resulting in formation
of PANI coated MWNT–(OSO3H)n [i.e., PANI–c-MWNT–
(OSO3H)n]. The coaxial structures of the resulting PANI–
c-MWNT–(OSO3H)n nanotubes are conformed by TEM
images and electronic diffraction. Moreover, TEM images
clearly show a thin layer of PANI is coated on the sur-
face of MWNT–(OSO3H)n nanotubes, indicating MWNT–
(OSO3H)n nanotubes only act as templates for PANI poly-
merization to form PANI–c-MWNT–(OSO3H)n nanotubes
due to hydrophilicity of aniline. When the aniline/MWNT–
(OSO3H)n ratio became high (e.g., 2/1, 4/1, and 8/1), on the
other hand, MWNT–(OSO3H)n doped PANI nanotubes [i.e.,
PANI–d-MWCNT–(OSO3H)n] formed via a self-assembly
process, which was proved by SEM and TEM measurements.
Their outer diameter is 100–150 nm and inner diameter is
several nanometers down to even zero, depending on the
polymerization conditions. Compared with PANI–c-MWNT–
(OSO3H)n, however, the surface of the PANI–d-MWNT–
(OSO3H)n nanotubes is very rough. Electronic diffraction
revealed that either PANI–c-MWNT–(OSO3H)n or PANI–d-
MWNT–(OSO3H)n nanotubes are amorphous, which differs
from crystal MWNT–(OSO3H)n nanotubes.

Formation Mechanism of Self-Assembled Nano-
structures Wan et al. proposed a template-like model to
interpret the formation of the self-assembled conducting
polymer nanotubes without using external porous mem-
branes as templates [102]. The schematic of the formation
mechanism of self-assembled nanotubes or nanofibers is
given in Figure 7a. The template-like model means that the
micelles formed by dopant and/or monomer/dopant salt or
supermolecules act as templates in the formation of the
nanotubes. Based on this model, it is easy to understand
that the essence of the method proposed by the author is a
typical self-assembly process because of dopant providing
counterions for doping and acting as a template in the
formation of nanotubes at the same time. Now let us discuss
the formation mechanism of the self-assembled nanotubes
when dopant is with and without surfactant function in
detail.

Dopant with surfactant function, such as NSA,
C60(OSO3H)6, PMMA4, PTSA, and Cn–ABSA, is easy to
form micelles in an aqueous solution due to its hydrophilic-
ity of –SO3H group of the dopants. The micelles are
expected to form spherical micelles through micellerization
due to lower surface energies. Moreover, aniline monomer
reacts with dopant to form an aniline/dopant salt through
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acid/base reaction at the same time. As a result, the
anilinium cations coexist in the reaction solution. Those
anilinium cations can diffuse into the surface of the spher-
ical micelles by electrostatic interaction. Moreover, these
spherical micelles are further aggregated to form cylindrical
micelles through a self-assembly process. It is reasonable
to believe that the self-assembled cylindrical micelles might
act as templates in the formation of nanotubes. After
adding oxidant [e.g., (NH4�2S2O8], the polymerization
only takes place at the micelle/water interface due to the
hydrophilicity of oxidant [115]. The growth of the nanotubes
is accessed [116] or enlongated [117] by polymerization and
aggregation. When the molar ratio of aniline to dopant is
high, however, free aniline can diffuse into the micelles to
form aniline filled micelles. Those aniline filled micelles
might act as templates in forming nanofibers. That is why
both nanotubes and nanofibers can be observed in the
experiment, and their yield depends upon the synthesis
conditions, especially the molar ratio of aniline to dopant.
See Figure 7.

In the aniline/MWNT–(OSO3H)n system, however, the
H2O-dispered MWNT–(OSO3H)n might play two roles. One

a. In case of dopant with or without surfactant function

Anilinium cations: Dopant anion: Free aniline:

a. Spherical micelles are formed through aggregation process due to surface energy

b. Free aniline can be diffused into the micelles to form aniline filled micelles

b. In case of composite nanotubes containing inorganic nanoparticles

Aggregation Elongation

Aggregation Elongation

NSA as shell and tail

Fe3O4and TiO2 as core

Aggregation

Aggregation Elongation

Elongation

Figure 7. Schematic of the formation mechanism of self-assembled
nanostructures. (a) Dopant with or without surfactant function;
(b) composite nanostructures containing inorganic nanoparticles.

acts as the supramolecular template with anilinium cations
[108] in the formation of the nanotubes. Another acts as
a dopant, which in turn is generated by H+ transfer form
the –SO3H groups to enhance the electrical conductivity of
PANI. In fact, the doped PANI or its oligomer is a kind of
cationic polyelectrolyte with a very rigid backbone structure,
which has the tendency to form self-assembled cylindrical
micelles induced by the anionic-type MWNT–(OSO3H)n in
the process of polymerization, leading to the formation of
PANI–d-MWCNT–(OSO3H)n nanotubes [118, 119].

2.2. Spectroscope Characterization

Scanning electron microscopy (SEM) and transmission
electron microscopy (TEM) are used to measure the
morphology of the resulting materials. In particular, TEM
is a powerful route to prove if the resulting nanofibers
are hollow. Moreover, elemental analysis, the ultraviolet-
visible (UV-vis) absorption spectrum, X-ray photoelectron
spectroscopy (XPS), and Fourier transform infrared (FTIR)
spectra as well as X-ray diffraction are used to character-
ize the molecular structure of the resulting nanotubes. It
was found that the main chain of the nanotubes is identi-
cal to that of conventional conducting polymers (i.e., gran-
ular conducting polymers). However, it is expected that
the polymer chain of nanotubes synthesized by the tem-
plate method should be reined due to template pores. How
can we prove it? Usually X-ray diffraction, Raman spec-
tra, and polarized infrared absorption spectroscopy (PIRAS)
are used to prove that the template-synthesized nanotubes
show supermolecular order [120]. PIRAS entails measuring
the absorbance by the sample of two orthogonal polariza-
tions of IR radiation [121]. In PIRAS measurements, one
polarization is perpendicular to the axes of the nanotubes
(I⊥) and the other has a component that is parallel to the
nanotube axes (I��. In general, if I⊥ and I� are absorbed
to the same extent, the polymer chain shows no preferred
orientation. Unequal absorbance indicates that the polymer
chains are preferentially aligned. PIRAS data can be quan-
tified by calculating a parameter called the dichroic ratio
(R). If the R value is equal to 1, meaning no preferen-
tial chain alignment, while an R value less than 1 means
some degree of alignment, the lower the R, the greater the
extent of alignment. Martin et al. [125] reported that the
R value of PPy nanotubes reduced with decreasing tem-
perature, indicating the alignment degree of polymer chain
at lower temperature is higher than that at high temper-
ature. Moreover, the Raman spectrum is also a powerful
tool to prove the orientation of polymer chains. Fu et al.
[123] proved that the polymer chain in the skin of polythio-
phene nanotubes (20–200 nm in diameter), which were syn-
thesized electrochemically by a template-synthesis method
(microporous alumna membranes as templates) in the pres-
ence of boron trifluoride dietetheate as a dopant, is oriented
[123]. Wei and Wan [105] reported that the electronic struc-
ture of PANI–C60(OSO3H)6 nanotubes is identical to that
of either doped or dedoped PANI, depending on the sol-
vent used. But influence of morphology on the electronic
structure of PANI–C60(OSO3H)6 nanotubes can be legible.
In general, the crystallinity of the nanotubes depends on the
polymer chain, dopant and polymerization method [92–111].
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In most case, the nanotube is partially crystalline due to
special tubular morphology. In particular, it was found that
the crystallinity of the nanotubes is affected by the self-
assembled micelles, which act as templates in the forma-
tion of the nanotubes. Yang and Wan [101] reported that
PPy–PTSA nanotubes are partially crystalline and all sharp
peaks observed in the PPy–PTSA nanotubes are in excellent
agreement with that of pyrrole/PTSA supermacromolecular
clusters, which act as templates in the formation of PPy–
PTSA nanotubes. On the other hand, their grains are amor-
phous [101]. In addition, Wei and Wan [114] found that the
Raman spectra of PANI–d-MWNT–(OSO3H)n nanotubes
differs from that of PANI–c-MWNT–(OSO3H)n nanotubes,
which might result from the different conformation of PANI
in both of the nanotubes [124]. This is further confirmed by
UV-vis spectra, showing more extended conformation of the
PANI chain in the PANI–d-MWNT–(OSO3H)n nanotubes
due to its nanotubular structure [114].

2.3. Properties

2.3.1. Electrical Properties
Conductivity of conducting polymer nanotubes at room tem-
perature is one of the important parameters to be under-
stood. The four-probe method on pallet or freestanding film
is usually used to measure the conductivity of the conducting
polymers. However, the conductivity of nanotubes synthe-
sized inside the pores is obtained by measuring bulk resis-
tance across the filled membrane by the two-probe method.
The surface layer of conducting polymers on the membrane
can contribute to the resistance measurement but cannot be
completely removed because it ensures contact between the
tubes and the electrical wires [126] when the thickness of
this surface layer is thin (∼100 nm) because such a thin layer
did not contribute to the membrane resistance [13]. By mea-
suring the bulk resistance across the filled membrane using
the two-probe method, one can calculate the conductivity
of a single nanofiber or nanotube when the diameter (d)
and length (L) of the pores are known. Usually, one side
of the membrane is held on a copper electrode, and two
copper wires contact the other side of the membrane. Silver
paste ensures a good contact and allows a well-defined cross
section for calculating the conductivity. Therefore, the con-
ductivity along a single fiber or tube can be calculated from
the resistance measurement (R), which can be written as

1/R = 1/Rf + 1/Rm (1)

where Rf is the parallel sum of the resistance of the con-
ductive polymer fibers or tubes, and Rm is the resistance of
the membrane. In most cases, Rm can be neglected because
Rm 	 Rf . As a result, Eq. (1) can be simplified into

1/R = 1/Rf = n/RI (2)

where n is the number of nanotubes or nanofibers in the
measurement area, and Ri is the resistance of an individual
fiber or tube. Knowing the diameter (R) and length (L) of
the pores, the conductivity (�) of a single fiber or tube can
be calculated according to the following equation:

� = L/�Ri�d
2/4� (3)

Martin [13] reported that conductivity of PANI nanotubes
measured by this method was enhanced by one or two
orders of magnitude when the diameter decreased, showing
a size effect on the electrical properties of the nanotubes
or nanowires. Similar phenomena have also been observed
from PPy nanotubes [125–127]. In principle, the electrical
properties of conducting polymers are determined by their
electronic structure. The charge transport occurs via mobil-
ity of charge carriers (polaron and bipolaron) along seg-
ments of the conjugated polymer chains and by hopping of
these charges from chain to chain. The carrier mobility is the
limiting parameter of the electrical conductivity and depends
mainly on two factors: the interchain distance and the fre-
quency of interchain hopping. The frequency of interchain
hopping can be reduced either by increasing the conjugation
length or by orienting the polymer chain. Thus, the poly-
mer chains of the nanotubes synthesized inside of pores are
forced to align within the environment of the host matrix
and an enhancement of the conductivity can be expected.
The enhancement of conductivity is attributed to the pres-
ence of a large ratio of polymer chain within narrow con-
ducting polymer tubes.

Except for size effects on the conductivity of the nano-
tubes, the conductivity is also dependent upon the synthe-
sis conditions, especially the molar ratio of monomer to
dopant. Qui et al. [102] reported that changing the addition
of water during polymerization can control the size of the
resulting PANI–C60(OSO3H)6 nanotubes (i.e., the diameter
decreases with increase of the addition of water during poly-
merization). Moreover, it was found that room-temperature
conductivity of self-assembled conducting polymer nano-
tubes depends on not only the doping degree but also the
dopants used. For instance, the conductivity of PANI nano-
tubes (150–340 nm in diameter) doped with HCl, H2SO4,
HBF4, and H3PO4 is in the range of 0.49–6.38 S/cm, and
an order of PANI–HCl > PANI–H2SO4 ≈ PANI–HBF4 >
PANI–H3PO4 is observed [108]. Moreover, the conductiv-
ity of PANI–H3PO4 nanotubes deceases with increase of the
molar ratio of aniline to H3PO4 due to deceasing doping
degree measured by XPS as shown in Figure 8. Obviously,
the polymer also affects the conductivity of the nanotubes.
Qiu [103] reported that the conductivity of PANI–Cn–ABSA
(n = 2	 4	 6	 8, and 10) depends on the number of alkyl
groups on the ABSA dopant, showing a maximum conduc-
tivity at n = 6. Moreover, Kosonen et al. [63] observed
that the electrical conductivity of (PANI–CSA)0�5(Heres)y
increases two orders of magnitude upon formation of cylin-
drical structures potentially due to conformation of PANI
chains within the cylinders. This is a good example of the
effect of tubular morphology on the conductivity of conduct-
ing polymers.

Temperature dependence of conductivity measured by the
four-probe method is an important route to understand-
ing the conducting mechanism of conducting polymer nano-
tubes. It exhibits a metallic behavior if the conductivity
increases with decrease of temperature (��/�T < 0), but it is
semiconducting when conductivity increases with increase of
temperature (��/�T > 0). Temperature dependence of con-
ductivity for the self-assembled conducting polymer nano-
tubes always exhibits semiconducting behavior and obeys a
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variable range hopping (VRH) model proposed by Mott and
Davis [128], which is expressed as

��T � = �0 exp��−T0/T �
1/n+1� n = 1	 2	 and 3 (4)

where T0 = 8�/ZN�EF �KB, �−1 is the localization length,
N�EF � is the density of state at the Fermi level, KB is
the Boltzmann constant, and Z is the number of nearest
neighbor chains. The T0 value corresponds to the hopping
energy barriers of charge carriers, which can be obtained
from the slope of the straight line of Log� vs T 1/n+1. The
T0 value and n number (corresponding to 1D, 2D, and 3D
at n = 1	 2, and 3 respectively) are affected by the poly-
mer chain, dopant, and polymerization [93–97, 99–101, 108,
111]. It noted that PPy nanotubes obey the 3D-VRH model
[99–101], while PANI nanotubes always show a 1D-VRH
model [93, 108, 109]. The temperature dependence of con-
ductivity of PANI self-assembled nanotubes doped with dif-
ferent inorganic acids is shown in Figure 9. As one can see,
the data are best fit to the relationship of ln � plotted vs
T −1/2, showing a 1D-VRH model [128]. The T0 values follow
the order PANI–H3PO4 > PANI–HBF4 > PANI–H2SO4 >
PANI–HCl. This is consistent with a trend of their room-
temperature conductivity [108].

However, the room-temperature conductivity data, espe-
cially its temperature dependence, obtained based on this
described method is not intrinsic due to large contact resis-
tance between nanotubes. Therefore, direct measurement of
single nanotube conductivity is necessary in order to obtain
intrinsic conductivity of the nanotubes and its tempera-
ture dependence is required. Park [129] Recently reported
that the conductivity of a single nanotube or nanowire can
be measured by scanning tunneling microscopy technology,
showing the conductivity of the single nanotube or nanowire
is one or two orders of magnitude larger than that of bulk
materials. However, modification of this method or devel-
opment of new methods is required.
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2.3.2. Other Properties
Fu et al. [123] reported that the aligned polythiophene
nanotube/gold layered film shows broad and strong redox
response and its charge/discharge capacity is about 30 times
that of the usual polythiophene. These results present new
opportunities for studying the electronic and optical prop-
erties of well-organized nanoparticle superstructures. Wan
et al. found that PANI self-assembled micro/nanotubes
exhibit an unusual magnetic loss at microwave frequency
(f = 1–18 GHz) [92]. This is quite different from conven-
tional conducting polymers that only have electrical loss
without any magnetic loss at the same frequency. The
unusual electromagnetic loss at the microwave frequency
observed from nanotubes may be related to a special tubu-
lar morphology, arising from ordering caused by charge car-
rying polarons [92]. This result indicates that conducting
polymer micro/nanotubes can be used as new stealth mate-
rials with advantages being lightweight with wide frequency
band and high absorption, which are important in stealth
technology. In addition, Zhang et al. [108] observed that
PANI–H3PO4 nanotube films deposited on the glass sub-
strate exhibited hydrophilic behavior, which was conformed
by measuring contact angle with water (O = 32�), espe-
cially the hydrophilicity of PANI nanotubes is affected by
the dopant used. For example, PANI–HCl, PANI–H2SO4,
and PANI–HBF4 films all are hydrophilic, and their contact
angles with water are 40�, 38�, and 27�, respectively.

Hong et al., utilizing the redox reaction of CHQ nano-
tubes with novel metal ions, have made silver nanowires
arrays which would be useful for molecular electronic
devices [62]. Moreover, they have also reported that the
organic nanotubes could also be used as a model for selec-
tive water/ion channels in biological systems and a nano-
host to include size–specific guest molecules. Lui [70] and
Ni et al. [71] reported that the incorporation of the polyfer-
rocene block offers the opportunity to access self-assembled
materials with redox-active, semiconducting, or preceramic
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nanodomains, or large periodic variation in the refractive
index suitable for optical and phonic applications [72–74].

3. CONDUCTING POLYMER
NANOFIBERS

3.1. Synthetic Methods

In principle, the template-synthesis method can be used
to prepare conducting polymer nanofibers. However, the
length of the resulting nanofibers is limited by the thickness
of the porous membrane as templates. As a result, it is diffi-
cult to prepare long conducting polymer nanofibers by using
the template-synthesis method. On the other hand, the elec-
trospinning method invented in the 1930s [130] is a route to
prepare ultrafine fibers of conventional polymers. This tech-
nique has been recently rediscovered for applications such
as high performance filters [131, 132] and for scaffolds in tis-
sue engineering [133] that utilized the unique characteristic
of the high surface area (103 m2/g) provided by the fibers.

In the electrospinning method to prepare fibers, in gen-
eral, a high electrical field is generated between a polymer
fluid contained in a glass syringe with a capillary tip and a
metallic collection screen. When the voltage reaches a crit-
ical value, the charge overcomes the surface tension of the
deformed drop of the suspended polymer solution from on
the tip of the syringe, and a jet is produced. The electrically
charged jet resulting in the hyperstretching of the jet under-
goes a series of electrically induced bending instabilities dur-
ing its passage to the collection screen that results in the
hyperstretching of the jet. These stretching processes accom-
panied by the rapid evaporation of the solvent molecules
reduce the diameter of the jet. The dry fibers are accumu-
lated on the surface of the collection screen, resulting in
a nonwoven mesh of nano- to microdiameter fibers. The
length of the nanofibers by the electro-spinning method is
larger than that of the template-synthesis method.

It has been demonstrated that the fiber shape can be influ-
enced by many parameters, such as the polymer, solvent,
surface tension, solution viscosity, and solution conductivity.
Changing the charge density and polymer solution concen-
tration can control the fiber diameter [133]. For example,
Norris et al. [134] reported the influence of solution viscosity
on the formation of PANI–CSA fibers by the electrospin-
ning method. They found that without the addition of PEO
to PANI/CSA dissolved in chloroform no fiber formation
occurred, as the viscosity and surface tension of the solution
were not high enough to maintain a stable drop at the end
of the capillary tip. Adding more doped PANI also could not
increase the viscosity of the polymer solution, as the cap-
illary tip had a very low solubility in chloroform. A stable
drop at the end of the capillary tip was achieved once 2 wt%
PEO was added to the solution.

Based on the electrospinning concept, Bognitzki et al.
[135] have developed a straightforward and highly versa-
tile template method for the production of polymer, metal,
and hybrid nano- and mesotubes. The general concept is
to take such extremely thin degradable template polymer
fibers, which are prepared by the electrospinning method,
and coat them with the desired wall materials using various
types of deposition techniques. MacDiarmid et al. [136] have

recently reported polycrylonitrile and polyrene fiber can be
easily and informally coated from aqueous solution with con-
ducting polypyrrole or with Au by electrolyse deposition. In
particular, polycrylonitrile fibers can be thermally converted
to conducting carbon nanofibers, which may be a new route
to prepare carbon nanofibers.

3.2. Characterization and Properties

Since only a few studies are on conducting polymer fibers
prepared by an electrospinning method, structural charac-
terization and physical properties of electrospun conducting
polymer fibers have seldom been reported in the litera-
ture. However, MacDiarmid et al. [136] investigated the
molecular structure and electrical properties of electrospun
PANI/PEO blend ultrafine fibers. They reported that absorp-
tion spectra of PANI/PEO fibers were consistent with those
of PANI in the emeraldine salt oxidation state and no other
absorption bands were observed, indicating that the high
voltage used in this electrostatic process did not result in any
overoxidation of the PANI chains. Moreover, dedoping of
the electrospun PANI/PEO fibers could not be achieved by
suspending the nonwoven mat in 0.1 M ammonium hydrox-
ide aqueous solutions since the water dissolved the PEO and
caused the fibrous network in the nonwoven mat to break
apart. Instead, dedoping of the electrospun mat PANI/PEO
fibers was achieved by suspending the nonwoven mat in
ammonia vapor.

In addition, they observed that the conductivity of elec-
trospun PANI/PEO fibers was lower than that for a cast film
at the same concentration of PANI, which was unexpected.
There may be two reasons for that: one is that measuring
the conductivity of the nonwoven mat was considerably more
difficult than measuring the conductivity of the cast film due
to the difficulty in obtaining an accurate thickness. Another
is that the nonwoven mat is highly porous and therefore the
“fill factor” of PANI filberts is less than that of a cast film.
However, the dependence of conductivity of PANI/PEO fil-
berts with the weight of PANI in blend is similar to that of
a PANI/PEO blend film [137].

4. MULTIFUNCTIONALIZED NANOTUBES
Multifunctionalization of conducting polymer nanotubes
with electrical, optical, and magnetic properties is another
aspect of nanomaterials and nanotechnology because of
the unique properties and promising potential applications
in nanotechnology. Recently, some PANI multifunctional-
ized nanotubes with electrical, optical, and magnetic prop-
erties via the self-assembly process have been reported
[138, 139]. In this section, the synthesis method, characteri-
zation, and physical properties are discussed, especially the
formation mechanism of the self-assembled electrical, opti-
cal, and magnetic composite nanotubes containing inorganic
nanoparticles.

4.1. Synthetic Methods

Two methods can fabricate multifunctionalized conducting
polymer nanotubes with electrical, optical, and magnetic
properties. The first method is to co-structure multifunction-
alized nanotubes by using functionalized dopant. The second
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method is self-assembly of composite nanotubes of conduct-
ing polymers in the presence of optic and magnetic inorganic
nanoparticles.

4.1.1. Functionalized Dopant as a Template
As described, one can prepare multifunctionalized nano-
tubes with electrical, optical, and magnetic properties
through a self-assembly process by using functionalized
dopants as templates. In this method, the dopant acts as
a doping and template function at the same time. That is
to say, functionalized dopants not only contribute multi-
function but also act as templates in the formation of the
nanotube.

As one knows, azobenzene and its derivatives are gen-
erally characterized by reversible transformations from the
more state trans to the less state cis form upon irradia-
tion with UV light [140]. Moreover, the photoinduced iso-
merization of azobenzene moiety is always accompanied by
a structural change as reflected in the changes of dipole
moment and geometry [141]. In addition, azobenzene can
be selectively attached to the side chains, main chain, cross–
links, or chain ends of the polymers with photochromic
characteristics. The photochromic characteristic may pro-
vide light control the chemical characteristic by an “on–off”
light switch. Thus, it is expected that azobenzene derivatives
with –OSO3H groups can be used to dope PANI, resulting
in electro-optical PANI. Huang et al. [138] recently reported
that conductive PANI nanotubes 110–130 nm in diameter
can be synthesized via a self-assembly process in the pres-
ence of azobenzene sulfonic acid as a dopant for the fist
time. They found that the formation probability and size of
PANI–ABSA nanotubes depend on the molar ratio of ani-
line to ABSA and the concentration of ABSA.

Furthermore, chiral conducting polymers are of consider-
able interest because of their potential applications. Elec-
trodes for electrochemical asymmetric synthesis [142, 143],
modified electrodes capable of performing stereoselec-
tive analysis [143, 144], novel chiral stationary phases
for chromatographic separation of enantiomers [145–147],
microwave absorbents [148, 149], and electroactive chiral
membranes for selective transport enantiomer chemicals
[150] have been reported. Optically active conducting poly-
mers, such as PPy [151], polythiophene [152], and polyani-
line [153], have been reported in the literature. However,
nanotubes of these chiral conducting polymers have sel-
dom been investigated. Yang et al. [139] recently reported
chiral nanotubes of PANI doped with (S)-(−)-2-pyrrolidone-
5-carboxylic acid [(S)-PCA] or (R)-(+)-2-pyrrolidone-5-
carboxylic acid (R)-PCA as a dopant via a self-assembly
process for the first time. SEM and TEM images proved
that most of the nanotubes with 80–220 nm outer diameter
and 50–130 nm inner diameter are hollow along the whole
length, and the aspect ratio of these nanotubes varies from
6 to 12. Those chiral nanotubes are independent upon the
configuration of PCA dopant. However, morphology, size,
and yield of PANI–(S)-PCA and PANI–(R)-PCA nanotubes
are affected by the synthesis conditions, especially the ani-
line concentration and the molar ratio of aniline to PCA.
When the concentration of aniline monomer was about
0.04 mol L−1, for instance, the resulting PANI–(S)-PCA was

tubes, but as the concentration of aniline was higher (e.g.,
0.1 or 0.35 mol L−1�, only granular PANI–(S)-PCA was
obtained. Moreover, when the molar ratio of aniline to PCA
was 2, the percentage of the nanotubes in both cases was
decreased. If the molar ratio of aniline to PCA was higher
or lower than 2, on the other hand, almost no tubes were
observed.

4.1.2. Dopant Containing Inorganic
Nanoparticles as a Template

Another easy way to costructure multifunctionalized con-
ducting polymer nanotubes synthesis through a self-assembly
process in the presence of optic and magnetic inorganic
nanoparticles. Zhang and Wan [154] recently reported
that PANI–NSA/TiO2 nanotubes with average diameters of
90–130 nm were synthesized through the self-assembly pro-
cess in the presence of �-NSA as the dopant. The morpholo-
gies and formation yield of the composite nanotubes were
affected by the content of TiO2 in the composites. In par-
ticular, the diameter of the composite nanotubes decreases
with increasing the content of TiO2 nanoparticles in the
composites.

Obviously, preparation of conducting polymers containing
magnetic nanoparticles has also attracted attention because
of their unique electrical, optical, and magnetic properties,
which result in many potential applications in electromag-
netic interference shielding [155], electrochromic devices
[157], and optical systems [158]. A lot of papers dealing
with electromagnetic composites of conducting polymers
have been reported [159–166]. Yaneyama et al. [159] and
Partch et al. [160], for instance, reported an incorporation
of metal oxide particles into PPy during electrochemical
polymerization. In particular, Tang et al. [161] have devel-
oped a versatile process employing anionic surfactants to
prepare processable freestanding films of PANI contain-
ing nanomagnets of %-Fe2O3 as high as 50%. Moreover,
Wan et al. [162–166] also reported a series of PANI and
its derivative or PPy composites containing nanomagnetic
particles (Fe3O4) prepared by a chemical method, show-
ing high saturated magnetization (Ms = 10–40 emu/g) with
a superparamagnetic behavior (i.e., Mr = 0 and Hc = 0),
and high conductivity (10−1–101 S/cm). However, nanotube
or nanowire composites of conducting polymers containing
magnetic nanoparticles have seldom been reported. Zhang
and Wan [167] recently reported that composite nanowires
of PANI–NSA containing Fe3O4 nanoparticles (∼10 nm in
diameter) with an average diameter of 80–100 nm were
prepared by a self-assembly process in the presence of
�-NSA as a dopant. However, TEM shows most of them
are solid, but a small quantity is hollow. Here, it should
be noted that the self-assembled composite nanotubes con-
taining inorganic nanoparticles (e.g., PANI–NSA/TiO2 or
PANI–NSA/Fe3O4) described previously are quite different
from the coated carbon nanotubes with other materials.
In case of coated or filled carbon nanotube composites,
carbon nanotubes only act as templates. In case of self-
assembled composite nanotubes (e.g., PANI–NSA/TiO2 or
PANI–NSA/Fe3O4�, however, conducting polymers and inor-
ganic nanoparticles costructure to form composite nano-
tubes through a self-assembly process. There is evidence to
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prove it. One is that some black dots ∼10 nm in diameter
embedded in the nanofibers or in the skin of PANI–
NSA/Fe3O4 nanotubes are observed by means of TEM mea-
surements [163]. Moreover, electronic diffraction patterns
further proved that those black dots are Fe3O4 because
those dots are not present in PANI–NSA nanotubes [163].
Further evidence is that the Ti element is only observed
on the skin of PANI–NSA/TiO2 composite nanotubes by an
energy distribution spectrum [154].

4.1.3. Formation Mechanism
In Section 1, author proposed a template-like model to
interpret the formation of the self-assembled conducting
polymer nanostructures including nanotubes and nanowires
without using external membranes as templates [102]. The
template-like model means that the micelles formed by
dopant and/or monomer/dopant salt or supermolecules act
as templates in the formation of the nanostructures. Now
it is easy to understand the formation mechanism of the
self-assembled composite nanotubes or nanofibers contain-
ing inorganic nanoparticles. However, the substance of the
templates in the composite nanotubes is quite different
from that of the self-assembled nanotubes without inorganic
nanoparticles.

In case of PANI–NSA/Fe3O4 [109] or PANI–NSA/TiO2
nanostructures [154], Fe3O4 or TiO2 nanoparticles are dis-
persed in NSA solution before polymerization. As a result, it
is possible to form a “core–shell” structural mixture in which
Fe3O4 or TiO2 nanoparticles act as “core” and NSA dopant
act as “shell.” So aniline/NSA micelles containing Fe3O4 or
TiO2 nanoparticles might form due to the hydrophobility
of aniline and hydrophilicity of –SO3H group of NSA. If
NSA is assigned as a “tail” and aniline containing Fe3O4or
TiO2 nanoparticles as a “head,” the micelles with “head–
tail” structure can be formed. Therefore it is reasonable
to believe that the resulting “head–tail” micelles might act
as templates in forming composite nanostructures contain-
ing inorganic nanoparticles. The formation process of the
composite nanotubes is as same as that of self-assembled
nanostructures in the absence of inorganic nanoparticles,
and a possible formation schematic of PANI–NSA/Fe3O4 or
PANI–NSA/TiO2 nanostructures is shown in Figure 7b.

4.2. Characterization

Elemental analysis, FTIR, UV-vis absorption, XPS, and
X-ray diffraction are also used to characterize the molecu-
lar structure of multifunctionalized nanotubes of conducting
polymers. The molecular structure of the multifunctional-
ized nanotubes of conducting polymer is identical to that of
conventional conducting polymers. For instance, FTIR mea-
surements indicated that the main chain of chiral PANI–(s)-
PCA or PAN–(d)-PCA nanotubes [139] is similar to that
of conventional doped PANI [112]. However, some differ-
ences in the FTIR spectrum between chiral and conven-
tional PANI were observed [139]. Meanwhile, the electronic
structure of chiral PANI nanotubes measured by UV-vis
absorption spectra is identical to that of conventional PANI
[112]. However, inference of the configuration of the chiral
dopant (PCA) on its electronic structure is not observed.
X-ray scattering patterns of the chiral nanotubes observed

a very sharp peak at 2( = 6�43 (d = 13�73 Å), which is
assigned to the periodicity distance between the dopant and
N atom on the adjacent main chain of PANI. This results
from tubular morphology because it is absent from its grains
[139].

Similarly, the molecular structure of composite nano-
tubes containing inorganic nanoparticles is also identical to
that doped conducting polymers. However, X-ray scatter-
ing peaks of those inorganic nanoparticles can always be
observed from that of composite nanotubes. For instance,
both characteristic peaks of PANI–NSA nanotubes and
Fe3SO4 nanoparticles can be observed from that of PANI–
NSA/Fe3O4 nanotubes [109]. This indicates that there is no
chemical interaction between Fe3O4 and PANI–NSA in the
composites. In addition, a sharp peak at 2( = 8�8 assigned
to the scattering along the orientation parallel to the PANI
chain [168] can be observed in the composite nanotubes.
Interestingly, it is absent from doped PANI by a common
method [112], indicating the polymer chain in the nanotubes
is partially oriented along the polymer chain due to tubular
morphology.

4.3. Properties

In general, the room-temperature conductivity of multi-
functionalized nanotubes depends on the polymer chain,
dopant, synthesis method, and conditions, which are simi-
lar to those in the nanotubes described in Sections 1 and 2.
In most cases, the conductivity of functionalized nanotubes
containing inorganic nanoparticles is lower than that with-
out inorganic nanoparticles due to the electrical insulating
behavior of those inorganic nanoparticles. For example, the
conductivity of PANI–NSA/Fe3O4 nanotubes decreases with
increasing content of Fe3O4 in the composites [109]. In some
cases, however, adding nanoparticles in the composites can
enhance the conductivity of composite nanotubes contain-
ing inorganic nanoparticles. A typical sample is that the
conductivity of PANI–NSA–TiO2 nanotubes increases with
increase of the content of TiO2 nanoparticles in the com-
posites [154], which is consistent with results reported by Su
and Kurumoto [169]. The temperature dependence of the
conductivity for those multifunctionalized nanotubes shows
semiconducting behavior and obeys the VRH model [128],
which is similar to that of nanotubes described in Sections 1
and 2.

It is expected that the multifunctionalized nanotubes
exhibit some new interesting properties except for electri-
cal properties. The resulting multifunctionalized nanotubes,
such as chiral PANI–PCA [139], PANI–ABSA [138], PANI–
NSA/Fe3O4 [167], and PANI–NSA/TiO2 nanotubes [154],
show very interesting optic and magnetic properties. For
electro-optic nanotubes, for example, PANI–ABSA [138]
nanotubes exhibited trans–cis photoisomerization, which is
similar to that of azobenzene moiety, upon irradiation with
UV light () = 365 nm). However, the rate of photoisomer-
ization of PANI–ABSA is reduced in comparison to that
of ABSA by measuring the kinetics of photoisomerization,
indicating the doped trans-azobenzene moieties along the
PANI backbone, probably owing to steric hindrance, are
more resistant to the photoisomerization process in compar-
ison with small molecular ABSA [138]. In addition, Yang
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and Wan [139] recently reported chiral nanotubes of PANI–
(S)-PCA and PANI–(d)-PCA nanotubes showing a positive
and negative Cotton effect measured by circular diachroism,
indicating helical screw of the polymer chain is observed
in the chiral nanotubes. Moreover, Zhang and Wan [154]
reported that the PANI–NSA/TiO2 composite nanotubes are
hydrophobic, proved by measuring water contact angle, but
the PANI–NSA nanotubes are hydrophilic. Especially, the
hydrophobility of the composite nanotubes increases with
increase of the content of TiO2 nanoparticles in the compos-
ites. This result suggests that adding TiO2 nanoparticles can
change the hydrophilicity of PANI. Moreover, Zhang and
Wan [167] recently reported that PANI–NSA/Fe3O4 compos-
ite nanofibers exhibited a superparamagnetic behavior (i.e.,
no hysteretic loop), and their electrical and magnetic prop-
erties can be adjusted by changing the content of Fe3O4 in
the composites.

5. CONDUCTING POLYMER COATED
CARBON NANOTUBES

Coating or filling of nanotubes with other materials is a sim-
ple and effective method to prepare electrical, optical, and
magnetic composite nanotubes. In most cases, carbon nano-
tubes have been used to impart electrical properties to insu-
lating materials (e.g. polymers) for electronic applications
[170, 171]. On the other hand, conducting polymer coated
CNTs have recently received great attention because of their
unique electrical, optic, and magnetic properties and poten-
tial applications in a wide range of devices, including nano-
electronic and biomedical devices [172, 173]. Due to the
mass production of CNTs [174] and soluble derivatives [175]
of the carbon nanotubes, composite CNTs containing other
materials have been developed rapidly. Especially, conduct-
ing polymer coated CNTs are expected to be new way to
prepare new types of nanotubes. In fact, a combination of
CNTs with conducting polymers has been demonstrated to
lead to composite materials processing of properties of each
constituent component with a significant effect [175–178].
As a result, highly efficient photovoltaic cells [179, 180], light
emitting diodes with low current density and good thermal
stability [181], and aligned coaxial nanowires with high sur-
face and interface [182] based on composites of CNTs with
conducting polymers have been reported.

In this section, synthesis method, characterization,
and properties of conducting polymer coated CNTs are
introduced.

5.1. Synthesis

In principle, conducting polymer coated CNTs can be fabri-
cated chemically or electrochemically by in-situ doping poly-
merization in the presence of CNTs. For example, Fan et al.
[183] synthesized PPy coated carbon nanotubes using in-situ
polymerization of pyrrole on carbon nanotubes in 0.1 M
HCl solution containing (NH4)2S2O8 as oxidant at 0–5 �C.
A typical synthesis process was described as follows: 0.1 M
HCl solution (150 ml) containing CNTs was ultrasonically
stirred at room temperature for about 0.5 h to disperse
CNTs. Pyrrole monomer (0.67 g) in 100 ml HCl (0.1 M)

solution was added to the CNT suspension system with ultra-
sonic stirring. Then 50 ml HCl (0.1 M) solution containing
(NH4�2S2O8 was slowly added drop by drop into the suspen-
sion system with a constant sonication. The reaction mix-
ture was sonicated for an additional 4 h at 0–5 �C, after
which the CNT/PPy powder formed was filtered and rinsed
with distilled water and methanol until the filtrate was color-
less. The obtained black CNT/PPy powder was dried under
vacuum for 24 h. In order to prepare uniform PPy coated
CNTs, the following conditions are required: (1) The reac-
tion solution should be dilute so that CNTs can be dispersed
very well. (2) The oxidant (e.g., ammonium persulfate) must
be dropped very slowly so that the polymerization of pyr-
role on the surface of CNTs is not too rapid. (3) Super-
sonic stirring is easy to disperse CNTs in the reaction, which
is much better than magnetic stirring due to its insolu-
ble in any solvent. The diameter of PPy/CNT nanotubes is
about 80–100 nm, and a uniform layer of PPy on the sur-
face of CNTs was proved by TEM measurements, indicating
CNTs only act as templates for polymerization of pyrrole
monomer. Especially, Pamamurthy et al. [184] recently fab-
ricated PANI/CNT composites for Schottky electronic device
application. They described the preparation of Schottky
diodes in detail as follows: the mixture of the emeraldine
base form of PANI with different weights present of CNTs
was procured onto ITO coated glass slides. Then the slides
were placed in an oven under a vacuum of 20 mm Hg at
50 �C to remove the solvent. Vapor doping of the dried films
was achieved by placing the films in a closed chamber with
1 M HCl solution for 48 hr. Aluminum was then evaporated
onto the front side of the samples to form Schottky contacts.
Moreover, Chen et al. [185] reported thin and very uniform
PPy films are successfully coated on the surface of each car-
bon nanotube by electrochemical polymerization. They also
synthesized uniformly PPy films coated over each carbon
nanotube of the well–aligned carbon nanotubes arrays by
electrochemical polymerization in the aligned arrays.

5.2. Characterization

SEM, TEM, elemental analysis, FTIR, and X-ray are used
to characterize the molecular structure of the resulting con-
ducting polymer coated CNTs. Especially the Raman spec-
trum is a powerful tool to characterize CNTs. Fan et al. [183]
used FTIR and Raman spectra to characterize the structure
of PPy–CNTs. They reported that the characteristic peaks of
PPy could be observed in the CNT/PPy samples, which are
similar to those of PPy using a chemical and electrochemi-
cal polymerization method. The Raman spectrum of CNTs
has two significant peaks at 1348 and 1578 cm−1, indicat-
ing the used CNTs are multiwall carbon nanotubes because
1601 cm−1, corresponding to single wall carbon nanotubes, is
absent. The Raman spectrum of PPy–CNT nanotubes is sim-
ilar to that of CNTs, but the intensity of those peaks in PPy–
CNT nanotubes is decreased. On the other hand, the Raman
spectrum of PPy shows a broad band at 1300–1600 cm−1 in
the C C stretching vibration range. Moreover, X-ray scat-
tering patterns of PPy–CNT nanotubes not only have char-
acteristic peaks of CNTs (3.42, 2.13, 1.70 A), but also show
PPy amorphous characteristics (broad peak). There is no
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new peak in X-ray scattering patterns of PPy–CNT nano-
tubes, indicating no interactions between PPy and CNTs
took place.

5.3. Properties

Pamamurthy et al. [184] also reported that the electrical
characteristics of PANI/CNT Schottky diodes are nearly an
order of magnitude higher than those of PANI devices. Chen
et al. [185] reported that the growth current of PPy on the
well-aligned carbon nanotubes is much larger than that on
the flat Ti/Pt substrate. Moreover, PPy-coated carbon nano-
tube electrodes show significantly improved electrochemical
redox performance, showing that the redox charge of PPy
films is enhanced significantly by carbon nanotubes. These
results may lead to the possibility of using the hybrid mate-
rial in high-performance, lightweight, rechargeable batter-
ies. This is very promising that the electrode developed in
this study could be used as high performance electrode in
rechargeable batteries [186]. Huges et al. [187] also reported
that arrays of aligned MWNTs coated with conducting poly-
mer composites (e.g., PPy) are not only well suited for
energy applications such as super capacitors and secondary
batteries but also for use in devices such as sensors that
would benefit from this desirable combination of properties.
Fan et al. [183] measured the electrical, magnetic, and ther-
mal properties of PPy–CNT nanotubes, but no new physical
properties were observed, indicating CNTs only act as tem-
plates for pyrrole polymerization. However, they found that
homogeneous solution of CNTs dispersed in PPy dissolved
in m-cresol with ethanol could be formed. Based on this
result, Liu et al. [188] measured third-order optical nonlin-
earity (*�3�) of CNTs by degenerate four-wave mixing for
the first time. They reported that *�3� of CNTs is about
6�460× 10−14 esu at 1064 nm, and considering the local field
correction, the contribution of one carbon atom to third-
order nonlinearity is about 5�921× 10−36 esu, which is larger
than that of C60 (5�000 × 10−36 esu).

6. SELF-ASSEMBLED NANOTUBE
DENDRITES OF CONDUCTING
POLYMERS

Dendrite tubes, such as the vessels in the bodies of animals
and plants, are a very popular structure in the nature [189].
Although many metal, metal oxide, and polymer dendrites
have been produced by fractal growth [190–192], they are all
composed of solid particles, not tubes. Recently, dendrites of
carbon nanotubes have been reported [193], in which a car-
bon nanotube grows up from the outer walls of another one,
but it is not a popular phenomenon and cannot form com-
plete dendrites with many branches. However, Wei and Wan
[194] have recently found that nanotube dendrites of PANI
doped with chiral d-camphor-10-sulfonate acid (d-CSA),
�-NSA, �-NSA, 1,5-DNSA, and H3PO4 as the dopant can
be synthesized in stationary state through a self-assembly
process. Typical SEM and TEM images of PANI–CSA nano-
tube dendrites synthesized through a self-assembly process
are shown in Figure 10. In the meantime, PPy nanotube
dendrites doped with PTSA were also obtained by the same
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Figure 10. Typical SEM and TEM images of PANI–(d)-CSA nanotube
dendrites synthesized through a self-assembly process.

method. SEM images confirmed that all resulting PANI and
PPy are of fibrous morphology, but these fibers are aggre-
gated to form dendrite morphology. Those branches spread
out from the boot and each big branch has thinner branches.
The diameters of the branches are in the range of 230 to
540 nm, but they become thinner and thinner along the
direction from the boot to the top. Interestingly, the TEM
images revealed that these branches are hollow; especially
their inner diameters decreased from the boot to the top
and become zero at the end. Moreover, it was found that
the diameter of the branches and the aggregated morphol-
ogy of the nanotube dendrites are affected by the synthesis
conditions, including dopant structure, the concentration of
dopant and monomer, as well as their molar ratio. The diam-
eter of PANI–d-CSA nanotubes decreases with increase of
mole ratio of aniline to d-CSA, for instance, while the
branch number increases with increase of the interaction
along the polymer chain. They proposed that the nano-
tubes are derived from an in-situ polymerization on a micelle
template consisting of dopant and/or dopant/monomer salt
through a self-assembly process [127]. Dendrite morpholo-
gies are induced by the interactions among conducting poly-
mer chains, including interaction of hydrogen bond and ionic
bond through aggregation. This method shows a possibil-
ity to prepare nanotube dendrites of conducting polymers
through a self-assembly process for the first time.
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7. SUMMARY
In summary, the nanomaterials, especially nanostructures
(e.g., nanotubes and nanofibers, even molecule wires), of
conducting polymers have attracted attention due to their
unique properties and promising potential applications in
nanodevices especially molecule devices. However, this field
is only at the beginning because many fundamental issues
need to be studied in detail. First, synthesis or preparation
of new materials with unique properties, including electrical,
optic, and magnetic functions, thermal and air stability,
as well as process ability, is required. Second, modifica-
tion of old methods and development of new methods to
synthesize or fabricate nanostructures are needed. Espe-
cially, controlling morphology and size of nanotubes or
nanowires through the self-assembly process is a key issue.
Meanwhile, development of methods for oriented arrays of
nanotubes or nanowires is a key technology to fabricate
nanodevices. Furthermore, searching for new characteriza-
tion routes to measure molecular structure and physical
properties of nanotubes or nanowires is also a fundamen-
tal scientific issue. In particular, measurements of physical
properties of single nanotubes or nanowires are required in
order to understand size, surface, and quantum effects on
the physical properties of single nanotubes or nanowires.
Utilization of nanodevices and molecule devices strongly
depends on the development of these scientific issues.

GLOSSARY
Carbon nanotubes (CNTs) Essentially tiny strips of
graphite sheet rolled into tubes and capped with half a
fullerene at the each end. Their diameter is just a few
billionths of a meter.
Conducting polymer Fourth generation of polymer that
has semiconducting and metallic properties and retains
polymer’s lightweight and processability. In principle, the
�-conjugated polymers can be converted to the semicon-
ducting and even metallic state by using a chemical or
electrochemical doping method. The characteristic of the
molecule structure consists of �-conjugated polymer chains
and counterions, depending on doping type (p- or n-type).
Doping In the conducting polymers this is an important
route to convert the electrical insulating state to the con-
ducting state of the conducting polymers. On the other hand,
the doping concept in conducting polymers differs from that
of inorganic semiconductors. For instance, the intrinsic con-
ducting polymer doping is a chemical or electrochemical
redox reaction, while it is atom replacement in inorganic
semiconductors. Moreover, dedoping can be performed in
the conducting polymers, and the doping/dedoping process
for conducting polymers is reversible. Thus, the conducting
polymers are called intrinsic conductive polymers, which qui-
etly differ from the conducting plastic polymers containing
inorganic conducting particles (Ag and Cu nanoparticles as
well carbon powders) as conducting fillers.
External template Made of porous micromembrane,
which allows monomer polymerization inside the pore indi-
vidually. Porous alumna prepared electrochemically from
aluminum metal or track-etched polycarbonate is widely

applied as an external template to synthesize nanostructures
by using the template-synthesis method.
Fullerene C60 is a pure carbon molecule composed of at
least 60 atoms of carbon and contains only hexagonal and
pentagonal faces. The name is a homage to R. Buckminster
Fuller for his writing on geodesic domes. Also they are
referred to as Buckyballs. Fullerenes are seen as promising
components of future microelectromechanical systems and
in nanotechnology. Current work on fullerenes is largely the-
oretical and experimental.
Hydrophilic/hydrophobic Describes a contact behavior of
materials with water or oil, which can be determined by
water or oil contact angle, depending on the surface energies
and the surface roughness of the materials.
Nanostructures Material size is in the range of 1–100 nm,
and the micromorphology is complex including tubes, fibers,
hollow spheres, and even nanotube junctions.
Organic light-emitting diodes (OLEDs) One of the elec-
tronic devices which can electroluminesce from conjugated
polymer or organic molecule layers sandwiched between
metallic electrodes. Operation of a LED is achieved when
the diode is biased sufficiently to achieve injection of posi-
tive and negative charge carriers from opposite electrodes.
Capture of oppositely charged carriers within the region
of the polymer layer can then result in the formation of
the singlet excitation, which is generated by photoexcitation
across the �–�∗ gap, and this can then decay radioactively
to produce the same emission spectrum as that produced
by photoexcitation. Charge carrier injection, transportation,
and recompilation are important processes in LEDs. Espe-
cially equilibrium injection of positive (hole) and negative
(electron) charge is a key to enhance the electrolumines-
cence efficacy and brightness.
Polyaniline PANI is an unusual member of �-conjugated
conducting polymer in which nitrogen atoms are incorpo-
rated between phenyl (C6H4) rings. It consists of three dif-
ferent types, depending on the oxidation state (represented
as y, and 0 < y < 1), for instance, reduced lecucoemera-
dine base for y = 1, partially oxidized emeraldine base form
for y = 0�5, and fully oxidized pernigraniline for y = 0,
respectively. Moreover, the electrical properties of PANI are
controlled by both oxidation and protonation states, which
is different from many other conducting polymers (e.g.,
polyacetylene) whose electrical properties are well under-
stood by simply considering the properties of conjugated
backbones.
Self-assembly Molecules can self-construct nanostructures
through intermolecular weak interaction, such as van der
Waals force, hydrogen bond, hydrophilic/hydrophobic inter-
face. Recently, the self-assembly process has been widely
used to synthesize or prepare nanostructures including
nanotubes, nanofibers, hollow spheres, and even nanotube
junctions.
Superparamagnet A type of magnetic material in which
both remnant magnetization (Mr) and coercive force (Hc)
are very low, even equated to zero. Sometimes they are
called soft magnets.
Template-synthesis method A common and effective route
for synthesizing nanostructural materials. A porous mem-
brane as a template is required, which allows nanostructural
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materials to be synthesized inside porous micromembranes,
resulting in controllable size of the nanostructural materials.
Especially, it is a powerful route to prepare aligned nano-
structural arrays, which are fundamental units for preparing
nanodevices. However, post-treatment for removing tem-
plate is required, which results in disorder or destruction of
the resulting nanostructures.
Van der Waals force A weak intermolecular attractive
force which cannot result from ionic charges.
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1. PRINCIPLE OF DYNAMICS
OF CONDENSED MOLECULES

The band shape analysis of vibrational spectra provides use-
ful information about the dynamics of a molecule in liq-
uids and solutions. Since the original works of Gordon [1]
and Shimizu [2], in which vibrational line profiles of dense
gases, liquids, and solutions are represented by Fourier
transformation of a time correlation function, many stud-
ies on molecular motion in the condensed phase have been
reported [3–14]. A molecule in a condensed phase changes
its temporal equilibrium orientation and vibrational phase
of transition moment, owing to frequent collisions with its
surroundings. In this section, such a fluctuating rotational-
vibrational transition moment is considered. Here, a rele-
vant transition moment operator ��t� can be developed into
a series in terms of the atomic displacement coordinate Q
(normal coordinate) of vibrational mode �

��t� = �0�t�+
[
���t�

�Q�t�

]

Q= 0
Q�t�+ · · · (1)

For a rotational-vibrational transition, the relevant term is

[
���t�

�Q�t�

]

Q= 0
Q�t� ≡ m�t� (2)

The vector m(t) can be written as a product of its unit vector
m̂ and its modulus m

m�t� = m̂�t�m�t�

m�t� = �m�t�� (3)

m̂�t� = m�t�/m�t�

Clearly m̂ and m denote, respectively, the angle-dependent
and amplitude-dependent factors of the transition moment
vector. Therefore, m̂�t� can be assigned to the purely ori-
entational coordinate and m�t� to the purely vibrational
coordinate of the fluctuating rotational-vibrational transition
moment. When the reorientational (rotational) relaxation
and the vibrational relaxation of the transition moment are
independent of each other, the infrared absorption spectral
intensity I��� can be written as [1–3]

I��� =
∫ �

−�
dt exp−i��− �0�t�

× 
m̂�0�m̂�t��
m�0�m�t�� (4)

where � is the angular frequency and �0 is the band center.
The function 
m̂�0�m̂�t�� corresponds to the reorientational
correlation function, and 
m�0�m�t�� to the vibrational cor-
relation function. Here the reorientational and vibrational
relaxation times, �r and �v, are defined as

�r =
∫ �

0
dt
m̂�0�m̂�t�� and

�v =
∫ �

0
dt
m�0�m�t�� (5)

If we assume that the reorientational and vibrational
relaxation do not depend on each other and the reorienta-
tional and vibrational correlation functions have an expo-
nential form, I��� has a Lorentzian shape, and thus the
measured half-band width ��1/2 (cm−1) of I��� is expressed
as a sum

��1/2 = ��r + ��v (6)
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where

��r = �2�c�r�−1 and ��v = �2�c�v�−1 (7)

Then the half-band width of the infrared band for a single
vibrational transition has information about the reorienta-
tional and vibrational relaxation of a condensed molecule.
Although the infrared measurement cannot divide spectro-
scopically the reorientational and vibrational relaxation pro-
cesses, the vibrational relaxation time obtained from the
isotropic part of Raman scattering can be diverted to evalu-
ate the reorientational relaxation time [3]. These principles
should also be applied to study the dynamics of molecules
confined in nanoscale pores.

2. THEORETICAL DESCRIPTION
OF CONFINED MOLECULES

Confined fluids in nanopores have received considerable
attention in recent decades. The molecule-nanopore inter-
action should induce interesting phenomena, such as micro-
pore filing and capillary condensation. Modern methods,
such as grand canonical Monte Carlo (GCMC) simulation
[15–17], molecular dynamics (MD) [18], and density func-
tional theory (DFT) [19� 20], have led to substantial progress
in understanding adsorption phenomena. In particular, the
DFT method is quite effective for the study of adsorption
in nanopores. In this section, we introduce DFT and discuss
the capillary condensation of fluids in mesopores.

2.1. Density Functional Theory

DFT is a useful tool for the description of inhomogeneous
classical fluids. Such systems are characterized by spatial
variation of the average single particle density ��r�. DFT
methods are based on the idea that the free energy of an
inhomogeneous fluid can be reproduced by a functional of
the local density ��r�. The basic formulations of DFT can
be found in [21], and [22] provides the review. The sim-
plest version of DFT using the local density approximation
(LDA), which does not take into account short-range corre-
lations in the repulsive part of the free energy functional, has
been used successively in the study of wetting phenomena
[23], liquid-gas interfaces [24], and capillary condensation
[25–27]. However, it has been recognized that LDA fails
to predict the strong oscillations that are present in the
density profile of a fluid in contact with a solid substrate
[28]. These oscillations are a reflection of short-range cor-
relations in a fluid. Tarazona and co-workers [29� 30] devel-
oped a nonlocal version of DFT, which is based on the
weighted-density approximation (WDA) including such cor-
relations. The basis of WDA is that hard-sphere Helmholtz
free energy can be expressed as a function of a smoothed
density �s�r�, which is a nonlocal functional of the true
density profile ��r�. WDA yields realistic oscillatory density
profiles, which reflect packing constraints on the arrange-
ments of particles in the case of a fluid in simple confining
geometries. Moreover, it was shown that WDA generally
yields results comparable to those obtained by GCMC sim-
ulations [28], which are regarded as reference computer
experiments. Tarazona’s version of DFT has recently been

employed for theoretical predictions of adsorption isotherms
in porous materials and phase transitions, such as micro-
pore filling, capillary condensation in pores, layering, and
wetting transitions on solid substrates [20� 31–39]. The non-
local density functional theory has also been used to study
the high-pressure adsorption of supercritical gases [40–42]
and to calculate the pore size distribution (PSD) of porous
materials, such as activated carbons, mesoporous silica, and
pillared interlayered clays [19� 43–47]. In particular, DFT-
based methods for the pore size characterization of activated
carbons from nitrogen adsorption isotherms have become a
standard characterization method in recent years.

Different versions of WDA have been introduced by sev-
eral authors (e.g., Rosenfeld [48], Denton and Ashcroft
[49], and Kierlik and Rosinberg [50]). The WDA method
of Rosenfeld-Kierlik-Rosinberg has been employed for the
theoretical study of adsorption, mainly for the adsorption
of mixtures [51–58]. The WDA method of Tarazona has
also been applied for the adsorption of mixtures [59–61],
although it should require more computation time than that
for Rosenfeld-Kierlik-Rosinberg.

In this section, the nonlocal DFT based on WDA, which
was developed by Tarazona, is treated. In the conventional
DFT approach, it is assumed that the pore has a fixed geom-
etry and is open and in contact with bulk fluid. For this
system, a grand canonical ensemble provides an appropriate
description of the thermodynamics. In this ensemble, sys-
tem volume V , temperature T , and chemical potential � are
specified. For a fluid in the presence of a spatially varying
external potential Vext�r�, the grand potential functional �
can be expressed as

����r�� = F ���r��+
∫
dr ��r��Vext�r�− �� (8)

where F ���r�� is the intrinsic Helmholtz free energy func-
tional. At thermodynamic equilibrium, ����r�� is a global
minimum with respect to variations in ��r�. The minimum
value is equal to the thermodynamic grand potential of the
system. It is customary to divide F ���r�� into two parts,
which are due to repulsive and attractive interactions. The
repulsive interaction is modeled by a hard sphere of diame-
ter d, and the attractive interaction is treated in a mean-field
fashion

F ���r�� = Fhs���r�� d�

+ 1
2

∫∫
dr dr′ ��r���r′��att��r − r′�� (9)

Here �att��r�� is the attractive part of the pairwise poten-
tial between two fluid molecules. The attractive part of the
fluid-fluid potential is represented by the WCA form of the
Lennard-Jones (LJ) potential [62]

�att�r� =





−�� r < rm
�LJ�r�� rm < r < rc
0� rc < r

(10)

�LJ�r� = 4�

[(
!

r

)12

−
(
!

r

)6
]

(11)
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where rm = 21/6! is the location of the minimum of the
LJ potential and rc is the cutoff distance. The hard-sphere
free energy functional Fhs���r�� is not known exactly for the
three-dimensional fluid. Therefore, further approximations
must be made with respect to the free energy functional.
The hard-sphere term is often divided into an ideal gas com-
ponent and an excess (configurational) component

Fhs���r�� d� = Fid���r��+ Fex���r�� d� (12)

The ideal contribution Fid���r�� is given exactly by the local
density expression

Fid���r�� = kT
∫
dr ��r��ln�#3��r��− 1� (13)

where # = h/�2�mkT �1/2 is the thermal de Broglie wave-
length of a molecule of mass m�h is the Planck constant,
and k is the Boltzmann constant. The excess component is
expressed as

Fex���r�� d� =
∫
dr ��r�fex��s�r�� d� (14)

where fex��s�r�� d� is the excess free energy per molecule
in the hard-sphere fluid, which is calculated from the
Carnahan-Starling equation of state [63]

fex��s�r�� d� = kT
&�4− 3&�
�1− &�2 (15)

with & = ��sd/6. The smoothed density �s�r� is given by an
average of ��r� weighted by a suitable function w, which is
allowed to depend on �s�r� [29]

�s�r� =
∫
dr′ ��r′�w��r − r′�� �s�r�� (16)

The weight function w is specified by requiring the direct
correlation function of a uniform hard-sphere fluid (which
is calculated from functional differentiation of Eq. (12) with
Eq. (16)) to be close to the corresponding Percus-Yevick
result. The Tarazona prescription for the weight function
uses a (truncated) power series expansion in the smoothed
density

w��r − r′�� �s�r�� = w0��r − r′��+w1��r − r′���s�r�

+w2��r − r′����s�r��
2 (17)

The expansion coefficients wi �i = 0� 1� 2� are given in
[29� 30]. Then Eq. (16) reduces to a quadratic equation for
�s�r�

�s�r� = �s0�r�+ �s1�r��s�r�+ �s2�r���s�r��
2 (18)

with coefficients

�s i�r� =
∫
dr′ ��r′�wi��r − r′�� (19)

for i = 0� 1� 2. The physical root of Eq. (18) is

�s�r� =
1− �s1�r�−

[
�1− �s1�r��

2 − 4�s0�r��s2�r�
]1/2

2�s2�r�

= 2�s2�r�

1− �s1�r�−
[
�1− �s1�r��2 − 4�s0�r��s2�r�

]1/2

(20)

where the second form is more convenient for calculations
when �s1�r� and �s2�r� approach zero. Here the normaliza-
tion condition for Eq. (17)

∫
drw��r − r′�� �s�r�� = 1 (21)

implies that

∫
drwi��r − r′�� =

{
1� i = 0
0� i = 1� 2

(22)

Therefore, in the limit of a uniform fluid, �s i�r� becomes
�s0�r� = � (bulk fluid density) and �s1�r� = �s1�r� = 0.

The problem of finding an equilibrium density distribution
��r� can be solved by minimizing the grand potential func-
tional (Eq. (8)) with respect to ��r�. The standard method
employed first by Tarazona [29] is based on the Euler–
Lagrange equation; the minimization requirement is satis-
fied by differentiating the grand potential functional with
respect to density and equating to zero. The resulting Euler–
Lagrange equation is

� = Vext�r�+ kT ln�#3��r��+ fex��s�r��

+
∫
dr′ ��r′�f ′ex��s�r

′��
(�s�r

′�
(��r�

+
∫
dr′ ��r′��att��r − r′�� (23)

where the functional derivative of �s�r� with regard to ��r�
can be represented as

(�s�r
′�

(��r�
= w��r − r′�� �s�r

′��
1− �s1�r′�− 2�s2�r′��s�r′�

(24)

The terms on the right-hand side of Eq. (23) must be
imposed to the chemical potential of the bulk fluid at all
points in the system. For the homogeneous system, the
chemical potential of the bulk fluid of a uniform density �b is

� = �hs��b�+ �b

∫
dr�att��r�� (25)

Here, �hs��b� is the chemical potential of the hard-sphere
fluid calculated from the Carnahan-Starling equation of
state

�hs��b� = kT ln
(
#3�b

)+ fex��b� d�+ �bf
′
ex��b� d�

= kT
[
ln
(
#3�b

)+ 8& − 9&2 + 3&3

�1− &�3
]

(26)
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with & = ��bd/6. The integral over r of attractive interac-
tions (which is the second term on the right-hand side of
Eq. (25)) can be performed analytically as follows

∫
�r�<rc

dr�att��r��

= −32
9
���rm�

3 + 16
9
��!3

[
3
(
!

rc

)3

−
(
!

rc

)9
]

= −) (27)

For numerical calculations, Eq. (23) with Eq. (25) can be
rearranged as

kT ln
(
��r�
�b

)

= fex��b�+ �bf
′
ex��b�− �b)− Vext�r�− fex��s�r��

−
∫
dr′ ��r′�f ′ex��s�r

′��
(�s�r

′�
(��r�

−
∫
dr′ ��r′��att��r − r′�� (28)

or, denoting the right-hand side of Eq. (28) as *

��r� = �b exp�*/kT � (29)

This equation can be solved by iterations of substituting
the initial or current density in the right-hand side and get-
ting a better estimate on the left-hand side. This calculation
is repeated until the required accuracy is attained. How-
ever, this iteration process is not efficient, because it usually
diverges in a few steps if the full new density obtained from
Eq. (29) is used for the next step. To avoid this, the weighted
iteration method can be employed for a better convergence
as follows [29]

��i� = ��out
�i� + �1− ����i−1� (30)

where �out
�i� is the quantity calculated by substituting the ini-

tial guess ��i−1� into Eq. (29) without employing weights
�. The density ��i� is used for the next step iteration. The
weight � can be optimized to reduce the time of computa-
tions. Then, for the successive iterations, it may be better
to change the value of � depending on the changing rate:
��out
�i� �r� − ��i−1��r��/��i−1��r�. Another method for minimiz-

ing the grand potential functional in the nonlocal DFT has
recently been developed by Neimark [64]. The method is
based on the implementation of indeterminate Lagrange
multipliers (ILMs). The ILM method gives a substantial
advantage when the functional derivative (�s�r

′�/(��r� can-
not be expressed explicitly.

The pressure of a bulk fluid is described by the following
equation of state

P = Phs��b�+ 1
2�

2
b

∫
dr�att��r��

= Phs��b�− 1
2�

2
b) (31)

with

Phs��b� = �bkT
1+ & + &2 − &3

�1− &�3 (32)

Here Phs��b� is the pressure of the hard-sphere fluid, which
is calculated from the Carnahan-Starling equation of state,
and & = ��bd/6. The chemical potential of the bulk fluid
is represented by Eq. (26). The equation of state given by
Eqs. (26) and (31) is essentially a two-parameter equation
that depends on the hard-sphere diameter d and the prod-
uct �!3 (see Eq. (27)). In this mean-field approximation, the
hard-sphere fluid serves as the reference system. That is, the
fluid-fluid potential is split at the minimum rm = 21/6! in
the WCA fashion, and the repulsive part of the potential
is modeled by an equivalent hard-sphere potential with an
appropriate hard-sphere diameter. Then the equivalent hard-
sphere diameter should be temperature and density depen-
dent according to WCA. Three prescriptions for the choice
of the hard-sphere diameter are usually considered. The first
choice is made such that d equals ! . The first choice of the
hard-sphere diameter �d1� has been used in nonlocal DFT
by several authors [28� 31]. The second one is given by the
well-known Barker-Henderson (BH) [65] expression

d2 =
∫ rm
0
dr 1− exp�−�rep�r�/kT �� (33)

where �rep�r� is the repulsive part of the LJ potential

�rep�r� = �LJ�r�−�att�r� (34)

The second choice �d2� is only temperature dependent.
However, the hard-sphere diameter d2 from the BH expres-
sion may be overestimated when one deals with the nonuni-
form situations, that is, fluid in confining geometries, which
shows high-density oscillation in contact with a solid sub-
strate. The third one �d3� originates from the works of Lu
et al. [24] and Verlet and Weis [66]. The form of d3 approx-
imates the BH diameter

d3

!
= ,1kT /�+ ,2
,3kT /�+ ,4

(35)

where the coefficients ,i �i = 1–4� are parameters cho-
sen such that the theory yields a good fit for the liquid
density along the coexistence curve. The coefficients ,1 =
0-3837� ,2 = 1-035� ,3 = 0-4249, and ,4 = 1, which fit the liq-
uid branch simulated by use of the LJ fluid, are reported
in [19].

The liquid-vapor equilibrium conditions are determined
from the equality of pressures and chemical potentials in
the two phases. Simultaneous solution of Eqs. (25) and
(31) gives the equilibrium gas and liquid densities, chemical
potential, and saturated vapor pressure. Thus, the chemical
potential of Eq. (25) must adequately describe the behav-
ior of the bulk fluid at different temperatures and satisfy
the Maxwell relation. Ravikovitch et al. have determined
the fluid-fluid interaction parameters of the LJ potential
�!ff and �ff� and the hard-sphere diameter d suitable for
nitrogen fluid [20]. First, they determined the parameters so
that the theory could reproduce the experimental liquid-gas
coexisting densities, saturation pressure, and surface tension
of the free liquid-gas interface at the normal boiling point
of 77.347 K. The fitted parameters !ff , �ff , and hard-sphere
diameter d are listed in Table 1. Then parameters of the
LJ potential were fixed and a subsequent optimization was
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Table 1. Parameters of the fluid-fluid interaction potentials.

Fluid �ff/kB (K) !ff (nm) d (nm) Ref.

N2 94-45 0-3575 0-3575 [20� 42]
Ar 118-05 0-305 0-338 [42]

Note: The cutoff distance for the fluid-fluid interaction is 5!ff . d is the equiv-
alent hard-sphere diameter.

made only with respect to the hard-sphere diameter d as
a function of temperature. The thermal dependence of the
equivalent hard-sphere diameter was calculated with the use
of Eq. (35) with the coefficients ,1 = 0-3837� ,3 = 0-4249,
and ,4 = 1. The fitted parameter ,2 has been found to
be 1.034. Ravikovitch et al. have reported that the theory
describes the liquid-vapor densities and saturation pressure
of nitrogen within 5% accuracy in the temperature range
63–90 K [44].

2.2. Adsorption on Cylindrical Mesopores

Recently, new families of mesoporous materials have been
synthesized. Mesoporous molecular sieves, known as M41S,
exhibit uniform pore structures and can be synthesized to
consist of a regular array of hexagonal and unidimentional
mesopores (MCM-41) [67� 68] or cubic structures (MCM-
48) [69]. The mesopores of MCM-41 materials can be sys-
tematically varied in size from around 2 nm to 10 nm
[68]. The siliceous mesoporous material SBA-15 also pos-
sesses a regular two-dimensional array of cylindrical chan-
nels [70� 71]. SBA-15 can have larger pores (up to 30 nm),
which are larger than those of MCM-41 materials.

Recently Neimark et al. have studied capillary con-
densation in mesopores of MCM-41 and calculated pore
size distributions, using nonlocal DFT [20� 36� 43� 44]. They
approximated the mesopore of MCM-41 with a cylindrical
pore composed of oxygen [20� 44], although its pores actu-
ally have a hexagonal cross section [67� 68].

The adsorbent-adsorbate interactions, Vext, for the cylin-
drical pore geometry can be modeled with the use of the LJ
potential integrated over an infinitely long cylinder [72� 73]

Vext�r�R� = �2�s�sf!
2
sf

×
[
63
32
F �−4-5�−4-5� 1-0� /2�

�R∗�1− /2��10

− 3
F �−1-5�−1-5� 1-0� /2�

�R∗�1− /2��4

]
(36)

where / = r/R and R∗ = R/!sf , and then r�R, and
F �)� /� 0� 1� are the distance from the center, radius of the
cylinder, and a hypergeometric function, respectively. Here
the excess adsorption per unit pore volume is calculated as

2v =
2

�R− !ss/ 2�2

∫ R−!ss/2

0
r dr���r�− �b� (37)

where !ss = 0-276 nm is the effective diameter of oxygen
atoms in the pore wall.

Ravikovitch et al. have determined the solid-fluid inter-
action parameters so that the theory could provide the
best fit to nitrogen and argon standard isotherms on non-
porous siliceous materials [20� 44] (see Table 2). They also

Table 2. Parameters of the solid-fluid interaction potentials.

Solid-fluid �v�ff/kB (K/nm2) !sf (nm) Ref.

O-N2 0-2253 0-317 [20� 42]
O-Ar 0-262 0-30 [42]

Note: The effective diameter of oxygen atoms in the wall is !ss = 0-276 nm.

calculated fluid-fluid interaction parameters for nitrogen
and argon such that the theory fit the experimental liquid-
gas coexistence densities, saturation pressure, and surface
tension of the free liquid-gas interface (see Table 1).
Figure 1 shows the nitrogen adsorption isotherm in the
cylindrical pore (diameter: D∗ = D/!ff = 16-8) at 77 K, cal-
culated by the nonlocal DFT, using the interaction param-
eters reported in [20] (see Tables 1 and 2). In Figure 1,
the grand potential changes along the adsorption and des-
orption are also shown. According to Neimark et al. [36],
the DFT isotherm in a mesopore allows one to deter-
mine three characteristic points on adsorption-desorption
isotherms: the pressure �Peq� of the equilibrium capillary
condensation transition; the starting point �Psc� of sponta-
neous capillary condensation (vapor-like spinodal); and the
starting point �Psd� of spontaneous desorption (liquid-like
spinodal) (see Fig. 1). For MCM-41 materials with pores
wider than ∼5 nm, it has been reported that the exper-
imental adsorption-desorption hysteresis loop is in agree-
ment with the branches at Psc and Peq from the theoretical
prediction [36].

3. ROTATIONAL AND VIBRATIONAL
RELAXATION OF CONFINED
MOLECULES

Although a capillary condensation theory has been devoted
to the determination of pore size distribution of meso-
pores, adsorption studies of regular mesoporous silica such
as MCM-41 or FSM [74� 75] demonstrated that classical cap-
illary condensation theory could not explain the dependence
of adsorption hysteresis on the pore width [76]. It has also
been assumed that condensates in mesopores have the same
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Figure 1. DFT isotherm for nitrogen in a cylindrical pore of diameter
D∗ = 16-8 (6.01 nm) at 77 K.
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structure and density as bulk liquid. In the case of molecules
adsorbed in micropores it was found that they formed a
molecular assembly whose structure is different from that of
liquid [77–79]. Hence, there is a possibility that molecular
states of molecules adsorbed even in small mesopores are
different from those of bulk liquid. Therefore, we should
get microscopic information on adsorbed molecules in meso-
pores with the use of spectroscopic methods. In this section,
nitrogen adsorption and argon adsorption on MCM-41 at
77 K are treated by means of DFT to gain an understanding
the capillary condensation of fluids in small mesopores, and
then the motional state of acetonitrile (CH3CN) in meso-
pores of MCM-41 at 303 K is assessed by infrared band
shape analysis. Acetonitrile is a symmetrical top molecule
and has a very large dipole moment (3.92 D), which plays a
key role in the reorientational relaxation [11].

3.1. Nitrogen and Argon Adsorption

The MCM-41 sample was prepared by Johannes Gutenberg
University. The detailed preparation procedure of MCM-41
has been given elsewhere [80]. Nitrogen and argon
adsorption isotherms at 77 K were measured with a con-
ventional volumetric apparatus, manufactured by Quan-
tachrome Corp. (Autosorb-1). Figure 2 displays the nitrogen
adsorption isotherm on MCM-41 at 77 K. A distinct step in
the isotherm occurs at a relative pressure of about 0.3 with
no adsorption hysteresis. The slight inclination of the con-
densation step is due to a narrow pore size distribution. The
total surface area St, external surface area Sex, and primary
mesopore volume Vp of MCM-41 were calculated with the
)s-plot method [81]. The )s-plot method is based on a com-
parison of the adsorption isotherm for a given porous mate-
rial with adsorption data for a reference nonporous solid.
In the )s-plot calculation, the nitrogen adsorption isotherm
on macroporous silica gel LiChrospher Si-1000 (BET sur-
face area: SBET = 26 m2/g) at 77 K was used as a standard
isotherm [82]. The primary mesopore volume Vp and exter-
nal surface area Sex were calculated from the slope of a
linear portion of the )s-plot above the pressure of nitrogen
condensation ()s above 1.2) in primary mesopores (Fig. 3).
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Figure 2. Adsorption isotherms of nitrogen on MCM-41 at 77 K: exper-
imental data and DFT calculation for a cylindrical pore of internal
diameter d = 3-92 nm.
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Figure 3. )s plot for nitrogen adsorption on MCM-41.

The total surface area St was calculated from the slope of
the initial part of the )s-plot, that is, for )s below 0.8. The
mean pore diameter dp was evaluated from the relations
between the surface area, pore diameter, and pore volume
for circular pores �dp = 4Vp/�St −Sex��. The calculated total
surface area St, external surface area Sex, mesopore volume
Vp, and mean pore diameter dp are listed in Table 3.

In Figure 2, we also present the DFT isotherm of nitro-
gen at 77 K in the cylindrical pore of 3.92 nm (internal
diameter: d = 2R − !ss) in comparison with the exper-
imental isotherm on MCM-41. The theoretical isotherm
exhibits metastable adsorption (Psc) and desorption (Psd)
branches of the hysteresis loop and equilibrium transition
(Peq). Comparison with the experimental isotherm shows
that the inflection point of the reversible experimental con-
densation branch does not coincide with the theoretical
vapor-like spinodal line, but agrees satisfactorily with the
equilibrium transition. Thus, this suggests that the capillary
condensation and evaporation of nitrogen in the MCM-41
mesopore occur in a thermodynamic equilibrium state. How-
ever, the diameter of the model cylindrical pore used in the
DFT calculation (d = 3-92 nm) is a little larger than that
experimentally determined from the )s-plot method (d =
3-2 nm, see Table 3). This may be attributed to an over-
estimation of the internal surface area (St − Sex) obtained
from the )s-plot method. The correlation between theo-
retical and experimental isotherms of argon on the same
MCM-41 sample at 77 K is shown in Figure 4. The theoreti-
cal isotherm was calculated from the same DFT model with
a pore diameter of 3.92 nm, using the interaction parame-
ters listed in Tables 1 and 2. The experimental adsorption
branch is placed within the loop formed by the theoretical
equilibrium transition and vapor-like spinodal, and then the

Table 3. Structural parameters of MCM-41.

St (m2/g) Sex (m2/g) Vp (cm3/g) dp �)s� (nm) d [DFT] (nm)

1427 62 1.0 3.2 3.9

Note: St , total surface area; Sex , external surface area; Vp, primary mesopore
volume; dp, mean pore diameter; dp, 4Vp/�St − Sex�. d is the pore diameter
determined by fitting the DFT isotherm to the experimental one.
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Figure 4. Adsorption isotherms of argon on MCM-41 at 77 K: exper-
imental data and DFT calculation for a cylindrical pore of internal
diameter d = 3-92 nm.

experimental desorption branch is close to the theoretical
equilibrium capillary condensation. This suggests that the
metastable state on adsorption cannot be easily achieved for
small mesopores, and the deviations between theoretical and
experimental isotherms for the small mesopores are likely
caused by neglect of the intrinsic energetic and geometrical
heterogeneities of the pore walls in the theory. Local density
profiles for nitrogen and argon adsorption in the cylindrical
pore are shown in Figures 5 and 6. At P/P0 = 0-2, nitrogen
and argon molecules form a two-layer structure on the pore
wall. Then, at P/P0 = 0-6, the two fluids condense in the
pore and the density profiles have six highly pronounced lay-
ers. The oscillations suggest that the condensates are more
structured in the pore compared with bulk fluids. On the
other hand, the structureless feature of the condensed phase
can be seen for the case of the capillary condensation of a
fluid in a fairly large mesopore. In Figure 7 we present the
density profile of condensed nitrogen in a slit pore (inter-
nal width = 6-81 nm or ∼19!ff ) composed of two graphitic
substrates at 77 K. The density profile has a weaker fluid

0

1

2

3

4

5

6

7

8

-4 -2 0 2 4

Lo
ca

l D
en

si
ty

 ρ
σ

ff
3

r/ σ
ff

Figure 5. Local density profiles for nitrogen adsorbed in a cylindrical
pore of diameter d = 3-92 nm at 77 K. Dashed line: P/P0 = 0-2; solid
line: P/P0 = 0-6.
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Figure 6. Local density profiles for argon adsorbed in a cylindrical pore
of diameter d = 3-92 nm at 77 K. Dashed line: P/P0 = 0-2; solid line:
P/P0 = 0-6.

structure in the center of the slit pore, and the local density
is consistent with the average density of bulk liquid nitrogen.
This indicates that the structure of the condensed phase in
the pore center is similar to that of the bulk liquid. How-
ever, it is possible that the molecular motion of the con-
densed molecules in the mesopore (smaller than ∼10!ff in
diameter) is more restricted or hindered than that of liquid
molecules because of the highly ordered structure as men-
tioned before.

3.2. Acetonitrile Adsorption

The adsorption isotherm of acetonitrile on MCM-41 (Fig. 8)
was measured at 303 K with a computer-aided volumetric
apparatus. The adsorption isotherm had a sharp jump at
P/P0 = 0-3 without adsorption hysteresis, indicating cap-
illary condensation in regular mesopores. Moreover, the
adsorption isotherm had a well-defined plateau, which pro-
vides clear evidence for the upper limit of capillary con-
densation. The value of the BET monolayer capacity, nm,
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Figure 7. Local density profiles for nitrogen adsorbed in a slit pore
composed of graphite substrates of inner width w = 6-81 nm at 77 K and
P/P0 = 1. The dashed line denotes the density of bulk liquid nitrogen.
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Figure 8. Acetonitrile adsorption isotherm on MCM-41 at 303 K. Open
and closed symbols denote adsorption and desorption, respectively.

for acetonitrile was 4.5 mmol g−1. By assuming the surface
area (St − Sex; see Section 3.1) determined from the nitro-
gen adsorption isotherm to be available for the adsorption
of acetonitrile, the apparent molecular area, am, of adsorbed
acetonitrile can be calculated from the value of nm. The
value of am for adsorbed acetonitrile (0.37 nm2) was quite
different from the value 0.22 nm2, which was calculated
from the liquid density by assuming close packing as in a
bulk liquid. This result indicates that the BET monolayer
cannot be regarded as a perfect close-packed monolayer,
and a specific adsorption of acetonitrile takes place. The
later infrared (IR) data will show that acetonitrile molecules
are adsorbed on the surface hydroxyls in the monolayer
adsorption stage.

3.3. Infrared Spectra of Confined Acetonitrile

The infrared spectra of acetonitrile adsorbed on MCM-41
were measured at 303 K with an in-situ IR cell with KRS-5
windows, with the aid of an Fourier transform IR spectrom-
eter (Jasco FT/IR-550). The IR spectra were measured with
the summation of 256 consecutive scans and a resolution
of 1 cm−1. The MCM-41 powder was uniformly coated on
the KBr disk under a pressure of 5 MPa for the IR mea-
surement, which does not induce the destruction of the pore
structure of MCM-41 [83]. Acetonitrile of spectroscopic
grade reagent from Wako Pure Chemicals was used. Figure 9
shows the IR spectra of adsorbed acetonitrile in the C N
stretching �2 region over the range of P/P0 = 0.05–0.33.
The adsorbed amounts at P/P0 = 0-05 and 0.15 are 70%
and 98% of the monolayer capacity. Hence the absorption
bands at P/P0 = 0-05 and 0.15 are assigned to acetonitrile
molecules in the monolayer. The band at 2265 cm−1 can be
associated with the C N stretching �2 band of acetonitrile
molecules interacting with surface hydroxyls of MCM-41,
because the growth of the 2265 cm−1 band coincides with
the disappearance of the absorption band of free surface
hydroxyls at 3744 cm−1. According to Purcell and Drago
[84], the C N frequency increases when acetonitrile forms
a coordination complex with an electron acceptor molecule,
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Figure 9. Changes in infrared adsorption of acetonitrile adsorbed on
mesopores of MCM-41 as a function of P/P0 at 303 K (C≡N stretching
�2 region).

that is, overlapping of the N2S orbital with the C2s and C2p!
orbitals is responsible for the observed strengthening of the
C N bond upon coordination of an acetonitrile molecule
to Lewis acids. The C N stretching �2 band (2265 cm−1) of
acetonitrile adsorbed on MCM-41 shifts upward by 11 cm−1

from the bulk liquid phase value (see Fig. 9). Therefore,
the upward shift should be due to the increase in the C N
force constant of the acetonitrile molecule hydrogen-bonded
to surface hydroxyls. In the case of a decationized zeo-
lite sample with OH groups, similar spectral features were
reported [85]. Above P/P0 = 0-3, a new band is explicitly
observed at a low-frequency side of the 2265 cm−1 band.
This band becomes predominant above the adsorption jump
(after capillary condensation). Furthermore, the band posi-
tion of the lower frequency band agrees with that of the bulk
liquid acetonitrile (2254 cm−1). This suggests that the band
at 2254 cm−1 can be assigned to the vibrational transition of
the physisorbed molecule with nonspecific interactions.

The observed spectra in the C N stretching �2 region
were carefully analyzed to assign the absorption bands of
adsorbed acetonitrile exactly. As a first step of the analy-
sis of the �2 band, the second-derivative curves were cal-
culated from the observed spectra in the 2320–2220 cm−1

range (Fig. 10). At P/P0 = 0-05, the second-derivative
curve has minima at 2298 and 2265 cm−1 that corre-
spond to the band positions. The curve around 2298 cm−1,
which originates from the band of the combination �3 + �4
transition, is very symmetrical, whereas the curve around
2265 cm−1 (�2 transition of the hydrogen-bonded acetoni-
trile) is slightly asymmetrical, owing to another component
of the low-frequency side. At P/P0 = 0-15, the minimum
at 2254 cm−1 becomes quite apparent, indicating the pres-
ence of physisorbed acetonitrile (Fig. 10b). Nevertheless the
2254 cm−1 band is smeared out in the case of the infrared
spectrum at P/P0 = 0-15 (see Fig. 9); it is clear that there are
at least two kinds of molecular states of hydrogen-bonded
and physisorbed acetonitrile above P/P0 = 0-15. In this sec-
tion the �2 band of hydrogen-bonded acetonitrile is desig-
nated as the �2) band, and that of physisorbed acetonitrile
as the �2/ band. Although the low-frequency component of
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Figure 10. Second-derivative curves from the observed spectra of
adsorbed acetonitrile in the 2220–2320 cm−1 range at (a) P/P0 = 0-05,
(b) 0.15.

the 2265 cm−1 band at P/P0 = 0-05 cannot be attributed
to physisorbed molecules, there is another possibility, to be
described later.

3.4. Band Shape of the �2 Band
of Liquid Acetonitrile

It is well known that the �2 band of liquid acetonitrile is
significantly asymmetrical because of overlap of hot band
transitions on the low-frequency side (Fig. 11). From a study
of the gas phase rotation-vibration spectrum [86], the hot
band transition from the first excited state of the degenerate
C C N bending �8 mode, �h1

2 = �2 +�8−�8, has its center
4.944 cm−1 lower than that of the fundamental transition,
�f
2. Also the existence of a �h2

2 = �2 + 2�8 − 2�8 transition
is expected. Hashimoto et al. studied the �2 band of liquid
acetonitrile [11] to determine the reorientational and vibra-
tional relaxation times of liquid acetonitrile. They showed
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Figure 11. Infrared spectra of liquid acetonitrile in the C≡N stretching
�2 region at 298 K, and the deconvolution using four Lorentzian curves.
�, Observed intensity; —, calculated total intensity; —, calculated com-
ponent intensity.

that the peak position and bandwidth of the hot band tran-
sitions were not the same as those of the fundamental tran-
sition, but those contributions to the fundamental transition
could be corrected by using the Boltzmann distribution; they
succeeded in separating the component bands. In this sec-
tion, their method was applied to analyze the �2 band of
adsorbed acetonitrile in the MCM-41 mesopores.

3.5. Band Shape Analysis of the �2 Band
of Confined Acetonitrile

As the hot band transitions should exist in both of the �2
bands of hydrogen-bonded and physisorbed acetonitrile, it is
actually required to separate the fundamental �2 bands from
the hot band transitions. Therefore, the analytical functions
for fundamental transitions of �f

2) and �f
2/ and for hot band

transitions should be determined upon the least-squares
procedure. Here, it is assumed that the reorientational-
vibrational relaxation processes of physisorbed acetonitrile
can be described as a diffusion process similar to that
of the bulk liquid molecule, whose spectral density has a
Lorentzian form. Accordingly it is supposed that the �2/
band can be reproduced as a sum of three Lorentzian curves
of the �f

2/� �
h1
2 /, and �

h2
2 / bands. Then, it is also assumed

that the �2) band shapes over the range of P/P0 = 0-15–0.37
are represented by the band profile measured at P/P0 =
0-05. The band at P/P0 = 0-05 should include both �h1

2 )
and �h2

2 ) bands, and the bands that come from a few kinds
of )-species because of the surface heterogeneity. Then,
the observed spectra in the 2320–2220 cm−1 range were
deconvoluted with the use of the observed band profile at
P/P0 = 0-05 for the �2) band; three Lorentzian curves for
�f
2/� �

h1
2 /, and �h2

2 / bands; one Lorentzian curve for the
�3 + �4 band of physisorbed acetonitrile, and a horizontal
base line. The least-squares fitting was carried out under the
following assumptions to reduce adjustable parameters: only
the intensity and peak frequency of the �2) band, which are
measured at P/P0 = 0-05, are variable; the intensity ratios
of the �f

2/� �
h1
2 /, and �

h2
2 / bands are 1:0.332:0.083 (the cal-

culation of the relative intensities will be described in detail
in Section 4); and the bandwidth of �h1

2 / is equal to that
of �h2

2 /. Examples of the resolved spectra are shown in
Figure 12. The calculated composite curves shown by a bold
solid line reproduce well the observed spectra. The band
shape of the �2 band at P/P0 = 0-15 is nearly similar to that
at P/P0 = 0-05 (Fig. 12a), as expected. However, we should
regard with caution the change in the �2/ band in the low
P/P0 region, because the �2/ band below P/P0 = 0-24 may
have inevitable uncertainties.

The absorbance of the �f
2/ and �2) bands obtained

by the least-squares fitting was plotted against P/P0 in
Figure 13. The relation between the absorbance of the �f

2/
band and P/P0 undergoes a steep upward jump at P/P0 =
0-3. This steep jump stems from the capillary condensa-
tion, whereas other gradual increases in the absorbance
below P/P0 = 0-3 correspond qualitatively to the multilayer
adsorption. On the other hand, the absorbance curve of the
�2) band gradually increases above P/P0 = 0-15, suggesting
that the effect of adsorbate-adsorbate interaction increases
the dipole moment of the C N bond of the molecule
concerned.
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Figure 12. Resolved infrared absorption spectra of adsorbed acetoni-
trile on MCM-41 in the C≡N stretching �2 region at (a) P/P0 = 0-15
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3.6. Motional States of Confined Acetonitrile

The relationship between the half-band width (half width at
half-maximum heights) of the �f

2/ band and P/P0 is plotted
in Figure 14. The half-band width of the �f

2/ band drops
steeply at P/P0 = 0-3. This sudden decrease is in beautiful
agreement with the adsorption isotherm. Hence, the change
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Figure 13. Changes in absorbance of the �f
2/ band with adsorption.

Open and solid symbols denote the �2) and �f
2/ bands, respectively.

2.5

3.0

3.5

4.0

0.1 0.15 0.2 0.25 0.3 0.35 0.4

P/P
0

H
al

f-
B

an
d 

W
id

th
 (

cm
-1

)

Figure 14. Changes in half-band width of the �f
2/ band with adsorption.

A dashed horizontal line denotes the half-band width of the �2 band of
liquid acetonitrile at 298 K.

in half-band width of the �f
2/ band suggests that the relax-

ation process of an acetonitrile molecule transforms with
capillary condensation. If the reorientational and vibrational
time correlation functions of the single vibrational transition
have an exponential form and thus the infrared band profile
is given by a Lorentzian, the relaxation time is expressed by

� = �2�c��1/2�−1 (38)

�−1 = �−1
r + �−1

v (39)

where ��1/2 is the half-band width (cm−1), and �r and �v
are the reorientational relaxation and vibrational relaxation
times, respectively. The measured half-band width is repre-
sented as a sum: ��r +��v (see Eqs. (6) and (7)). Therefore,
the half-band width of the �f

2/ band has information about
the reorientational-vibrational relaxation of the physisorbed
acetonitrile. The � values for the �f

2/ bands calculated by
Eq. (38) are summarized in Table 4. It is expected that
the physisorbed acetonitrile just below the steep rising of
the adsorption isotherm prior to the capillary condensation
undergoes fewer collisions with its surroundings than in the
liquid state. However, the � values of the physisorbed ace-
tonitrile in the range of P/P0 = 0-15–0.27 are smaller than
that of the bulk liquid. In this relative pressure range, it is
unlikely that the vibrational relaxation of the physisorbed
acetonitrile is faster than that of the liquid acetonitrile,
because the vibrational phase should be retained because

Table 4. Relaxation time of acetonitrile molecule adsorbed on meso-
pores of MCM-41.

State Temp. (K) � (ps)

Adsorbed state over the range 303 1.5
P/P0 = 0-15–0.27

Adsorbed state over the range 303 1.7–1.8
P/P0 = 0-32–0.37

Liquid 298 1.7
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there are fewer collisions between adsorbates. Therefore,
the ��v value of the physisorbed acetonitrile in the relative
pressure range should be smaller than that of the liquid ace-
tonitrile. Hence, this result suggests that the reorientational
motion of acetonitrile molecules in this state is compara-
tively fast (larger ��r) because of the small intermolecu-
lar torque. Above P/P0 = 0-3, the half-band widths of the
�f
2/ band tend to be narrower than that of the bulk liquid

(Fig. 14). That is, the � values are slightly longer than that of
the bulk liquid at the same temperature. In this condensed
state, it is supposed that intermolecular collisions of adsor-
bates in small mesopores cannot be more frequent than
that of liquid molecules. If only collisions between acetoni-
trile molecules confined in small mesopores are restricted,
the vibrational phase relaxation may be slow (smaller ��v),
and the reorientational relaxation should be fast (larger
��r), owing to the free rotation of adsorbates. That is,
the orientation of adsorbed acetonitrile should be retained
more than that of liquid molecules in terms of the longer
reorientational-vibrational relaxation time. Therefore, it is
concluded that the reorientational motion of acetonitrile
molecules condensed in mesopores is prevented more than
that of the bulk liquid because of the large intermolec-
ular torque, which comes from the confinement in small
mesopores.

4. VIBRATIONAL DEPHASING
OF CONFINED FLUIDS

Vibrational phase relaxations in condensed phases have
received considerable attention in recent decades, because
they are recognized as a powerful probe of intermolecular
interaction dynamics [2� 87]. In Kubo-Rothschild theory a
given stochastic process is defined by the rms magnitude of
the Bohr frequency modulation � and its correlation time
�c. The accurate determination of these Kubo parameters
yields interesting information on molecular dynamics. Vibra-
tional dephasing is especially suited to describing the dynam-
ics of a hydrogen bonding. In the H-bonded systems, such
as O H · · ·Y and C N · · ·Y in solution, the modulation
of the O H and C N frequency (vibrational dephasing)
occurs though the coupling to hydrogen bridge stretching
�! (H · · ·Y and N · · ·Y) modes, which undergoes energy
exchange with the bath. In these cases, the �c-value reflects
the lifetime of the hydrogen bond [2]. The simple dephas-
ing model of Kubo-Rothschild theory can also be extended
to describe an adsorbed molecule, which interacts with the
solid surface [2]. The vibrational dephasing of translation-
ally immobilized adsorbates can be simple, because there is
no influence of the fluctuating bath. Therefore, pure vibra-
tional dephasing should be observed in such a system. On
the other hand, the concentration, reactivity, and accessibil-
ity of internal surface hydroxyl groups (SiOH) of MCM-41
or FSM-16 [88] are responsible for ion exchange and post-
modification, such as silylation and chemical deposition. It is
consequently indispensable to elucidate the molecule–SiOH
group interactions at the molecular level.

It is well known that acetonitrile forms a coordination
complex with an electron acceptor molecule [84], such as
Brønsted sites and surface hydroxyls in zeolites [85� 89].

The C N group can also form a hydrogen bond of
the N · · ·HO type with SiOH groups of MCM-41, as dis-
cussed in Section 3. Hydrogen bonding affects the C N
stretching mode significantly. The infrared band width of the
C N stretching �2 mode of hydrogen-bonded acetonitrile
is larger than that of unassociated acetonitrile by a factor of
about 2. This indicates that the vibrational dephasing rate
of the �2 mode is strongly influenced by hydrogen-bond for-
mation.

In this section, the infrared adsorption bands of the �2
mode of hydrogen-bonded acetonitrile on SiOH groups of
MCM-41 are treated.

4.1. Theoretical Methodology

The normalized spectral function of an infrared absorption
band Î ��� is a Fourier transform of a dipole correlation
function [2]

Î ��� = c
∫ �

−�
exp�−i2�c�t���t� dt (40)

where c is light velocity and � is the wave number. The
following product is assumed as for ��t�

��t� = �r�t� ·�res�t� ·�ph�t� (41)

where �r�t���res�t�, and �ph�t� are the reorientational, res-
onance energy transfer, and vibrational dephasing correla-
tion functions, respectively. It seems that it is difficult for
the hydrogen-bonded acetonitrile on the SiOH group of
MCM-41 to undergo a free reorientational motion around
the main C3V symmetry axis because of the hydrogen bond-
ing. The resonant vibrational energy transfer process can
also be negligible because the hydrogen-bonded acetonitrile
may be isolated. Therefore, it is expected that the vibra-
tional relaxation process of the hydrogen-bonded acetoni-
trile mainly shows aspects of pure vibrational dephasing.
Hence, relaxation processes other than vibrational phase
relaxation can be neglected. Therefore, the correlation func-
tion is rewritten as

��t� = �ph�t� (42)

Vibrational dephasing is expressed by the following Kubo
relaxation function [2]

�ph�t� = exp−�2��2c �exp�t/�c�− 1�+ �ct�� (43)

Here � and �c are the Kubo parameters. The correlation
time �c determines the average time between perturbative
events (such as “collisions” and “librations”). Here, the fac-
tor �h/2� can be looked upon as a root mean square inter-
molecular energy, reflecting the static distribution of the
interaction. Then the spectral function I��� is

I��� = 2
∫ �

0
cos 2�ct�� − �0��ph�t� dt (44)

where �0 is the band center and 2 is associated with the
absolute intensity of the band. The observed spectral func-
tion is given by the convolution integrals of Eq. (44) as
follows

I��′�obs =
∫ �

−�
I���ILS��′ − �� d� (45)
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Here ILS(�) is the instrumental line shape function, which
is the Fourier transform of the apodization function used. In
this study, the Hamming function [f �x� = a+ b cos��x/L�,
where a= 0-54� b = 0-46, and L is the maximum retardation]
was adopted for the apodization function. The ILS function
is represented by

ILS��� = 2L
sin�2��L�
�2��L�

[
a− b�2��L�2

�2��L�2 − �2�

]
(46)

On the other hand, the observed spectral function of an
infrared absorption band I���obs is measured by

I���obs = !���/��1− exp�−hc�/kT �� (47)

where !��� is the absorption coefficient and I��� is called
the “spectral density.” Therefore, the Kubo parameters in
Eq. (43) can be determined by curve fitting of Eq. (45) to
the measured band profile represented by Eq. (47).

4.2. Band Shape Analysis

The observed spectra in the 2230–2305 cm−1 ranges were
resolved into fundamental ��f

2�, hot band ��
h1
2 = �2 +�8−�8�

�h2
2 = �2 + 2�8 − 2�8�, and combination band ��3 + �4� tran-

sitions (see Section 3 and [11]) of the form of Eq. (45). The
least-squares fitting (DLS method) was carried out under
restrictions from the following assumptions:

(1) The relative intensities If� Ih1, and Ih2 of the �f
2� �

h1
2 ,

and �h2
2 transitions are represented by

If = 1

Ih1 = 2exp�−��8 × 1-9865�/kT � (48)

Ih2 = 3 exp�−�2�8 × 1-9865�/kT �

The fundamental frequency of the �8 mode is esti-
mated as

�8 + x28 = ��2 + �8�+ �2 (49)

where x28 is a constant that is associated with the
nonharmonic term. In the case of bulk liquid (�8 =
378 cm−1, �2 + �8 = 2628 cm−1, and �2 = 2254 cm−1),
the constant x28 is −4 cm−1. Then the fundamental
frequency of the �8 mode of hydrogen-bonded ace-
tonitrile can be calculated as

�8 = ��2 + �8�+ �2 − x28
= 2640− 2263− x28 (50)

≈ 381 cm−1

(2) The peak frequency of �h2
2 is given by �h2

2 = 2�h1
2 − �f

2.
(3) The correlation time �c and Bohr frequency modula-

tion � of �h2
2 are equal to that of �h1

2 . The example
of the resolved spectra of hydrogen-bonded acetoni-
trile is shown in Figure 15. The calculated composite
curve shown by a bold solid line reproduces well the
observed spectra.
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Figure 15. Resolved infrared absorption spectra of hydrogen-bonded
acetonitrile on MCM-41 in the C≡N stretching �2 region at P/P0 =
0-001 and T = 283 K. �, Observed intensity; —, calculated total inten-
sity; —, calculated component intensity.

4.3. Vibrational Dephasing
of Confined Acetonitrile

Figure 16 shows difference spectra for MCM-41 between
the acetonitrile-adsorbed and adsorption-free samples in the
O H stretching (�OH) region at 303 K, as a function of rel-
ative pressure. The �OH bands of the free SiOH (3738 cm−1)
and terminal SiOH (3715 cm−1) groups of MCM-41 were
shifted downward by about 300 cm−1, when they formed
hydrogen bonds with acetonitrile molecules. Then the differ-
ence spectra between the acetonitrile-adsorbed sample and
the outgassed one (background spectra) gave negative bands
at 3738 cm−1 and 3715 cm−1. Figure 17 shows infrared spec-
tra of hydrogen-bonded acetonitrile in the C N stretching
�2 region at 303 K as a function of relative pressure. As
the negative �OH bands grow, the �2 band of the hydrogen-
bonded acetonitrile (2264 cm−1) increases. The integrated
absorbance of the negative �OH bands has a linear correla-
tion with that of the �2 band in the range of P/P0 = 0-001–
0.004 (surface coverage : = 0-15–0.32). This indicates that
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Figure 16. Difference spectra of MCM-41 between acetonitrile
adsorbed and adsorption free samples at 303 K (�OH region).
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Figure 17. Infrared spectra of hydrogen-bonded acetonitrile on surface
hydroxyls of MCM-41 in the C≡N stretching �2 region at 303 K.

a 1:1 hydrogen-bonded complex is formed in this pressure
range. The correlation between the integrated absorbance
of the �2 and negative �OH bands in the temperature range
between 283 K and 333 K is shown in Figure 18. When
the temperature was lowered (from 333 K to 283 K), a lin-
ear correlation was observed, although the surface coverage
should be increased. Therefore, this indicates the formation
of a 1:1 hydrogen-bonded complex in these temperature and
pressure ranges.

The �c� value, which is the product of �c and �, denotes
the modulation regime of the system. If �c�� 1, the system
is in a fast modulation limit; the perturbation of a vibrating
molecule over a very short time does not intensively vary the
phase, so its phase is retained for a long time. In this case
I��� (Eq. (44)) is a Lorentzian curve. If �c� � 1, it is in a
slow modulation limit; the phase is rapidly lost and I��� is
a Gaussian form [2� 87]. As calculated �c� values at 303 K
are approximately 1.0, the system is in an intermediate mod-
ulation regime. The correlation time �c for the �2 band of
hydrogen-bonded acetonitrile at 303 K is about 0.6 ps and is
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Figure 18. Correlation between the integrated absorbance of the �2 and
negative �OH band.
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Figure 19. Temperature effect on frequency shift of the �2 band of
hydrogen-bonded acetonitrile.

independent of the surface coverage. The independence of
�c of the surface coverage suggests that adsorbed molecules
are highly isolated and the correlation time, �c, should be
associated with the interaction with the SiOH group. The
observed �c agrees with typical lifetimes of hydrogen bonds
in liquid systems including solvent water [90]. Furthermore,
in the case of a pyridine (C5H5N)—water system [91], the
988 cm−1 band of C6H5N is sensitive to hydrogen bonding
of the N · · ·HO type, the �c value of the mode is about
1.2 ps, and �c� is approximately 0.8 over the whole concen-
tration range. Accordingly, the observed vibrational dephas-
ing must be ascribed to hydrogen bonding with the surface
SiOH group. The �0 value decreases linearly with increasing
temperature, as shown in Figure 19. When acetonitrile forms
a coordination complex with an electron acceptor molecule,
the C N bond force constant of acetonitrile is strengthened
and the stretching frequency always increases, according to
Purcell and Drago [84]. Therefore, in the case of hydrogen-
bonded acetonitrile on the surface hydroxyl of MCM-41,
the upward shift of the C N stretching frequency depends
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Figure 20. Temperature dependence of the modulation time �c.
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Figure 21. Temperature dependence of average magnitude of the fre-
quency modulation �.

on the electron transfer interaction of the nitrogen atom of
the acetonitrile with the surface hydroxyl due to hydrogen
bonding. The �2 band of hydrogen-bonded acetonitrile shifts
upward by 12 cm−1 at 283 K and 10 cm−1 at 332 K from the
bulk liquid phase value. Therefore, the downward frequency
shift shows that the hydrogen bond becomes weaker with
increasing temperature.

Figures 20 and 21 show the temperature dependence of
�c and the � value, respectively. The �c value decreases with
increasing temperature, while the � value increases. �c is
the modulation time, which is related to the time scale of
the molecular fluctuations (in this system, it should be the
lifetime of the hydrogen bond), and the � is the average
magnitude of the frequency modulation, that is, the fre-
quency distribution of the CN stretching mode due to the
coupling to the hydrogen bridge stretching �! mode. There-
fore, these results suggest that the lifetime of the hydro-
gen bond becomes shorter with increasing temperature. This
is clearly consistent with the fact that the hydrogen bond
becomes weaker with increasing temperature (see Fig. 19).

5. CONCLUSIONS
We found, through DFT, that condensates were highly struc-
tured in small cylindrical mesopores (diameter: d = 3-9 nm)
compared with bulk fluids. This suggests that the molec-
ular motion of the condensed molecules in such a small
mesopore is more restricted or hindered than that of the
bulk liquid because of the tightly ordered structure for-
mation induced by the strong solid-fluid interaction. Then
we explored the dynamics of adsorbed acetonitrile in the
small mesopore of MCM-41 (d = 3-9 nm) by use of IR
spectroscopy.

The IR spectra of adsorbed acetonitrile on MCM-41
were measured at 303 K. In the CN stretching �2 region,
two bands were observed at 2265 cm−1 and 2254 cm−1,
assigned to hydrogen-bonded molecules on surface hydrox-
yls of MCM-41 and physisorbed molecules in mesopores,
respectively. In this study, the 2265 cm−1 band was denoted
as the �2) band and the 2254 cm−1 band as the �2/ band.
The band width of the fundamental transition �f

2/ was

obtained by removing the overlap with hot band transi-
tions of the same mode, �2) band, and other modes by
least-squares fitting. Before the capillary condensation, the
relaxation time � obtained from the band width of the �f

2/
band was smaller than that of the bulk liquid, indicating
the presence of weakly hindered rotation. After the capil-
lary condensation, the � value was slightly longer than that
of the bulk liquid, suggesting that the motion of acetonitrile
molecules condensed in mesopores is prohibited in compar-
ison with that of liquid acetonitrile at the same temperature.

The IR-band shapes of the �2 mode of the hydrogen-
bonded acetonitrile on the surface hydroxyls (SiOH) of
MCM-41 were analyzed with the Kubo-Rothschild theory
to understand the vibrational dephasing dynamics. The rms
magnitude of the Bohr frequency modulation � and its cor-
relation time �c were determined for the vibrational dephas-
ing of the �2 mode. The correlation time �c for the �2
band of hydrogen-bonded acetonitrile at 303 K was about
0.8 ps, which was independent of the surface coverage. The
independence of �c of the surface coverage suggests that
adsorbed molecules are highly isolated and the correlation
time, �c, should be associated with the interaction with the
SiOH group. The observed �c agrees with typical lifetimes
of hydrogen bonds in liquid systems including solvent water.
The �c value decreases with increasing temperature, whereas
the � value increases. The �c is the modulation time, related
to the time scale of the molecular fluctuations, and it should
be the lifetime of the hydrogen bond in this system; the � is
the average magnitude of the frequency modulation, that is,
the frequency distribution of the CN stretching due to the
coupling to the hydrogen-bond stretching mode. Therefore,
these results suggest that the �c values obtained by this anal-
ysis reflect the pure vibrational dephasing of the CN stretch-
ing mode induced by the coupling to the stretching mode of
the hydrogen bond with no influence of a fluctuating bath,
and then the lifetime of the hydrogen bond becomes shorter
with increasing temperature.

Although there are active studies on adsorption in
nanopore systems such as MCM-41, one still cannot under-
stand the molecular states of molecules adsorbed in meso-
pores. This article shows one aspect of molecular motional
states of molecules adsorbed in mesopores. This type of
research should be planned in the future.

GLOSSARY
Capillary condensation A phenomenon that liquid-like
dense sate is formed in a pore (the pore size is larger than
2 nm) when a porous solid is exposed to a vapor. This occurs
at a gas pressure smaller than the saturated vapor pressure
at the given temperature.
MCM-41 One of the molecular sieves that have been dis-
covered by Mobil scientists. It is composed of amorphous
silica walls and possesses an array of uniform channels
arranged in a two-dimensional hexagonal lattice. The diame-
ter of the channel can be controlled in the range of 2–10 nm.
Mesopore A pore that has the size in the range of 2–50 nm
by IUPAC classification.
Reorientational relaxation A diffusion of the direction of
rotational-vibrational transition moment of adense molecule
that is caused by intermolecular collisional steps.
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Rotational-vibrational transition A change in rotational
energy of a polyatomic molecule accompanying a vibrational
transition (v = 0 to v = 1) induced by infrared irradiation.
Vibrational dephasing One of the different vibrational
relaxation processes. A phase loss of the initial coherence of
the autocorrelation of the vibrational amplitude.
Vibrational relaxation A coherence decay of fluctuations
of a rotational-vibrational transition moment of a molecule
in a dense phase.
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1. INTRODUCTION
Copper chloride (CuCl) crystal is one of the best-
investigated materials from the early days of the optical
study of semiconductors, because of its rich optical prop-
erties produced by excitons and exciton complexes such as
biexcitons [1]. The exciton spectrum of CuCl and its assign-
ment to the electronic band structure was first reported by
Cardona [2]. He assigned the lowest exciton absorption band
appearing at ∼3.20 eV (T = 4 K) to the singlet (Z3) exciton
band split by the spin–orbit coupling from the doublet band
(Z12) at ∼3.27 eV. Thus, unlike other semiconductor mate-
rials in which the doublet excitons are the lowest, the singlet
lowest exciton in CuCl has the simplest configuration. Also,
since the binding energy of the exciton (∼200 meV) [3] in
CuCl is one of the largest in semiconductor materials, the
exciton is very stable even at room temperature. The sta-
bility as well as the simplicity of the lowest exciton state in
CuCl makes the material very unique and important in the
study of excitons and exciton complexes. These interesting
features of CuCl also invited us to investigate the proper-
ties of excitons confined in nanometer-sized crystals, that
is, quantum dots (QDs) of this material. In QDs, since the
exciton wavefunction is confined three-dimensionally, dis-
tinct quantum confinement effects are expected. Again, due

to the small excitonic Bohr radius in CuCl, the confinement
of excitons in CuCl QDs is much different from that in
other semiconductor materials [4, 5]. Thus, it is worthwhile
to explore the optical properties of CuCl QDs not only for a
deep understanding of this characteristic material, but also
from the general point of view of the study of semiconduc-
tor QDs.
In this chapter, we review a number of important works

on the optical study of CuCl quantum dots and see how
this material provides unique and important information in
the study of semiconductor quantum dots. In Section 2, we
introduce and discuss the quantum confinement effects on
the lowest exciton states and its radiative decay process. In
Section 3, we review the experimental and theoretical stud-
ies on the higher excited states of the confined exciton. In
Section 4, we consider the enhancement of the optical non-
linearity and its mechanisms including its size dependence.
In Section 5, we see the confinement of lattice vibrations
(phonons) in the QDs and discuss their influence on the
confined exciton states (exciton–phonon coupling). In rela-
tion to the exciton–phonon coupling, in Section 6, we discuss
the phase relaxation or decoherence mechanisms of the con-
fined exciton states. In Section 7, we see some extraordinary
effects caused by the interfaces between the QDs and matri-
ces. Finally, in Section 8, we summarize the current status
of the study on CuCl QDs and give some perspectives.

2. EXCITON CONFINEMENT IN COPPER
CHLORIDE (CuCl) QUANTUM DOTS

CuCl-like exciton spectra appearing in NaCl heavily doped
with Cu+ ions were first reported by Gross and Kaplyanski
[6] in 1957, followed by Ueta et al. [7] and Kishishita [8].
The spectra were explained by the formation of CuCl micro-
crystals in NaCl matrix by the coagulation of Cu+ ions. How-
ever, no clear explanation was given for high-energy shift of
the spectra compared to the bulk one. The first experimen-
tal manifestation of the quantum size effect on the confined
excitons in CuCl nanocrystals, or QDs, was performed by
Ekimov et al. in glass matrix [9–12] in the 1980s and later
on by Itoh et al. in NaCl matrix [13–15]. The effect was the-
oretically explained by Efros and Efros [16] in 1982. Exciton
confinement of II–VI semiconductor colloidal nanocrystals
was also reported by Brus [17] in 1984. Quantum confine-
ment for the lowest 1S exciton state in a CuCl QDs affects
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essentially the exciton translational motion with less influ-
ence on the internal motion because of the very small exci-
ton Bohr radius a∗B = 0�7 nm [9, 13]. This situation is called
the “weak confinement” regime and quite different from the
“strong confinement” regime applicable to II–VI or III–V
nanocrystals where the exciton radius easily exceeds the par-
ticle size and the exciton internal motion is much modified
by the confinement [16].
In the weak confinement regime, the energy of the lowest

exciton, E�a�, is approximately given by

E�a� = Eg − Ry∗ + �2

2M

(
�

a

)2
(1)

where Eg is the bandgap energy, Ry
∗ is the effective Rydberg

energy of the exciton,M is the translational mass of the exci-
ton, and a is the radius of the QD [16]. Ekimov et al. [9, 11,
12] experimentally studied the absorption and luminescence
spectra of CuCl QDs embedded in silicate glass matrices
and discussed for the first time the exciton confinement of
this material. Later, Itoh et al. [13–15] studied the optical
spectra of CuCl QDs embedded in NaCl matrices. As shown
in Figure 1, they measured the blueshifts of the Z3 exciton
luminescence and compared them with the mean radii of
the QDs, which are estimated by means of the small-angle
X-ray scattering method. Although they found that the QDs
become somewhat oblate for larger sizes, they estimated the
mean radii assuming that the QDs have spherical shapes.
The observed blueshift �E = E�a�− E��� of the confined
exciton was well reproduced by Eq. (1), if the QD’s radius
a is replaced by an “effective radius” [14]

a∗ = a− aex (2)

where aex is the Bohr radius of the exciton, and  is a con-
stant of order of unity. The qualitative explanation of the
effective radius is that the exciton cannot reach the sur-
face because of the finite size (i.e., internal motion of the
exciton). This “dead layer” effect was explained theoreti-
cally by Kayanuma [18, 19] in a more quantitative way. This
finding indicates that even in the weak confinement regime
such as realized in CuCl QDs, the internal motion of the
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Figure 1. Luminescence spectra of CuCl quantum dots (a) mean dot
radius, embedded in NaCl matrices measured at 77 K. Dotted curve is
the luminescence spectrum of bulk CuCl crystal.

exciton must be taken into account. Kayanuma and Momiji
extended their variational calculation to the cases of incom-
plete potential barriers [20], cylindrical shaped QDs [21],
and quantum microsphere shells [22].
The three-dimensional confinement of the exciton wave-

function causes not only the blueshift of the exciton energy,
but also the drastic modification of the radiative decay of
the exciton. In bulk CuCl crystal, it is well known that the
exciton strongly couples with radiation fields, thus forming
exciton polaritons [1]. The oscillator strength of the exciton
was distributed over the polariton states, and the radiative
decay of the exciton must be treated in a framework of the
polariton picture. In the QD, however, the polariton effect
is not important because the size of the QD is much smaller
than the wavelength of light. Consequently, the QD acts as
a mesoscopic atom, in which the exciton exists as a coher-
ent superposition of the electronic excitation over the QD’s
volume. In this situation, the oscillator strength of the exci-
ton should be proportional to the QD’s volume [23, 24].
Hanamura [24] showed that the radiative lifetime �r for the
spherical QD is expressed by

�r =
3

64��

(
�

a

)3
�

�ELT
(3)

where �ELT is the longitudinal-transverse splitting of the
exciton, � is the background dielectric constant, and � is
the luminescent wavelength. This size-dependent radiative
lifetime, which is sometimes referred to as “exciton superra-
diance” in QDs, has been confirmed by experiments [25–27].
Itoh et al. [26, 27] measured the radiative lifetimes of the
confined excitons for various sizes between a∗ = 1�6 and
15 nm, by means of selective excitation using a picosecond
pulsed laser. They found that the observed radiative life-
time was in good agreement with Eq. (3), for smaller (a∗ ≤
4 nm) QDs. For larger QDs, however, the observed radia-
tive lifetime deviated from the theoretical value, approach-
ing the constant value around �r ∼ 50 (130) ps at 10 (77) K.
Although the reason for the deviation from the theoretical
value was not fully understood, it was suggested that the
deviation is attributable to the decoherence of the lowest
exciton state originating from the admixture of the higher
confinement states via thermal excitation and/or exciton–
phonon scattering, which is expected to be more frequent for
larger sizes because the splitting between the confined sub-
levels becomes smaller [24, 26, 27]. However, it is also worth
considering that, in the range of the QD sizes concerned,
the excitonic polarization is strongly coupled with electro-
magnetic fields. The exciton-field coupling in spherical QDs
was theoretically examined by Ekimov et al. [28], and later
on by Ajiki et al. [29, 30]. They pointed out that the oscil-
lator strength, which is concentrated at the lowest confined
exciton state for smaller (a∗ ≤ 5 nm) QDs, is transferred
to higher confined states that become energetically resonant
with a “surface mode” with the increase of QD size. From
this point of view, it is natural that the radiative lifetime of
the lowest confined exciton deviates from the simple the-
ory, Eq. (3), in which the strong exciton-field coupling is not
taken into account. It is suggestive that the size at which the
observed lifetime started to deviate from the theory corre-
sponds to the expected size at which the oscillator strength
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begins to transfer from the lowest exciton state to other
states. Recently, Cho and Ajiki [31, 32] have shown an uni-
fied picture in which the coupled modes between the exciton
polarization and the radiation field are smoothly connected
to those in microsphere cavities for larger sizes, and also to
the exciton polariton picture in bulk crystal. In connection
to the “exciton superradiance” or “giant oscillator strength”
of the confined exciton, it is very interesting that the giant
oscillator strength was recently predicted [33] and observed
[34–36] in larger QDs based on III–V materials.

3. HIGHER EXCITED STATES
OF THE CONFINED EXCITON

In the recent decade a lot of works on CuCl QDs mainly
concentrated on the investigation of the optical properties
of the lowest 1S exciton state as a typical example of the
weak confinement. As far as the weak confinement regime
in spherical QDs is concerned, the notation of the quantum
number such as “1S” has two different meanings. One is for
the Rydberg states of the internal motion of the exciton, and
the other is for the confinement states of the translational
motion of the exciton. Hereafter, we denote the former as
small capital letters N , L as 1S� 2S� 2P� � � � , and the latter
as lowercase letters n, l as 1s� 1p� 1d� 2s� � � � , where N and
n are the main quantum number, and L and l denote the
angular momentum. In the limit of the weak confinement
of spherical QDs with infinite potential barrier, the exciton
energy �ENLnl of the confined state (NLnl) is given as an
extension of Eq. (1) by [16]

�E�NLnl� = Eg −
Ry∗

N2
+ �2

2M

(
�nl

a

)2
(4)

where �nl gives the nth zero of the spherical Bessel function
jl�x�, satisfying

jl��nl� = 0 (5)

From Eq. (4), one can see that the exciton internal motion
(second term) is independent of its translational motion
(third term), as in the bulk crystal. This approximation works
well, as long as the exciton Bohr radius is much smaller than
that of the dot size, or, in other words, the absolute value
of the second term of Eq. (4) is much larger than the third
term. This condition is fulfilled for the lowest 1S exciton in
the QD with the size of a few nm. However, if the dot size is
sufficiently small, or if the exciton is in the higher Rydberg
state, the condition would not be satisfied. In these cases, the
internal motion and the translational motion of the confined
exciton are not separable, and thus the total angular momen-
tum J = L+ l will be a good quantum number. Kayanuma
[19] performed the variational calculation that includes both
internal and translational motion of the excitons in spherical
QDs and showed for the first time how the well-separated
quantum states of Rydberg and confinement states in the
weak confinement regime mix with each other when the dot
size decreases toward the strong confinement regime. More
recently, Uozumi et al. [37, 38] calculated the ground and
excited states of the confined excitons with a much larger
set of basis functions and examined their optical properties.

From the experimental side to observe the higher excited
states of the confined exciton, since measurements of stan-
dard optical absorption and luminescence excitation spectra
are strongly influenced by the inhomogeneous broadening of
the exciton bands due to the wide size distribution [13], one
must achieve more sophisticated experiments to reveal the
optical responses originating from higher excited states. Itoh
et al. [14, 15] performed the size-selective excitation of CuCl
QDs using monochromated ultraviolet (UV) light. They
observed several peaks in the excitation spectra depend-
ing on the detection photon energy of the inhomogeneously
broadened photoluminescence. By selecting the detection
photon energy, one can select the size of QDs for the detec-
tion, as expressed by Eq. (1). From the relationship between
the energy position of the peaks in the excitation spectra and
the detection energy of the photoluminescence, they found
that these peaks originate from the confined states of the
Z12 excitons, which split into three (including two heavy-
hole and one light-hole) components. Also, they found the
components that converge to the higher energy position for
larger sizes. As described later, from comparison with other
experimental results, they were attributed to the confined
states of the Coulombic 2S states of the Z3 and Z12 exci-
tons. Later on, by means of the size-selective luminescence
spectra, Itoh et al. [39] revealed the luminescence structure
that is attributed to the excitons that are initially excited to
the 1p confinement states. As described in Section 5, it is
interesting that this confinement state strongly couples with
the optical phonons in the QD.
Another useful technique to investigate higher excited

states of the confined exciton is the two-photon excitation
technique. Generally, the two-photon excitation has a dif-
ferent selection rule from that of one-photon excitation.
For instance, exciton states with S type symmetry are opti-
cally allowed under one-photon excitation, whereas those
with P type symmetry are allowed under two-photon excita-
tion. Thus, individual structures associated with the exciton
excited states are expected to be more distinctly observed
without the disturbance from the contribution of the lowest
strong exciton states with S type symmetry. Also, with two-
photon excitation, one can spectrally eliminate the strong
scattering of the excitation light, which sometimes causes
difficulties in resolving the small signal close to the exci-
tation photon energy. Fröhlich et al. [40] measured the
two-photon excitation spectra of the confined exciton lumi-
nescence and found that the 1S exciton states are weakly
two-photon active for the linear polarized light parallel to
[110] axes but forbidden for [100] axes of the NaCl matrix.
Considering that the 1S exciton of the bulk CuCl crystal
is weakly two-photon active for the polarized light parallel
to [110] but not to the [100], this finding indicates that the
crystalline axes [100] of the CuCl QDs are parallel to that
of the NaCl host crystal. Edamatsu et al. [41] observed the
two-photon excitation spectra for CuCl QDs with different
mean radii and found a steep increase of the two-photon
excitation efficiency at a few hundreds mV higher than the
lowest 1S exciton energy. Furthermore, the energy positions
of the steep rise depended on the mean dot size of the
samples. From the energy separation between the steep rise
and the lowest 1S exciton, and from the comparison with
the results of excited-state absorption described later, they
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concluded that this steep rise of two-photon excitation orig-
inates from the nP Rydberg-like states of the confined exci-
ton. This attribution was also in good agreement with the
theory [19, 38, 42]. The confinement effect on the higher
Rydberg-like states will be discussed later in this section.
Edamatsu et al. [43] also studied the luminescence spectra
of CuCl QDs in NaCl matrices under size-selective one- and
two-photon excitation. As in the excitation spectra reported
by Itoh et al. [14, 15], several structures, the positions of
which were dependent on the excitation photon energies,
were observed in the luminescence spectra. These structures
were likely to originate from the confined exciton that was
initially excited to higher confinement states. However, the
energy positions of the observed structures did not follow
the theoretical ones that assumed the spherical shape of the
QDs. Instead, the experimental result might indicate that
the shape of CuCl QDs in NaCl matrices would be more
oblate, as previously suggested by Itoh et al. [13–15]. On the
contrary, the luminescence structure that is attributable to
the excitons that are initially excited to the 1p confinement
states of the spherical QD in glass matrices was observed
in size-selective one-photon [39] and two-photon [44] exci-
tation. From these results, it is likely that CuCl QDs embed-
ded in glass matrices have mostly spherical shapes. It is
also noteworthy that, in the two-photon excitation, the size-
selective luminescence spectra of the QDs in both NaCl and
glass matrices exhibited an unknown structure, whose Stokes
shift is nearly half that originates from the 1p confinement
state [41, 44]. Baranov et al. [44] attributed the structure
to the confined longitudinal excitons in the QDs. However,
this attribution is inconsistent with the recent theory [29, 30]
that dealt with the coupling between the polarization of con-
fined exciton states and electromagnetic fields, as described
in Section 2. Thus, the origin of this unidentified lumines-
cence structure appearing in two-photon excitation is still a
open question to be clarified in the future.
As well as the two-photon excitation, transient two-step

excitation is a powerful method to investigate the higher
excited states of the confined exciton. In this method, a
strong UV pump pulse excites the confined excitons at their
lowest states, and a succeeding weak pulse probes the tran-
sient absorption arising from the transition from the lowest
to higher states of the confined excitons. Mimura et al. [45]
found the infrared transient absorption attributable to the
transition from Rydberg 1S to 2P states of the confined exci-
tons in CuCl QDs embedded in NaCl matrices. The absorp-
tion spectra depended on the mean size of the QDs: the
peak position of the absorption for QDs with mean radius
a∗ = 3�5 nm was located at 0.28 eV, while that for a∗ =
1�3 nm QDs was at 0.39 eV. Yamanaka et al. [46, 47] studied
the size dependence of the transient absorption by means of
size-selective excitation, and the result was compared with
the theory [37, 38]. In general, the agreement between the
experiment and theory is very good: the observed blueshift
of the transient absorption with the decrease of dot size
is reproduced by the theory. The change of the Rydberg
1S–2P absorption with the dot size indicates that the effec-
tive Rydberg energy of the confined exciton depends on the
dot size. In other words, the 2P state of the confined exciton
in CuCl QDs in the size region under study (a few nm) is
no more classified into the ideal weak confinement regime,

in which the internal motion of the exciton is assumed not
to be affected by the confinement. Instead, since the effec-
tive exciton radius of the 2P exciton state is much larger
than that of the 1S state, the confinement effect on the 2P
state deviates from the weak confinement toward the strong
confinement regime. The theoretical calculation [37, 38] pre-
sented the optical properties including two-photon and tran-
sient absorption spectra and predicted the drastic change
of the optical spectra between the two extreme regimes. In
addition to the transient absorption of the confined excitons
in the QDs, transient absorption originating from the con-
fined biexcitons in CuCl QDs was recently observed [48].
The excited state of the biexciton is not stable in bulk crys-
tal because the excess energy of the excited states (a few
hundred meV) is larger than the binding energy of the biex-
citon (32 meV). However, in the QDs, the excited biexciton
can exist because the two excitons in one QD are never
dissociated from each other. Since the observed transient
absorption spectra of the confined biexcitons was very sim-
ilar to those of the confined excitons, it was suggested that
the excited states of the confined biexciton is approximately
composed of one excited and one lowest excitons [48].

4. NONLINEAR OPTICAL RESPONSE
AND CONFINED BIEXCITON

Control of nonlinear optical response is one of the most
important aspects of semiconductor QDs for the applica-
tion to optically functional devices. It is expected that mul-
tiply created excitons in a QD strongly interact with each
other, because the two excitons are confined in a tiny space.
The spatial closeness and strong interaction between the two
excitons breaks the bosonic nature of the confined excitons,
thus generating large optical nonlinearity even in the “weak
confinement” regime [49–55].
Experimentally, the nonlinear optical response of CuCl

QDs was first reported by Gilliot et al. [56, 57], and soon
followed by other groups [58–64]. In these early experi-
ments, strong nanosecond lasers were used as pump sources
to examine the nonlinear response. The main features of
these experiments are bleaching and blueshift of the exciton
absorption bands. Since the exciton binding energy in CuCl
is very large, these nonlinear effects were believed to be
caused by many-body effects (i.e., creation of two or more
excitons in a QD), rather than the formation of electron–
hole plasma. In fact, the saturation intensity, from which the
saturation of the exciton absorption takes place, was almost
inversely proportional to �a∗�3 [58, 62], indicating that the
number of excitons per QD is an essential parameter to gov-
ern the optical nonlinearity of the QD. Edamatsu et al. [64]
investigated the temporal evolution of the nonlinear opti-
cal response by means of subpicosecond pump-probe spec-
troscopy. They revealed that the nonlinear optical response
was composed of saturation, blueshift, and broadening of
the exciton absorption band. The saturation and broadening
components almost disappeared within several picoseconds
after the pump pulse, indicating that these components arise
from hot carriers, or higher excited states of the exciton,
which are initially generated in the QD by the pump that had
considerably higher photon energy than the lowest Z3 exci-
ton energy. In contrast, the time evolution of blueshift had
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longer decay times (60 and 380 ps), which are identical to
the lifetimes of a biexciton (excitonic molecule) and an exci-
ton, respectively. This finding is the first clear evidence that
the blueshift component of the optical nonlinearity is mainly
caused by the existence of a biexciton and an exciton in the
QD. Furthermore, they observed that the exciton lumines-
cence grows with a rise time that is consistent with the decay
time of the biexciton, indicating a cascade radiative decay
process of the biexciton via the exciton. In bulk CuCl crys-
tal, the luminescence decay time of the biexciton was usually
measured to be about half that of the excitons, reflecting
the population equilibrium between the excitons and biexci-
tons brought by frequent exciton–exciton collisions [65]. In
QDs, however, such collisions never occur between excitons
isolated in different QDs, and thus the observed decay time
represents the real lifetime of the excitonic molecule con-
fined in a QD, which is of the same order as those in bulk
crystal [66, 67]. Thus, the cascade radiative decay of the biex-
citon via the exciton is characteristic of the confined exciton
and biexciton system in the QD. Similar results on the tem-
poral evolution of the blueshift and the cascade decay of the
biexciton were also obtained by Ikezawa and Masumoto [68].
By these experiments, it was clarified that the main origin of
the optical nonlinearity of CuCl QDs is the blueshift of the
exciton energy caused by the presence of another exciton
in the same QD. However, the agreement of the observed
amount of blueshift with existing theories had not been sat-
isfactory [64] until Nair and Takagahara [54, 55] proposed
the concept of “weakly correlated exciton pair states” in the
QD, as will be discussed.
It is expected that the two excitons created in a QD inter-

act with each other and form exciton pair states that are
somewhat different from the ideal uncorrelated two exciton
state. Especially, the existence of a biexciton (or excitonic
molecule: a bound state of the two excitons) in a QD and the
size dependence of the biexciton binding energy have been
intensively discussed in several theoretical works [50, 69–75].
Since it is well known that the biexciton is very stable in
bulk CuCl crystal, one can also expect the existence of biex-
citons in CuCl QDs. In fact, the luminescence originating
from the radiative decay from the biexciton to the exciton
was observed in CuCl QDs under strong excitation using a
pulsed laser [27, 76, 77]. Provided that the weak confine-
ment regime is also applicable to the biexciton, one would
expect that the blueshift of the biexciton energy is almost
half that of the exciton, because the translational mass of
the biexciton is approximately twice the exciton mass [see
Eq. (1)]. As a result, the luminescence photon energy would
decrease with the increase of dot size, because the lumines-
cence is caused by the radiative decay from the biexciton to
the exciton states [75]. Itoh [27] measured the peak posi-
tion of the biexciton luminescence as a function of the dot
size and found that the biexciton luminescence exhibits the
redshift from the bulk value with the decrease of the dot
size in the range a ≥ 3 nm, whereas it shows blueshift for
smaller sizes. The redshift for larger sizes is consistent with
the consideration described previously. However, this size-
dependent redshift was not clearly observed in other reports
[76, 77]. Interestingly, the energy position of the biexciton
luminescence for larger sizes did not converge to that of the

biexciton luminescence in the bulk crystal leaving a trans-
verse exciton, but even closer to that leaving a longitudinal
exciton [27, 77]. This phenomenon is likely to be explained
by the previously mentioned consideration that the oscilla-
tor strength of larger QDs concentrates at the surface mode,
which is located between the transverse and longitudinal
excitons in the bulk crystal [28–30]. As a result, the biexciton
luminescence of the QDs with larger sizes (a ≥ 10 nm) is
energetically closer to that of the bulk crystal leaving a longi-
tudinal exciton. The blueshift for smaller sizes is attributable
to the deviation from the weak confinement regime of the
biexciton for the QDs of such small sizes. This consideration
is consistent with the fact that the size at which the redshift
turns to blueshift almost coincides with the Bohr radius of
the biexciton (3.5 nm [78]). The binding energy of the biex-
citon is defined by

�EBX = 2EX − EBX = EX − �EBX − EX�

= EX − h!BX (6)

where EX� EBX, and h!BX are the energies of exciton,
biexciton, and biexciton luminescence, respectively. Even
though the biexciton luminescence exhibits the blueshift,
larger blueshift of exciton energy results in the increase of
the binding energy with the decrease of dot size, as predicted
by the theoretical calculations [69–75]. Concerning the biex-
citon state in CuCl QDs, it is also noteworthy that the opti-
cal gain and lasing associated with the transitions from the
biexciton to the exciton states were observed [63, 64].
In addition to the lowest bound state of the biexciton,

since the two excitons in a QD cannot separate entirely from
each other, one may consider the excited states of the biex-
citon. These excited states correspond to a kind of antibond-
ing state and thus are not stable in the bulk crystal. Nair
and Takagahara [54, 55] pointed out that this “weakly corre-
lated exciton pair state” plays an crucial role in the optical
nonlinearity of the QDs. Ikezawa et al. [79, 80] observed
the excited-state absorption from the exciton state to these
excited biexciton states by means of a size-selective pump-
probe technique. They found the absorption signals to the
excited biexciton states (J = 2), as well as to the bound
biexciton (J = 0). The blueshift of the excited biexciton was
approximately twice as large as that of the exciton, indi-
cating that each exciton constituting the excited biexciton
effectively occupies half the volume of the QD [80]. Fur-
thermore, they observed the absorption from the biexciton
state to a triexciton states consisting of three excitons in a
QD. In relation to the excited states of the biexcitons, it
is also interesting that another kind of excited state of the
biexciton composed of one Rydberg excited and one lowest
exciton was observed in the infrared transient absorption, as
described in Section 3.
To consider the size dependence of the optical nonlinear-

ity, one must take account of two contradictory effects. One
is the anharmonicity or nonbosonic nature of the exciton
states, and the other is the superradiant oscillator strength of
the confined exciton that is discussed in Section 2. The for-
mer decreases with the increase of dot size because the cor-
relation between the two excitons in a QD decreases [54, 55].
On the other hand, the latter increases with increasing dot
size because the oscillator strength of the confined exciton
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increases with the dot size. Kataoka et al. [60] measured
the third order optical susceptibility "�3� of CuCl QDs and
its size dependence by means of the degenerate four-wave
mixing method. The observed values of "�3�/$, where $ is
the linear absorption coefficient, increased with the increase
of dot size until "�3�/$ = 3�4 × 10−9 esu cm at a ∼ 5 nm
and decreased for larger sizes. They also discussed the size
dependence of the oscillator strength of the confined exci-
ton, which is derived from the observed "�3�, and showed
that the size dependence of "�3� mainly depends on that
of the oscillator strength. The size (4–5 nm) at which the
obtained values of "�3�/$ and oscillator strength exhibited
the maximum value was in good agreement with the size
where the luminescence lifetime started to deviate from the
theoretical value [26, 27], as discussed in Section 2. Also,
Yano et al. studied the size dependence of the absorp-
tion saturation and obtained a similar size dependence [61].
Thus, the saturation of the oscillator strength is likely to be
one reason for the suppression of the optical nonlinearity
in larger dots. For the other reason, Nair and Takagahara
[54, 55] pointed out that when the energy difference EXX −
2EX (where EX and EXX are the energies of confined exciton
and correlated exciton pair state, respectively) is comparable
or smaller than the homogeneous width of the states con-
cerned, strong cancellation of the two terms (via the ground
state and via the exciton pair state) on "�3� takes place and
causes the suppression of the optical nonlinearity.

5. PHONON CONFINEMENT AND
EXCITON–PHONON COUPLING

In addition to the exciton confinement, it has also been
reported that lattice vibrations, of both acoustic [81–83] and
optical [39, 43, 84–87] phonons, are confined and quan-
tized in the CuCl quantum dots. Masumoto et al. [81, 82]
investigated the confined acoustic phonons by means of the
persistent spectral hole-burning spectroscopy. They found
that the energy separation of the phonon sidebands from
the zero-phonon bands to be inversely proportional to the
radius of the quantum dots that were excited resonantly by a
narrow-line laser. Similar results were also obtained by res-
onant luminescence spectroscopy, in which it was confirmed
that the phonon sidebands originate from the confined
acoustic phonons by means of the temperature dependence
of the Stokes and anti-Stokes sideband intensities [83]. The
inverse proportion of the confined phonon energy to the dot
size is explained by the theoretical works on the confine-
ment of acoustic phonons in isolated elastic spheres [88–92].
For the simplest case, the vibrational frequencies %S

n� l and
%T
n� l of an elastic sphere in a free boundary condition are

given by

%S
n� l =

Sn� l
a

vt (7)

%T
n� l =

Tn� l
a

vt (8)

where the superscripts S and T indicate the spheroidal and
torsional modes, respectively, l is the angular momentum
index, n is the branch number, a is the sphere radius, vt

is the transverse sound velocity of the elastic medium, and
Sn� l and 

T
n� l are the eigenvalues satisfying appropriate equa-

tions [88–92]. These lowest frequency modes with n = 0 are
called surface modes, since these modes have a large ampli-
tude at the surface. The amount of the observed Stokes shift
for the QDs in glass matrices was in good agreement with
the calculated value of �%S

0� 0, or even with �%T
0� 2 or �%

S
0� 2.

Since only the spheroidal modes with l = 0 contribute to
the resonant Raman scattering via the Z3 exciton state [93],
the observed phonon sideband was assigned as the lowest
spheroidal mode %S

0� 0 [83]. For the QDs embedded in NaCl
matrices, however, the observed energy shift is not explained
by vibrational modes assuming simple boundary conditions
[81–83]. Given that the sound velocities of the NaCl and
CuCl are similar, the vibrational mode of the CuCl QD in
the NaCl matrix might be extended further into the matrix,
which would explain why the energy estimation is more com-
plicated than that in glass matrix. Such matrix effects that
might cause the disappearance of the lowest surface modes
(n = 0) and the softening of the torsional modes were dis-
cussed by Tamura et al. [90].
In the case of the confinement of optical phonons, the sit-

uation is somewhat different. Since the optical phonon fre-
quency depends less on its wave number, its dependence on
dot size is also quite small. Ekimov obtained slight but pos-
itive dot-size dependence of the longitudinal optical (LO)
phonon frequency in Raman spectra and interpret it as
quantization along the dispersion curves of the LO phonon
[86, 87]. As described later in this section, the confined LO
phonon and the exciton strongly interact with each other,
forming exciton–phonon complexes [39, 43, 84]. The strong
exciton–phonon interaction also results in the renormaliza-
tion of the LO phonon energy associated with the exciton
[84, 85].
It is valuable to discuss the exciton–phonon coupling in

the QD. For several QD materials, there are a number
of works on the enhancement of exciton–acoustic–phonon
coupling [92–96] and exciton–optical–phonon coupling
[97–103]. Because of the different origins of the coupling—
deformation potential for exciton–acoustic–phonon cou-
pling and Fröhlich interaction for exciton–optical–phonon
coupling—the mechanisms of the enhancement are also dif-
ferent. Since the confined excitonic state in CuCl QDs is
much different from those in other materials, it is very
interesting to examine the exciton–phonon coupling in CuCl
QDs. In bulk CuCl crystal, the coupling between phonons
and excitons is relatively week so that the exciton absorp-
tion and emission spectra are mainly composed of the
zero-phonon line of the free exciton. The value of the
exciton–acoustic–phonon coupling constant g defined by
Toyozawa [104] for bulk CuCl was estimated to be the
order of 0.001 [105]. Itoh and Furumiya [105] evaluated the
exciton–phonon coupling constant for CuCl QDs (effective
radius a∗ = 1�5 nm) in NaCl matrix to be g = 0�35 from lin-
ear temperature dependence of homogeneous broadening
of the resonant exciton luminescence. Kuroda et al. [106]
obtained the approximately doubled value of g for CuCl
QDs (a∗ = 2�3 nm) in glass matrix by two-photon excitation.
Edamatsu et al. [83] evaluated the Huang–Rhys parameter
S [107] of the phonon sidebands originating from the con-
fined acoustic phonons in resonant luminescence spectra.
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The estimated values of S at T = 0 K are 0.24 and 0.30
for glass (a∗ = 2�4 nm) and NaCl (a∗ = 3�2 nm) matrices,
respectively. In the case of deformation potential coupling,
the Huang–Rhys parameter is related to the exciton–lattice
coupling constant g [104]. The resulting values were g = 0�07
and 0.08 for the QDs in glass and NaCl matrices, respec-
tively. Although these obtained values of g are slightly dif-
ferent from each other, they are all much larger than that
estimated for the bulk CuCl crystal. This result indicates
the strong enhancement of the coupling between the con-
fined excitons and acoustic phonons in the QD. Although
such enhancement of the exciton–acoustic–phonon coupling
is intensively discussed for various QDs [92–96], it seems
that there are not consentaneous conclusions at present.
Further theoretical and experimental investigations will be
necessary to clarify the mechanism of the enhancement of
exciton–acoustic–phonon coupling in semiconductor QDs.
In the case of exciton–optical–phonon coupling, drastic

effects have been observed in CuCl QDs as noted above
previously. Itoh et al. [39] found that the confined exci-
tons and LO phonons form exciton–phonon complexes; they
observed in resonant luminescence spectra the anticrossing
between the LO phonon sideband and the sideband arising
from the excitation to higher confined states of the exciton.
This anticrossing was also observed in two-photon excitation
[43] and persistent hole-burning [84] spectra. The strong
exciton–optical–phonon interaction in the QD also results in
the renormalization of the LO phonon energy [84, 85], which
means that the confined LO phonon associated with an exci-
ton suffers considerable (∼10%) [84] softening. In fact, the
LO phonon sidebands observed in persistent hole burning
[84], resonant luminescence [43, 84], and the beat frequency
in four-wave mixing experiment [85] exhibited reduced LO
phonon energies from that observed in off-resonant Raman
spectra [87]. This is one of the unique phenomena originat-
ing from the strong exciton–optical–phonon interaction in
CuCl QDs.

6. PHASE RELAXATION
OF THE CONFINED EXCITON

The excitonic states confined in semiconductor QDs are
sometimes referred to as artificial atoms or mesoscopic
atoms, since they have discrete energy spectra and their
wavefunctions are coherent superposition of the electronic
excitation over the QD’s volume. It is also expected that
those states are more or less isolated from environment
because of the three-dimensional confinement. If the exci-
tonic states are well isolated form environment, it is
expected that the phase relaxation, or decoherence, of the
confined excitonic states will be very slow compared with
that in bulk crystals. In fact, there are a number of exper-
imental works reporting very long phase relaxation time in
CuCl and other QDs [108–111]. The amount of phase relax-
ation time is crucial for the application of confined excitonic
states to quantum information processing, because the phase
relaxation essentially destroys quantum information held in
excitonic wavefunctions. Thus, it is very important to study
the phase relaxation mechanisms of the confined excitons.

To measure the phase relaxation time of the confined
exciton, there two methods: frequency-domain and time-
domain measurements. The former includes resonant lumi-
nescence and persistent hole-burning spectroscopy, and the
latter does four-wave mixing and photon echo spectroscopy.
Masumoto et al. [112] reported for the first time the homo-
geneous width of the Z3 exciton in CuCl QDs embedded
in NaCl crystal. They measured the homogeneous width
by means of laser saturation spectroscopy of the exciton
absorption and reported that the homogeneous width of the
QD (mean dot radius = 6�1 nm) was 0.18 meV at 77 K.
Itoh and Furumiya [105] measured the homogeneous width
and its temperature and size dependence of the resonant
luminescence of CuCl QDs in NaCl crystal. The homoge-
neous width (0 extrapolated to 0 K was 0.32 meV for the
QD (effective dot radius a∗ = 4�0 nm), and (0 increased
with the decrease of dot size. Wamura et al. [113] mea-
sured the homogeneous width of CuCl QDs in NaCl crys-
tal by means of persistent hole-burning spectroscopy. The
obtained (0 for the QD with a∗ = 4�1 nm was 0.30 meV and
increased with decreasing dot size, in accordance with that
obtained from the resonant luminescence spectra described
previously. Later on, Masumoto et al. [114] reexamined the
persistent hole-burning experiment with high spectral res-
olution and obtained (0 = 0�07 meV for the QDs (a∗ =
3�5 nm) in NaCl. In addition, Kuroda et al. [106] measured
the homogeneous width of CuCl QDs in a glass matrix by
means of two-photon-excited resonant luminescence. The
obtained (0 was 2.1 meV for a∗ = 2�3 nm. Since the homoge-
neous widths obtained from these frequency-domain exper-
iments do not show good consistency, the corresponding
phase relaxation time (T2) ranges from subpicoseconds to
over 10 picoseconds. This discrepancy is probably caused
by the difference in experimental conditions, most probably
in excitation intensity, which might affect the homogeneous
width. In fact, Edamatsu et al. [83] recently reported that
the homogeneous widths of the resonant luminescence of
CuCl QDs in both glass and NaCl matrices were less than
30 )eV, which is limited by the experimental spectral res-
olution, at sufficiently weak excitation power. Meanwhile,
the phase relaxation time of CuCl QD was measured by
time-domain experiments: four-wave mixing or accumulated
photon echo (see Section 7). Kuribayashi et al. [108] mea-
sured the phase relaxation time of a CuCl QD (mean dot
radius = 5�4 nm) in a glass matrix and obtained T2 = 130 ps
at 2 K. Ikezawa and Masumoto [109] measured the phase
relaxation time of CuCl QDs in NaCl and glass matrices.
The obtained T2 was very long: T2 reached 1.3 and 2.6 ns at
low temperature below 1 K (i.e., (0 = 1 and 2 )eV) for the
QDs in NaCl and glass matrices, respectively. Following to
the finding of the very long T2 in CuCl QDs, it has recently
been reported that QDs of III–V materials also exhibit very
long phase relaxation times of several hundred picoseconds
[110, 111].
It is an very interesting subject to observe the mechanism

of the very long phase relaxation of the confined excitons in
relation to the exciton–phonon interaction. In a low excita-
tion regime, where at most one exciton is to be created in
a QD, it is expected that the phase relaxation mainly orig-
inates from interaction with phonons. At low temperature,
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the main origin of the phase relaxation would be exciton–
acoustic–phonon coupling while the coupling with optical
phonons may be important at high temperature. In bulk
semiconductors, the contribution of the acoustic phonon
on the temperature dependence of the homogeneous width
(�t� is often expressed by

(�T � = (0 + AT (9)

where A is a constant, and (0 is the temperature-
independent width that remains even at T = 0 K. The
temperature-linear term originates from the contribution of
the acoustic phonons that have continuous density of states
from zero energy. On the contrary, the phase relaxation in
CuCl QD is characteristic because, as described in Section 5,
not only the excitonic states but the acoustic phonons are
also quantized so as to have discrete energy spectra. Once
both are quantized, the usual phase-relaxation mechanism
via one-phonon emission or absorption can occur only when
the energy separation between the lowest and higher exci-
tonic states happens to coincide with one of the discrete
phonon energies. As a result, the two-phonon process which
involves almost simultaneous emission and absorption of
the confined acoustic phonons becomes dominant in the
phase-relaxation mechanism in this system. In a temperature
region where the two-phonon process is a dominant mech-
anism, the homogeneous width of the zero-phonon line of
the confined exciton is expressed by

(�T � = (0 +A sinh−2
(

�%

2kT

)
(10)

where �% is the energy of the confined acoustic phonon
concerned, A is a constant, and (0 is the temperature-
independent width. The contribution of the two-phonon pro-
cess on the homogeneous width in the CuCl QD system
has been reported by recent photon echo [109] and reso-
nant luminescence [83] studies. This contribution is charac-
teristic of the QD system in which the electronic system is
confined and the vibrational energies are actually quantized.
The nature of the phase-relaxation process of CuCl quan-
tum dots is much different from that of III–V compounds, in
which the dot size is so large that the true zero-phonon line
is not resolvable from the sidebands of the confined acoustic
phonons.
In a higher temperature region, the zero-phonon band

merges with the confined-acoustic-phonon sidebands, and
the total homogeneous width is governed by the contri-
bution of the phonon sidebands and is thus expressed by
the one-phonon process of the acoustic phonons. When the
spectral resolution is not good enough, this one-phonon con-
tribution would be the dominant part of the homogeneous
width measured in earlier experiments. In a lower temper-
ature region, another mechanism of the phase relaxation
with lower energy excitation might take place. Ikezawa and
Masumoto [109] suggested the phase relaxation due to the
coupling to a two-level system (TLS), which had been often
used to explain the anomalous temperature dependences of
the homogeneous widths of impurity atoms or molecules
in glassy or polymer matrices [115]. With the contributions
from the TLS and two-phonon process (10) taken together,

the low-temperature homogeneous width of the exciton con-
fined in the CuCl QD system is expressed by [109]

(�T � = (0 +A sinh−2
(

�%

2kT

)
+ B cosh−2

(
�%′

2kT

)
(11)

where �%′ is the excitation energy of the TLS, and B is
a constant. The contribution of the TLS indicates that the
interaction between the excited electron/hole and the sur-
rounding matrices plays an important role in phase relax-
ation in the low-temperature region, as described in the next
section.

7. INTERACTION WITH MATRICES
In the previous section, we described that the electronic
states in semiconductor QDs are more or less isolated from
environment and thus the phase relaxation time of the elec-
tronic excitation becomes very long. However, in general,
real semiconductor QDs are not fully isolated from environ-
ment. In many cases, the QDs are suspended in surrounding
matrix substances. As a result, the electronic excitation of
the QDs sometimes interacts with matrices. For instance,
it is known that colloidal QDs of II–VI materials exhibit
intermittent (“random telegraph”) photoluminescence [116]
or spectral diffusion [117]. These phenomena are caused by
Auger ionization of the QDs and succeeding carrier trapping
in the matrix site near the QD [118]. In CuCl QDs, such phe-
nomena as photofatigue [119] and persistent hole burning
[120] also suggest the efficient ionization and trapping of the
carriers in the matrices. Also, Kuroda et al. [121] found that
CuBr QDs in glass matrices exhibit an extraordinary strong
photon echo signal that originates from the accumulation
effect due to the presence of long-lived excited states. The
accumulated photon echo was also observed for CuCl QDs
[108, 109], as stated in the previous section. Another strong
indication of the interaction with the matrices is the contri-
bution of the TLS on the low-temperature phase relaxation
of the confined exciton described in the previous section.
Recent progress of the microspectroscopy technique has

enabled us to observe and analyze photoluminescence sig-
nals from a single QD. The single QD spectroscopy has
allowed the opportunity to study the electronic states of indi-
vidual QDs interacting with the matrices and environment.
Thus far, photoluminescence signals from single QDs of var-
ious kinds of materials were widely studied. Generally speak-
ing, the stability of the photoluminescence signal from single
QDs depends on many factors, such as material, environ-
ment, interface, temperature, excitation power, and so on.
For instance, as described, colloidal QDs of II–VI materi-
als exhibit intermittent photoluminescence [116] or spectral
diffusion [117], depending strongly on the excitation power
and on the surface treatment of the QDs. Adequately passi-
vated colloidal QDs have very high quantum yields and low
intermittent frequencies. It is worth studying such optical
properties of single QDs for further understanding of the
role of interaction with matrices. However, unfortunately,
stable photoluminescence from single CuCl QDs has not
been reported so far. In this context, Edamatsu et al. [122]
observed frequently intermittent photoluminescence from a
single QD, or a small number of QDs, of CuCl embedded
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in NaCl crystal. The frequent intermittency suggested that
the excited electrons or holes of this material easily escape
from the QD and then are captured by some traps in the
matrix, even at low temperature.
More important progress in the recent study of CuCl QDs

is the sample preparation and characterization methods. The
traditional methods to grow the CuCl QDs are thermal
treatments of the supersaturated solid solution of CuCl in
silicate glass [9, 10] or NaCl [13, 14] matrices. Haselhoff
et al. [123, 124] studied the growth condition and size dis-
tribution of CuCl QDs in NaCl crystals. It is also notewor-
thy that the topographical investigations of CuCl clusters at
the surface of NaCl crystal were made by near-field optical
microscopy and atomic force microscopy observations [125].
However, the sizes of the observed clusters were rather large
compared to the typical size of the QDs, and there are no
optical or topographical observations of the individual QDs
that have sufficiently small sizes. The serious disadvantage
of the traditional growth methods is their poor controllabil-
ity in size and concentration of the QDs. For instance, so
as to observe single QD luminescence, we need sufficiently
low concentration of the QDs. However, the concentration
of the CuCl QDs thermally grown in glass or NaCl matri-
ces is usually too high. As described, Edamatsu et al. [122]
prepared CuCl QDs contained in thin films of NaCl crystals
grown between two silica plates. However, the result indi-
cated that we need QDs that have lower concentrations and
are stable against autoionization of the photoinduced carri-
ers to prevent the frequent luminescence intermittency. Up
to now, there are a limited number of trials that intend to
obtain well-characterized samples of the CuCl QD. Kurisu
et al. [126] reported the growth of CuCl QDs embedded
in SiO2 film by means of a sputtering method. Kawamori
et al. [127] reported the formation of CuCl island struc-
tures on CaF2 substrates by means of molecular beam epi-
taxy. We hope that these efforts will succeed in growing
well-characterized and well-controlled samples of CuCl QDs
in the future.

8. CONCLUSION
In this chapter we have reviewed the optical properties of
CuCl quantum dots associated with quantum confinement
effects and related phenomena. Due to the confinement of
exciton translational motion which is peculiar to this mate-
rial, many kinds of intrinsic natures of coherent excitons,
such as blueshift and splitting of exciton states, rapid radia-
tive decay of exciton, size-dependent optical nonlinearity,
etc., only appear in the quantum dots because of their small
sizes similar to or smaller than the exciton coherence length.
The exciton coherence is pronounced not only because of
very small size and small number of impurities or crystal
imperfections but also the dramatic decrease of exciton–
phonon interaction. Those are the main reasons coher-
ent control of confined excitons becomes practical [128].
The quantum control of photons in quantum dots will also
be practical due to long coherence time of excitons. The
aforementioned quantum size effects are all caused by the
wave natures of confined excitons inside the quantum dots.
The quantum dots are essentially typical open systems which

are easily affected by the physical properties of the sur-
roundings, such as matrices. The shape of the quantum dot
itself depends critically on the matrices: cubic in crystalline
matrix and/or spherical in amorphouses. The confined exci-
tons can interact with outer optical phonons by the Frölich
interaction. The exciton energy and/or photogenerated car-
riers can be transferred through the interface between the
quantum dots and their surroundings that cause the ioniza-
tion of quantum dots, blinking, and the photofatigue effect
on exciton luminescence. The charge transfer through the
interface is nothing but the function of photocatalysis, and
the energy transfer is similar to that on a reaction center.
In the near future, one can surely expect that the research

fields of the quantum dots will be further expanded into
many kinds of new fields not only in physics but also towards
chemistry, biology, and information technology.

GLOSSARY
Biexciton A quasiparticle consisting of two excitons, or two
electrons and two holes, combined together. It is also called
an “excitonic molecule”.
Exciton An elementary excitation (quasiparticle) of elec-
tronic states in semiconductors. An exciton consists of an
electron and a hole combined by Coulomb interaction. As
in the general treatment of two-particle systems, the exciton
wave function can be separated into two parts: the internal
(relative) motion of the electron and hole, and the trans-
lational motion as a combined particle. In most semicon-
ductors, the internal motion of an exciton causes a series
of discrete absorption bands similar to that of a hydrogen
atom. This type of exciton is called Wannier exciton, and the
series of absorption bands is called Wannier (or Rydberg)
series of the exciton.
Quantum dot A nanometer-sized particle of semiconduc-
tor material in which the quantum nature of electronic
behavior becomes dominant. In a quantum dot, the elec-
tronic wave function is confined in all dimensions. As a
result, electronic and optical properties of quantum dots
deviate from those of bulk crystal as a function of dot size.
“Nanocrystal” is a synonym of “quantum dot”.
Weak confinement The quantum confinement effect of the
Wannier exciton in a quantum dot is characterized by the
relationship between the exciton Bohr radius and the dot
size. When the dot size is sufficiently larger than the exciton
Bohr radius, it is a good approximation to treat the exciton
as a particle whose translational motion is confined in the
dot, with much less influence on its internal motion. This
situation is called the “weak confinement” regime.
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1. INTRODUCTION
Core-shell nanoparticles have recently been the focus of a
lot of scientific efforts because of the combination of dif-
ferent properties in one particle based on different compo-
sitions of the core and the shell. Furthermore, many inter-
esting technological applications can be foreseen for this
kind of material, in addition to others in analytical chemistry
(chromatography), separation technology (ion exchange),
catalysis, biochemistry and medicine, etc. [1, 2]. These types
of particles can be defined by their different core and shell
compositions. The core often (though not always, as will be
discussed below) shows the relevant property (e.g. semicon-
ductors, metals, magnetic oxides, encapsulated molecules),
while the shell can stabilize the core; create compatibil-
ity between the core and the environment; or can change
the charge, functionality, or reactivity of the surface. This
is especially important if the shell is a polymer and the
final core-shell particle can be homogeneously dispersed in
a polymer on the nanoscale [3]. In recent years, especially
for medical purposes, the shell has become more and more
important (e.g., for drug delivery applications).

Core-shell nanoparticles are classified within this chapter
according to their chemical composition, as follows:

• Inorganic–Inorganic Nanoparticles: This category mainly
comprises metallic, magnetic, or semiconductor core
particles surrounded by a semiconductor, insulating, or
metal shell.

• Inorganic–Organic Nanoparticles: Hybrid systems that
contain an inorganic core such as a metal or a metal
oxide and an organic shell of a polymer or layers of
molecules on the surface of the core.

• Organic–Organic Nanoparticles: Most of these systems
contain cross-linked polymers as the core and a differ-
ent polymer or functional molecule as the shell.

• Organic–Inorganic Nanoparticles: Entities with an
organic cross-linked polymeric core surrounded by an
inorganic shell.

• Inorganic–Biomolecule: The inorganic core is covered
by biorelated molecules such as DNA sequences.

Core-shell architectures are the result of either a two-
step approach, consisting of preparation of nanoparticles
and then modification of their surface, or an in-situ approach
during particle formation. The shell can be formed by sur-
face chemical reactions, by simple adsorption of molecules
or small nanoparticles or the whole core-shell nanoparticle
can be formed by subsequent self-assembly and crosslinking
of macro molecules.

This chapter provides an overview of the synthetic pro-
cedures and some selected properties that make core-
shell nanoparticles a very interesting class of nanomaterials.
Because of the many different possible ways to prepare such
particles, we shall limit the description to the most common
synthetic techniques, which in most cases will make use of
solution chemistry.

For simplicity, in some occasions we shall make use of the
terminology core@shell to represent the composition of the
composite particles.
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2. INORGANIC–INORGANIC
CORE-SHELL NANOPARTICLES

2.1. Core-Shell Semiconductor
Quantum Dots

One very important class within these all-inorganic nanopar-
ticles is constituted by core-shell quantum dots. Quantum
dots are semiconductor particles in which quantum size
effects can be observed [4]. Such quantum size effects arise
from the size-dependent separation between the valence and
conduction bands characteristic of the semiconductor, which
gives rise to very interesting optical properties, especially
with respect to luminescence at well-defined and narrow
spectral ranges, which depend on particle size. Although the
luminescent properties are characteristic of neat quantum
dots, it has been observed that the formation of core-shell
structures leads to an enhancement of the luminescent prop-
erties of the core [5–9]. Coating of II–VI nanoparticles
with a different semiconducting material has a profound
impact on the photophysics of the nanocrystalline cores
[4, 10–17]. A broad range of intensities and spectral emis-
sion characteristics can be obtained by varying the thick-
ness and the bandgap of the overlayer. Deposition of a
semiconductor with a larger bandgap than that of the core
typically results in luminescence enhancement due to the
suppression of radiationless recombination mediated by sur-
face states [4, 10–18], while the degree of charge carrier
confinement does not change. The absorption bands red-
shift only slightly, even for quite thick layers of ZnS on
CdSe [10], ZnSe on CdSe [11], and CdS on CdSe [12], as
expected for a minimum variation of the confinement. Con-
versely, a layer of a small bandgap semiconductor provides
an additional area of delocalization for both the electron
and the hole [14–20]. The relaxation of the confinement
regime results in a red-shift of spectral features. These stud-
ies have been carried out with PbS and HgS layers deposited
on CdS and CdSe nanoparticles. Recently, CdS nanopar-
ticles with a monomolecular coating of MoS4 have been
investigated, which demonstrated both enhancement of the
excitonic emission and a noticeable red-shift of absorption
features [21].

Several methods have been developed for the synthesis of
core-shell II–VI nanoparticles. Successive reactions within
microemulsions were used by Hoener et al. [22] to pre-
pare ZnSe-coated CdSe nanoparticles. The microemulsion
method was used again by Han et al. [19] for the coating of
CdS with Ag2S, and by Tian et al. [20] for the synthesis of
CdS@CdSe and CdSe@CdS. More recently, Hao et al. [23]
also used microemulsions to prepare CdSe and CdSe@CdS
nanoparticles, attaining a notable enhancement of the exci-
tonic luminescence upon coating.

The most popular method for synthesis and coating of
quantum dots was initially developed by Murray et al.
[24]. This procedure also makes use of surfactants (trioctyl-
phosphine (-TOP-) and trioctylphosphine oxide (-TOPO)),
which act as solvents during the nanoparticle formation,
making it possible to use high temperatures (on the order
of 300 �C), which are necessary to yield highly crystalline
materials, but also bind to the nanoparticle surface, limiting
its growth [24]. Variations of this technology were subse-
quently devised to prepare core-shell nanoclusters [10–12].

One example would be the addition of preformed CdS par-
ticles in pyridine to a dispersion of CdSe in TOP/TOPO
at 100 �C, which leads to a core-shell CdSe@CdS structure
accompanied by a large increase in the photoluminescence
quantum yield (see Fig. 1). A similar procedure was used for
the synthesis of CdSe@ZnS with a very high luminescence
quantum yield [10].

The group of O’Brien [25] simplified the quantum dot
synthesis with the use of single-molecule precursors for each
semiconductor material, and they prepared, for instance,
highly monodispersed CdSe@CdS through the successive
thermolysis of [Cd{Se2CNMe(Hex)}2] and [Cd{S2CNMe-
(Hex)}2] in TOPO. Other core-shell combinations followed,
such as CdSe@ZnS, CdSe@ZnSe, through the use of the
corresponding single-molecule compounds [26].

Apart from the II–VI semiconductors, core-shell quantum
dots were also made with InAs cores, with bandgaps tunable
in the near-IR, which can be useful as IR biological lumines-
cent markers. Cao and Banin [27, 28] explored the coating
of these quantum dots with InP and CdSe, using pyridine
or benzylamine as solvents at a high temperature. A drop
in luminescence quantum yield was found after coating with
InP, but an enhancement was found with CdSe, which was
reasoned to be due to the quality of the outer surface.

Figure 1. Top: Schematic synthesis of CdSe@CdS core-shell nanocrys-
tals. Bottom: Photoluminescence quantum yield variation with shell
thickness for three different core-shell systems, starting with core diam-
eters of 23 Å (circles), 34 Å (X’s), and 39 Å (squares). Reprinted with
permission from [12], X. Peng et al., J. Am. Chem. Soc. 119, 7019 (1997).
© 1997, American Chemical Society.
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2.2. Bimetallic Nanoparticles

The main properties of metal nanoparticles reside in their
optical and catalytic properties. Therefore, within this sec-
tion we separate the discussion of bimetallic core-shell
nanoparticles according to the type of properties that have
been investigated during their study.

2.2.1. Optical Properties
Metal nanoparticles display very interesting optical and elec-
tronic properties, which are mainly due to the collective
oscillation of conduction electrons, when interacting with an
electromagnetic radiation of certain frequency [29]. Since
this is mainly a surface phenomenon, it is affected by the
medium surrounding the nanoparticles, which can be a sol-
vent, a solid matrix, or adsorbed molecules/coating shells
[30]. Each metal is characterized by a particular, wavelength-
dependent, dielectric function, which determines the fre-
quency at which the plasmon resonance takes place. The
whole optical picture is altered when one metal is deposited
on the surface of nanoparticles made of a different metal,
and plenty of deposition methods and optical studies can be
found in the literature.

Morriss and Collins [31] pioneered this field with the
synthesis of Au@Ag nanospheres of constant gold core
diameter and epitaxially grown silver shells with varying
thickness. The initial plasmon absorption band (pure gold,
518 nm) progressively blue-shifted and broadened until a
single broad peak around 400 nm was observed for suffi-
ciently thick silver shells. These experimental results were in
reasonable agreement with the theory, with some discrep-
ancy, which was likely due to simplifications in the theory.
Kreibig and co-workers carried out more refined calcula-
tions on the Au-Ag system [32], which yielded a much closer
agreement with the experimentally measured spectra.

Synthesis of Au@Ag and Ag@Au was also carried out
recently by various chemical methods in solution, such as
that of Rivas et al. [33], who achieved both structures by
citrate reduction. Silver shells were also deposited on citrate-
stabilized 12-nm gold nanoparticles in aqueous solution,
with ascorbic acid as a reductant and cetyltrimethylammo-
nium chloride as an additional stabilizer during the growth
[34], which yielded quite monodisperse core-shell particles
with controlled shell thickness.

The opposite structure (Ag@Au) is harder to achieve,
since Au3+ ions can completely oxidize 10-nm colloidal sil-
ver, forming colloidal gold [35]. To avoid this problem, Cao
et al. [36] have shown that by simple reduction of gold
salts by sodium borohydride, in the presence of preformed
silver nanoparticles passivated with bis(p-sulfonatophenyl)
phenylphosphine, Ag@Au nanoparticles were formed. Such
core-shell particles proved useful for DNA diagnosis. An
interesting recent report on the Au/Ag system was made by
Xia et al. [37], who observed that the addition of Au3+ ions
to colloid dispersions of larger Ag nanoparticles leads to
oxidation of the silver cores and reduction of gold on the
surface, so that hollow gold particles are obtained that retain
the shape of the original silver cores. Another interesting
design for the synthesis of Au/Ag colloids was realized by
Schierhorn and Liz-Marzán [38], who deposited an insulat-
ing silica shell on uniform gold cores and then applied an

electroless plating procedure [39] to deposit silver on the
outer silica surface, so that the spectral features of both met-
als can be preserved if the silica interlayer is thick enough,
as shown in Figure 2.

Very extensive work on noble metal and core-shell
bimetallic nanoparticles was carried out by Henglein and
co-workers, who used �-radiolysis to generate free radi-
cals in aqueous solution, leading to a very well-controlled
reduction of metal salts, normally in the presence of a
suitable stabilizer. Examples of bimetallic coated particles
include Au@Cd [40], Au@Pb [40, 41], Au@Sn [42], Au@Tl
[40], Ag@Pb [43, 44], Ag@Cd [45], and Ag@In [43]. They
observed a variety of optical and chemical properties of the
particles in dilute aqueous solutions. As each of the less
noble metals (Cd, Pb, Sn, Tl, and In) was deposited as
shells on either of the noble core particles (Au and Ag),
the absorption band of the core particles blue-shifted toward
that of a pure colloid of the shell material because of the
donation of electron density from atoms to the core metal
particle [43, 45].

In a later study, Henglein et al. [46] used silver parti-
cles as a template to deposit mercury by �-radiolysis. How-
ever, only a couple of layers of mercury can be deposited
on the silver particles before mercury precipitates. A simi-
lar experiment was later performed in the presence of gold
nanoparticles [47], with a limited penetration of mercury
and again formation of a thin mercury layer on the surface.
Henglein has also demonstrated the generation of Au@Pt
and Pt@Au nanoparticles [48]. Although a gold layer on
platinum clusters could be deposited radiolitically, the depo-
sition of platinum on gold had to be performed by hydrogen
reduction of aged PtCl−4 , and the resulting core-shell struc-
tures seem to be formed by Pt islands that join together
if a sufficient amount of the metal is deposited. Successive

Figure 2. Top: Representative transmission electron micrographs of
silica-coated gold nanoparticles (core diameter 15 nm), before and after
one and two electroless plating experiments. Bottom: Spectral evolu-
tion during the deposition of silver on silica-coated gold spheres by
electroless plating. The labels indicate the number of deposition cycles.
Adapted with permission from M. Schierhorn and L. M. Liz-Marzán,
NanoLetters 2, 13 (2002). © 2002, American Chemical Society.
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radiolytic reduction has also led to trimetallic Pd@Au@Ag
nanoparticles with interesting optical features [49].

2.2.2. Catalytic Properties
Toshima and co-workers have been very active in this field
[50]. Apart from intensive research on the catalytic activ-
ity of several metal nanoparticles, they also studied the
influence of various bimetallic geometries on catalytic activ-
ity [51]. For the synthesis of metal nanoparticles, they devel-
oped a reduction method based on the use of an alcohol as
a solvent and reducing agent (at reflux) and a polymer (typ-
ically polyvinylpyrrolidone, PVP) as a ligand. In the case of
bimetallic structures, they typically worked through simulta-
neous reduction of the two metals. The mechanism for the
formation of core-shell structures by simultaneous reaction
was proposed [52], based on two principal factors: redox
potential (the metal more easily reduced would form the
core), and a coordination ability of the ligand polymer upon
the metal (the metal more strongly coordinated by the ligand
polymer would form the shell). Pd-Pt bimetallic nanoparti-
cles with various Pd/Pt ratios were produced in the presence
of PVP [53, 54], resulting in similar sizes, but with quite dif-
ferent catalytic activities for selective partial hydrogenation
of 1,3-cyclooctadiene to cyclooctene. The highest catalytic
activity was achieved by the bimetallic nanoparticles with
Pd/Pt = 4/1. This is the nanoparticle with the perfect core-
shell structure. The catalytic activity decreases with decreas-
ing Pd/Pt ratio, in other words, with decreasing number of
Pd atoms. If the total catalytic activity is divided by the num-
ber of Pd atoms in a bimetallic nanoparticle, the catalytic
activities of the Pd atoms are nearly equal to each other.
This means that all Pd atoms are located in the surface
layer of the Pd-Pt bimetallic nanoparticles. In addition, the
Pd atom in the bimetallic nanoparticles has a much higher
catalytic activity than the surface Pd atom in Pd monometal-
lic nanoparticles. This fact demonstrates that the Pt atom,
located in the core of bimetallic nanoparticles and adja-
cent to the surface Pd atom, affects the catalytic activity of
the surface Pd atoms. This cannot be an ensemble effect
but should be a ligand effect. The inner Pt atom should
change the electronic density and/or structure of the surface
Pd atoms, resulting in the higher catalytic activity of Pd-Pt
bimetallic nanoparticles than Pd monometallic ones.

Studies have also been performed by Lee et al. [55], who
deposited a very thin palladium shell on 5-nm gold colloids,
to prepare bimetallic particles which should be more effec-
tive catalysts. The palladium shell was structurally different
from its bulk counterpart, because of the electronic pertur-
bation of the shell by the gold core, leading to a very large
increase in the catalytic performance for the cyclization of
acetylene to form various isomers of butane, n-hexane, and
benzene, at room temperature.

2.3. Metallic Shells

We describe in this section the synthesis and some properties
of encapsulated colloids composed of dielectric cores and
metal shells. The interest in such particles is basically due to
their optical properties, which differ from those of standard
nanoparticles. Early work by Barnickel and co-workers [56]
showed that particles made of silver layers on polystyrene

(PS) and polymethacrylate (PMA) displayed strongly red-
shifted and broader absorption bands than those of standard
10-nm colloidal silver in solution. However, the coating was
not homogeneous enough to provide a good model system
for testing optical theories.

A much more consistent study was performed by Olden-
burg et al. [57, 58], who managed to coat SiO2 particles of
various diameters with continuous gold shells. They found
that the plasmon bands depend on the core-to-shell thick-
ness ratio as well as on absolute core size. Their observa-
tion was reported to agree quantitatively with Mie theory
[59]; for the calculation of this it was necessary to take into
account the quadrupolar components, because of the large
sizes. Later studies by the same group showed that the plas-
mon resonances in the shells can be tuned across the IR
region, up to 2.2 �m [60], which was useful for demonstrat-
ing surface-enhanced Raman scattering (SERS) with these
systems [61]. An example of the spectacular plasmon band
shifts that can be obtained by varying the core-to-shell ratio
is shown in Figure 3. Later studies on the formation of Au
shells on silica were performed by Graf and van Blaaderen,
who reported a higher colloid stability, which allowed their
use for the assembly as colloid crystals [62].

The Halas group also reported the deposition of silver
shells on silica spheres, with optical behavior in agreement
with Mie theory [63]. Another method that has recently been
designed [39] for the deposition of metal nanoparticles on
silica spheres is electroless plating [64]. This method com-
prises as a first step the adsorption of a sensitizer (Sn2+ ions)
on the silica surface, followed by the addition of Ag+. Oxi-
dation of Sn(II) to Sn(IV) takes place at the surface, while
Ag+ is reduced to Ag0 in the form of small nanoparticles
that remain attached to the surface. No full contact between
adjacent metallic particles has been observed in this case,
and therefore no spectacular optical shift was produced.

2.4. Coated Magnetic Nanoparticles

Magnetic nanoparticles are interesting for a number of dif-
ferent applications, both in the form of ferrofluids (new
refrigerators that employ the magneto caloric effect [65],
new inks for inkjet printers [66], novel spin valves [67],
or for new cancer therapies, such as hyperthermia [68]

Figure 3. Example of the red shift in the plasmon resonance of Au
nanoshells with increasing core-to-shell ratio. Reprinted with permis-
sion from [58], S. J. Oldenburg et al., Chem. Phys. Lett. 288, 243 (1998).
© 1998, Elsevier.
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and apheresis [69]) or in thin films [70–73], basically for
magnetic storage. Most of these possible applications of
ferrofluids require high remanent magnetization and high
anisotropy at room temperature. High remanent magnetiza-
tion is a characteristic feature of soft ferromagnetic materi-
als with diameters above a critical minimum dependent on
the material (>10 nm for Co). On the other hand, hard
ferromagnetic materials, which often exist as alloys, exhibit
high anisotropies. Soft ferromagnetic materials embedded
in a noble metallic matrix show a technologically important
effect called giant magnetoresistance (GMR). The ability
to prepare air-stable ferromagnetic/noble metal bimetallic
particles is therefore a challenge. Well-known ferromagnetic
alloys consist of ferromagnetic 3d and noble metal elements
of the platinum group. They are known to have large mag-
netic moments and large magnetic anisotropies [74]. Accord-
ingly, the synthesis of monodisperse ferromagnetic/noble
metal bimetallic particle alloys (especially Fe/Pt) or core-
shell particles and their assembly into ordered arrays have
been investigated intensely in recent years.

Rivas et al. [75] reported the synthesis of cobalt nanopar-
ticles coated with silver, based on the successive reduction
of Fe2+ or Co2+ and Ag+ within the aqueous microdroplets
of inverse microemulsions. A similar approach was later
used by Seip and O’Connor [76, 77] for the synthesis of
Fe@Au using cationic surfactants, with magnetic measure-
ments showing superparamagnetic behavior.

Klabunde and co-workers [78] reported the formation of
core-shell structures upon heat treatment of metastable alloy
nanoparticles of immiscible metals prepared through the
so-called solvated metal-atom dispersion (SMAD) method.
For the case of Fe-In and Fe-Nd, but with Fe-Au, Fe-Bi,
Fe-Ca, Co-Mg, and Ni-Mg, either stable alloys or segre-
gated particles were formed. Magnetic studies of the Fe@In
and Fe@Nd samples showed low coercivities and Fe crystal-
lite size-dependent saturation magnetization, though appar-
ently there was always an increase in stability against core
oxidation.

More recently, the synthesis of well-defined, core-shell
Co-Pt nanoparticles was reported by Park and Cheon [79].
The formation of these alloys is driven by redox transmet-
alation reactions between the reagents without the need
for any additional reductants. While the reaction between
Co2(CO)8 and Pt hexafluoroacetylacetonate results in the
formation of alloy nanoparticles such as CoPt3, the reaction
of Co nanoparticles with Pt hexafluoroacetylacetonate in
solution results in Co@Pt morphologies, which is schemati-
cally shown in Figure 4.

Core-shell nanoparticles with an inverted morphology
were prepared by Sobal et al. [80], with Ag cores coated with
uniform Co shells. These authors report an unexpected sta-
bilization of the Co shell against oxidation, which can be due
to electron transfer from the core. In this case, the higher
electron density of the core allows a sufficient contrast in
TEM to distinguish the core-shell morphology (Fig. 5).

2.5. Silica-Coated Nanoparticles

We have decided to discuss silica-coated nanoparticles sep-
arately because of their special interest, which is also the
reason for the extensive work that has been performed on

Figure 4. Synthetic routes of core-shell and alloy nanoparticle forma-
tion via transmetallation reactions. Reprinted with permission from
[79], J.-I. Park and J. Cheon, J. Am. Chem. Soc. 123, 5743 (2001).
© 2001, American Chemical Society.

these systems. One of the major reasons for silica coating
is the anomalously high stability of silica colloids, especially
in aqueous media, but other reasons are the easy control
on the deposition process (and therefore on the shell thick-
ness) and its processibility, chemical inertness, controllable
porosity, and optical transparency. All of these properties
make silica an ideal and costless material for tailoring sur-
face properties, while maintaining the physical properties of
the underlying cores.

This technique was pioneered in the late 1950s by Iler
[81], who described a method for coating with silica “par-
ticles with at least one dimension which is less than about
5 microns,” and the nature of which is typically metal oxides
and silicates. Silicate solutions with suitable concentration,
pH, and temperature were termed active silica, which easily
sticks to the surface of oxide colloids in suspension. The slow
reaction ensured deposition of thin silica shells, thus retain-
ing the surface shape of the core particles. An alternative
to Iler’s silica coating procedure was developed by Ohmori
and Matijevic [82], following the already classical Stöber
method [83] (base catalyzed hydrolysis and condensation of
tetraethoxysilane (TES)) to coat hematite (Fe2O3� spindles
in ethanol. This procedure was later modified by Thies-
Weesie [84]. Later work by Philipse et al. used a combination

Figure 5. TEM image at low magnification of a monolayer of Ag@Co
nanoparticles deposited on a carbon-coated copper grid by drying of a
drop of solution. The core-shell structure is visible at higher magnifica-
tion (see inset). Reprinted with permission from [80], N. S. Sobal et al.,
NanoLetters 2, 621 (2002). © 2002, American Chemical Society.
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of the previously described procedures for coating magnetite
(Fe3O4� superparamagnetic nanoparticles [85] and boehmite
(AlOOH) rods [86]. Following Philipse’s work, the silica
coating of magnetite was later modified independently by
Liu et al. [87] and by Correa-Duarte et al. [88], both achiev-
ing more homogeneous and well-defined shells. The control
of magnetic interactions is an important consequence of the
coating of magnetic particles, which was demonstrated by
Donselaar et al. for particles in solution [89] and by Aliev
et al. in close-packed thin films [72].

A different approach was followed by Schmidt and
co-workers, who used various organosilanes as building
blocks and spacers to introduce functionalities within the
nanoparticle structure, which can be subsequently employed
for preparing more complex materials [90, 91].

Silica coating of metal colloids was also studied in detail,
specially during the last decade. This type of core-shell par-
ticle presents as an additional difficulty the chemical mis-
match between the core and the shell materials. Thus, a
procedure must be devised to link the core and shell materi-
als with each other. Several routes have been followed with
better or worse results. Ohmori and Matijevic [92] prepared
Fe@SiO2 particles by an indirect path comprising the initial
coating of hematite spindles [82], followed by reduction of
the core within a furnace in the presence of hydrogen. The
high temperature promoted sealing of the pores of the silica
shell, thus avoiding further oxidation of the metallic core.
Liz-Marzán and Philipse [93] first approached the synthesis
of Au@SiO2 particles through the formation of nanosized
gold particles on the surface of small silica spheres, followed
by extensive growth in ethanol, so that Au was embedded as
a core. However, a large proportion of pure silica spheres
was also produced, which were difficult to separate.

A method that has provided substantially better results
was later designed by Liz-Marzán et al. [94, 95], with the
use of bifunctional molecules to anchor silanol groups on
the nanoparticle surface, followed by a slow deposition of a
thin silica layer in water, and subsequent growth in ethanol,
resulting in monodisperse colloids with one Au core at their
center and an outer silica shell of controlled thickness. An
example of the concentric geometry achieved is shown in
Figure 6. This system proved ideal for a systematic study
of optical properties [95, 96]. The same method was later
extended to Ag@SiO2 by Ung et al. [35], though dissolution
of the Ag cores was observed when concentrated ammo-
nia was added to increase the thickness of the silica shell.
The same team [35, 97–98] demonstrated that dissolution by
ammonia is due to the possibility of chemical reactions tak-
ing place on the cores because of the porosity of the shells.

Figure 6. TEM micrographs of Au@SiO2 nanoparticles with constant
core size and increasing shell thickness, grown by TES hydrolysis.

Another advantage of this method is that the first deposi-
tion in water is so slow that the shape of the original core
is preserved in the initial stages, which was shown first by
Chang et al. [99] and then by Obare et al. [100] by coating
gold nanorods with the same procedure. The method was
also modified by Hall et al. [101], who used silane coupling
agents during the growth of the shell to obtain particles with
amino groups on the outer surface. Hardikar and Matijevic
[102] demonstrated that for larger silver particles (60 ±
5 nm) stabilized with a complicated compound (Daxad 19),
no coupling agent is necessary for silica coating through TES
hydrolysis in 2-propanol, and this was also recently shown by
Xia and co-workers for PVP-stabilized Ag nanorods [103].
Mine et al. have also recently found [104] that standard,
citrate-stabilized Au nanoparticles can be homogeneously
coated with relatively thick shells without the use of a silane
coupling agent, through careful tailoring of the concentra-
tions of ammonia and TES, as well as choosing the proper
addition sequence. This leads to a cleaner system (no chem-
ical alteration of the metal surface), but almost invariably
implies the formation of some core-free silica particles in
addition, which is undesirable for some applications. Ostafin
and co-workers have recently devised a procedure to create
mesoporous silica shells on Au nanoparticles coated with a
thin silica layer by using surfactants during shell formation
[105].

The same method was also applied [106] to coat CdS
nanoparticles, observing that the silica shell not only
enhanced the colloidal stability of the quantum dots, but also
the photostability, so that no photodegradation took place,
even under light and in the presence of oxygen. A similar
procedure was used by the Alivisatos group [107, 108] with
the aim of using highly luminescent quantum dots coated
with silica for biological labeling. A new variation of the
same method was used by Rogach et al. [109] for the coating
of CdTe and CdSe@CdS nanocrystals, which resulted in the
inclusion of multiple cores within every silica sphere, as well
as a dramatic drop in luminescence intensity upon coating.

Other methods were later designed for the prepara-
tion of Ag@SiO2. The group of Adair [110] reported the
coating through consecutive reactions within microemulsion
droplets. The problem with this technique is that removal
of surfactants is expensive, tedious, and time consuming.
Pastoriza-Santos and Liz-Marzán prepared Ag@SiO2 parti-
cles through reduction of Ag+ by N�N -dimethylformamide
(DMF) [111] in the presence of an amino-silane. High tem-
peratures were needed to achieve fast reduction of the sil-
ver salt, prior to condensation of the organo-silica shell, but
rather monodisperse silver cores were obtained, and the par-
ticles could be extracted into water or ethanol.

2.6. Semiconductor Shells on Metal Cores

Research has also been carried out to deposit other oxide
shells on nanoparticles, particularly on metal nanoparticles.
In this way, it is intended to make use of semiconducting
properties of some oxides, such as TiO2 or SnO2, in com-
bination with the conducting properties of the core. This
can be exploited for biological and electronic applications,
as detailed below.
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One example is the synthesis of Ag@TiO2 by Pastoriza-
Santos et al. [112] through the reduction of AgNO3 in
DMF/ethanol mixtures, in the presence of titanium tetrabu-
toxide, which condensed on the surface of the silver cores.
Layer-by-layer assembly of the resulting core-shell nanopar-
ticles, followed by dissolution of the silver cores with ammo-
nia, subsequently led to the development of ion-selective
and biocompatible titania nanoshell films [113], which were
found to be useful for monitoring the diffusion of dopamine,
an important compound for neurochemical processes.

Coating of gold nanoparticles with titania was also
achieved by Mayya et al. [114], who used a different TiO2
precursor (titanium(IV) bis(ammonium lactato) dihydrox-
ide), which is negatively charged and readily complexes with
a positively charged polyelectrolyte, poly(dimethyldiallyl
ammonium chloride), previously assembled on the nanopar-
ticle surface, and can then be hydrolyzed, providing a good
control on the morphology of the shell. The same authors
applied this procedure to coat Ni nanorods with titania
[115], and upon dissolution of the Ni cores they were able
to obtain uniform TiO2 nanotubes. Typical electron micro-
graphs of the core-shell nanorods and titania nanotubes are
shown in Figure 7.

Another interesting application of metal nanoparticles
surrounded by semiconductor shells is the fabrication of
composite nanoparticles with a large electronic capacitance.
The idea is that there is a large difference between the Fermi
level of the core and the conduction band energy of the
shell, so that electrons diffusing through the shell can be
trapped in the core for a long time. Mulvaney et al. [116]
explored this possibility with Au nanoparticles encapsulated
in a polycrystalline SnO2 shell. These authors demonstrated
that charge can be injected by cathodic polarization through
�-radiolysis, which resulted in a blue-shift of the plasmon

Figure 7. TEM images of (A) a nickel nanorod coated with tita-
nia, (B) titania-based nanotubes obtained by dissolution of coated
nickel nanorods, (C) a higher magnification image of a nanotube.
(D) A high-resolution image showing the presence of titania nanopar-
ticles. Reprinted with permission from [115], K. S. Mayya et al., Chem.
Mater. 13, 3833 (2001). © 2000, American Chemical Society.

band (as predicted by theory), which remained blue-shifted
in the absence of oxygen, but red-shifted back when open to
air because of oxygen reduction by the electrons stored in
the core.

We finally include in this subsection metals surrounded by
semiconductor shells which are not composed of oxides, but
rather of chalcogenides. Kamat and Shanghavi [117] pre-
pared Au@CdS nanoparticles by surface modification of Au
colloids with mercaptonicotinic acid followed by the addition
of Cd2+ and exposure to H2S. The result was the formation
of very small CdS particles attached to the surface of the
Au cores, but also free in solution. To prepare particles with
novel optical properties due to both local field effects of
the metal and further enhancing nonlinear optics of quan-
tum dots, Nayak et al. [118] generated Au@CdSe particles
in TOP/TOPO organic solvents, though a large proportion
of particles were a mixture of individual Au and CdSe par-
ticles, as detected by TEM. Hirano et al. [119] encapsulated
nanosized gold with boron nitride at extremely high temper-
atures and proposed that these particles would have poten-
tial applications for single-electron transistors.

3. INORGANIC–ORGANIC
CORE-SHELL NANOPARTICLES

Principally inorganic-organic nanoparticles can be divided
into systems with an organic core and an inorganic shell or
vice versa. Although this differentiation seems to be nec-
essary for the specific properties of the prepared materi-
als, similar methodologies are often used for their synthesis.
A prominent technique for the preparation of such cores
is the use of microemulsions [2, 120]. In this approach, in
which the dispersed stabilized phase can be considered as a
nanoreactor, the size, shape, and curvature of the surfactant-
stabilized phase determine the shape of the nano-objects
obtained. With this technique the core and the shell are
formed with the use of the same microemulsion by simply
subsequently building up the two moieties in the micelles.
In a different approach the core is formed first, isolated,
and modified with the shell in a separate step by covalent
anchoring or adsorption of organic groups on the surface.
For the synthesis of defined core-shell systems it is cru-
cial to obtain in a first step well-defined cores. Water-in-
oil microemulsions, sometimes also called reversed micelles,
are probably the most widely investigated emulsion sys-
tems for the preparation of spherical inorganic nanopar-
ticles. The metal precursor is usually dissolved inside the
water droplets and reacts in this confined arrangement to
the final particle. Two different methods were used for the
formation of the nanoparticles: either all chemicals for the
nanoparticle formation are already included in the water
phase and the metal precursor is added, or two water-in-oil
microemulsions, both containing precursors for the nanopar-
ticle formation, are mixed. In the latter case, the exchange
of substances occurs in the united microemulsion by diffu-
sion and droplet collision. With the microemulsion method
a variety of nanoparticles were synthesized, such as SiO2
[121–124], TiO2 [125–128], ZrO2 [129], CdS [130], magnetite
[131], or mixed metal oxide systems [132].

Surfactants are crucial for the stabilization of the
microemulsions; they produce compatibility between the two
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phases and act as barriers against the agglomeration of the
final particles. These molecules cover the surface of the par-
ticles formed and often interact with it, which can directly
affect the local structure of the surface [133]. If the par-
ticles have diameters in the lower nanometer range, this
interaction can result in a significant change of the parti-
cle properties. The capping of the surface with the surfac-
tant is frequently used for the stabilization of the particles
formed. With this methodology, for example, surface-capped
Pd [134], Fe2O3 [135, 136], and CeO [137] particles were
formed.

Emulsion polymerization has the potential to produce
a stable and compact polymer layer, completely enclosing
the particle and improving its chemical resistance. This is
particularly important for pure metal particles that have
a tendency to undergo oxidation reactions. Changing the
concentration of monomers can readily control the thick-
ness of the layer, which usually protects the core very effi-
ciently. With this method, for example, Ag nanoparticles
were encapsulated in styrene and copolymers of styrene
and methacrylate. Encapsulated particles retain their optical
properties and display a remarkable chemical stability [138].

Dense silica nanoparticles can be prepared by the Stöber
process, as already mentioned [83]. The size of the nanopar-
ticles formed can be controlled over a wide range with a
narrow size distribution. Therefore, this method is often the
source for dense silica nanoparticles, which can be subse-
quently surface modified after isolation. Additionally, the
formed alcosol can also be used as a reaction medium for
the direct surface modification of the particles, for exam-
ple, with trialkoxy-substituted silane coupling agents (Fig. 8)
[139]. Depending on the coupling agent, a change of the par-
ticles’ properties, such as their solubility, coagulation behav-
ior, or their reactivity, can be observed. Furthermore, the
use of organically modified trialkoxysilanes in the synthesis
of the silica core provides a method for decreasing the cross-
linking density and/or to incorporating additional function-
alities, such as dyes, into the core [90, 140]. For example,
the use of MeSi(OR)3 and Me2Si(OR)2 instead of Si(OR)4
can subsequently decrease the cross-linking density of the
particle core; therefore these particles can mimic a behavior,
for example, with respect to solvent uptake that is between
those of pure silica and cross-linked polymers [90]. Poly-
mer chains were grafted to organosilicon nanoparticles that
carried a Si-H surface modification [141]. PS with a ter-
minal unsaturated bond was reacted with these particles
by the application of a hydrosilation reaction. With this
method particles with a radius of 10 nm were reacted with
PS chains with gram molecular weights up to 20,000 g/mol.
The resulting core-shell particles reveal a high compati-
bility with linear PS polymers if the molecular weight of
the free polymer is equal to or smaller than that of the
grafted polymers. In these cases, an optical transparent film

Figure 8. Silane coupling agents often used in the surface modification
of silica particles.

is obtained, while the pure organosilicon particles are totally
incompatible.

3.1. Metal Nanoparticles
with Capping Ligands

Probably the oldest nanoparticle system known is that of
gold colloids, which were already used hundreds of years
ago for the coloring of window glass. Because of their rel-
atively simple preparation and exceptional stability, gold
nanoparticles have also become an important research issue
in the present time. In addition, gold nanoparticles are
particularly easy to modify because they are often stabi-
lized with weakly binding layers of charged ligands (e.g.,
citrate) that can be replaced with molecules with chemical
functionalities that bind more strongly (e.g., thiols, amines,
and disulfides) to their surfaces than these ligands. A two-
phase synthesis approach results in monodisperse, stable,
and soluble gold nanoparticles with a core size of a few
nanometers [142]. The synthesis is based on the transfer of
AuCl−4 from an aqueous phase into an organic phase under
phase transfer conditions followed by reduction in the pres-
ence of thiols. This methodology produces thiol-capped gold
nanoparticles. If the thiol employed has additional reactive
functionalities attached, the surface-modified nanoparticles
can undergo chemical reactions [142]. Another advantage
of thiol-capped gold nanoparticles is that the ligands can
undergo ligand-exchange reactions with other thiols [143].
The thiol-stabilized Au nanoparticles showed spontaneous
self-assembly phenomena depending on the surface modifi-
cation [144]. Mixtures of different thiol-capped metal cores
(i.e., Ag and Au) were used for the formation of ordered
two-dimensional arrays, so-called nanoalloys [145]. More
information on aspects of the self-assembly of nanoparticles
can be found in some recent reviews [146, 147].

Similar to the gold nanoparticles, other metals and semi-
conductors can serve as cores and bind organic molecules
with anchor groups, allowing a strong interaction with the
metal surface. Among others, platinum nanoparticles were
prepared with the use of alkyl isocyanides as capping lig-
ands, or the self-assembly of films of CdS nanoparticles was
enhanced by dithiol ligands [148, 149].

A very interesting property of thiol-encapsulated gold
nanoparticles is their activity in catalytic reactions [150].
From a chemical point of view, the attached thiol molecules
should passivate the active gold surface. However, the thio-
late encapsulation did not block the catalytic sites in a sig-
nificant way, as proved by electrooxidation experiments. An
explanation for this unusual behavior is the encapsulation
of gold oxides formed in the organic layer. The uptake of
oxygen and the subsequent expansion of the microstructure
of the gold oxides led to an increase in particle size and the
formation of nanoporosity in the shell.

3.2. Surface Modification
of Metal Oxide Nanoparticles
with Monomolecular Layers

Often the surface atoms of metal oxide nanoparticles carry
terminal or bridging O− or OH groups, less often Cl, OR,
or carboxylate and other complexing groups. These surface
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groups are typical reactive sites for the attachment of suit-
able organic groups. Coordinative bonds are less favorable
because the interactions are too weak and because the metal
atoms at the surface usually have no pronounced Lewis-
acidic properties, that is, no empty coordination sites.

Many metal oxide nanoparticles contain chemical reactive
hydroxy groups on their surface. These can easily react with
organically substituted silane molecules of the principal for-
mula RnSiX4−n, where X is a hydrolyzable group, such as a
halogen, alkoxy, or amine group. The rest R is connected
by a hydrolytically stable bond, for example, a Si C bond.
The OH groups on the surface of the nanoparticles react via
hydrolysis and condensation reactions with these so-called
silane coupling agents. A plethora of functional groups can
be deposited on the particle surface with this approach, and
it is beyond the scope of this chapter to mention all possi-
ble combinations. Depending on the functional group, spe-
cific surface properties can be introduced which are often
important for further modifications, for example, to enhance
the interfacial interaction between the inorganic particle and
a polymer shell. Most of the work done with these com-
pounds was on the modification of silica systems; however,
in principal reactions with other nanoparticles that contain
hydroxy groups on their surface can also be imagined, such
as alumina [151].

The work on organic surface modification of metal oxide
nanoparticles by approaches other than those previously
mentioned is limited. However, the chemical and structural
principles behind the various surface modification methods
can be discussed for clusters in which the overall geometry
and surface structure are well defined. Because most of the
modification methods of clusters can also be transferred to
particles, and, based on the fact that there is a fluent tran-
sition between clusters and nanoparticles, a clear distinction
between these two systems cannot be made. Therefore, we
will also present here possibilities of surface modification
of clusters with organic molecules to form core-shell-type
architectures.

In the postsynthesis modification approach, the function-
alized cluster or particle is formed in two steps that are
distinctly separate from each other: the cluster/particle core
is formed first, and the functional organic groups are intro-
duced later in a different reaction. The alternative method
is synthesis of the oxo clusters or particles in the presence
of functional organic molecules (i.e., the functionalization
of the clusters/particles occurs in-situ). The assembly of the
cluster occurs in such a way that the organic groups are
exclusively bonded to the surface atoms. The advantage of
this method is that the process is based on a self-limiting
organization of the inorganic and organic building blocks
as the formation of the cluster core and the capping of
the cluster surface by the organic groups mutually influ-
ence each other. The growth of the core is controlled and
limited by the organic groups, and, vice versa, the incor-
poration of the organic groups on the cluster surface is
controlled by the chemical reactions by which the cluster is
formed. This technique is especially valuable for transition
metal oxo systems formed in sol–gel reactions. For example,
the surface-modified clusters Zr6(OH)4O4(OMc)12 (OMc =
methacrylate) are formed when Zr(OnPr)4 is reacted with

4 molar equivalents of methacrylic acid. The molecular
structure reveals the existence of chelating and bridging
methacrylate ligands which cover the cluster surface [152].
Clusters of different sizes and shapes and a different
degree of substitution by organic ligands can be obtained
by modifying the reaction conditions. The main parame-
ters appear to be the nature of the metal alkoxide, the
metal alkoxide/carboxylic acid ratio, and the type of carboxy-
late groups [153–161]. The results obtained for isolated and
structurally characterized metal oxide clusters are models
for the chemistry leading to the functionalization of larger
metal oxide particles. An example of the use of bidendate
ligands in the synthesis of surface-modified nanoparticles is
the hydrolysis of different metal alkoxides in the presence
of acetylacetone and a noncomplexing organic acid, which,
after aging, led to nanoparticles with tunable sizes in the
range of 2 to 4 nm [162–164].

3.3. Polymer Shells

The attachment of polymers to the surface of nanoparti-
cles is obtained by the initiation of the polymerization via
a surface-immobilized initiator “grafting-from” approach,
by the attachment of the polymer via active sites to the
particle surface “grafting-to” approach, or by encapsula-
tion techniques in dispersions. The “grafting-from” method
has advantages over the “grafting to” method particularly
because the latter has limits in the surface coverage due to
diffusion restrictions caused by already immobilized macro-
molecules. Ionic and radical polymerizations were per-
formed from the surfaces of nanoparticles. In general, these
polymerization techniques can be divided into controlled
and free radical polymerizations. The controlled polymer-
izations have the advantage that they possess the possibil-
ity to grow polymer shells with the desired thickness and
composition. In contrast, free radical polymerizations usu-
ally show a very fast kinetics with many termination reac-
tions occurring that do not allow a distinct control over the
shell morphology.

3.3.1. Grafting-From Approach
Several polymerization techniques were used for the
grafting-from approach (Table 1). Generally this method
allows the highest density of polymer chains on the surface
of a particle. For this technique the initiator molecules are
usually attached to the particle surface in a first step, and
afterward the polymerization is promoted.

Ionic Polymerizations Polyesters were grafted from var-
ious ultrafine inorganic particles such as silica, titania, and
ferrite by anionic ring-opening copolymerization of epoxides
and cyclic acid anhydrides [165]. The silica, titania, and fer-
rite particles had sizes of 16, 120, and 15 nm, respectively,
and surface hydroxy group concentrations of 1.37, 0.77, and
0.55 mmol/g. The initiating group was a potassium carboxy-
late, which was attached to the surface by a series of modi-
fications. The amount of initiating groups on the surface of
the silica, titanium oxide, and ferrite particles was 1.92, 0.94,
and 0.62 mmol/g, respectively. The organic monomers used
were styrene oxide, chloromethyloxirane, gylcidyl methacry-
late, gylcidyl phenyl ether, phthalic anhydride, succinic anhy-
dride, and maleic anhydride.
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Table 1. Examples of polymerization reaction initiated from inorganic particles.

Inorganic Polymerization
Initiator particle method Monomer Ref.

SiO2,
TiO2,
Ferrite

Anionic Ring
Opening

Styrene oxide, chloromethyloxirane, gyl-
cidyl methacrylate, gylcidyl phenyl
ether, phthalic anhydride, succinic
anhydride, maleic anhydride

[166]

Au Living cationic 2-Ethyl-2-oxazoline, 2-Phenyl-2-oxazoline [167]

SiO2 Living anionic Styrene [168]

SiO2 Free radical Styrene [169]

SiO2 Free radical MMA [170]

SiO2 Free radical MMA [173]

SiO2 Controlled
radical

Styrene [174]

SiO2, Au Controlled
radical

N -Butyl acrylate [176, 178]

Au Ring-opening
metathesis
polymeriza-
tion

Different norbornenyl-containing
monomers

[181]

Surface-modified gold nanoparticles were used to initiate
the living cationic ring-opening polymerization of 2-ethyl-2-
oxazoline and 2-phenyl-2-oxazoline [166]. The grafting-from
polymerization was initiated by 11-hydroxyundecane-1-thiol
attached to the surface, which was activated by triflate. In
this manner, dense polymer brushes were prepared in a
so-called one-pot multistep reaction. Ex situ kinetic stud-
ies of the polymerization of 2-phenyl-2-oxazoline using
Fourier transform infrared spectroscopy and matrix-assisted
laser desorption ionization time-of-flight mass spectrome-
try resulted in a linear relation between the reaction time
and degree of polymerization of the grafted polymer. The

polymers were successfully end-functionalized by termina-
tion with secondary amines.

Living anionic polymerization was initiated from 12–
20-nm 1,1-diphenylethylene (DPE) surface-modified silica
nanoparticles [167]. N -BuLi was used to activate the DPE,
which allowed the anionic polymerization of styrene in ben-
zene. A high-vacuum reactor was used to allow polymer-
ization from the surface of silica particles under anhydrous
solution conditions.

Free Radical Polymerizations Diazo groups capable
of initiating free radical polymerization were attached to
the surface of pyrogenic amorphous silica (Aerosil) by a
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multistep synthesis [168]. PS was grafted from the thus mod-
ified surface. It should be noted that in free radical polymer-
izations with the described macroinitiators, polymerization
also occurs in the solution because the surface-attached ini-
tiator decomposes into two radicals from which one initiates
polymerization in solution. Therefore, with this technique a
purification step is necessary to separate the core-shell sys-
tems from the homopolymer. A linear dependence between
the monomer and initiator concentration and the polymer
coverage was observed.

In several studies, silane coupling agents such as alkoxysi-
lanes [169] or chlorosilanes [170] have been used to
modify the surface of silica particles. For example, 4,4′-
azobis(4-cyanopentanoic acid) was immobilized on the sur-
face of pyrogenic silica via amide bonds through attached
aminophenyltrimethoxysilane. The concentration of diazo
groups at the surface reached 0.2 mmol/g. DSC measure-
ments proved that the stability of the initiator decreased
upon immobilization. Poly(methyl methacrylate) (PMMA)
with a molecular weight of up to 8	7× 105 was grafted from
the particle surface. The polymerization was highly affected
by the Trommsdorff effect [171], which was also thought
to be responsible for the higher molecular weights of the
grafted polymer compared with the homopolymer formed in
solution.

Surface-anchored peroxide initiators were used for the
grafting of MMA [172]. This type of initiator was attached
to the surface by treatment of silica particles with thionyl
chloride to obtain surface Si-Cl groups, which were then
reacted with tert-butylhydroperoxide or diisopropylbenzene
hydroperoxide to form the initiating groups. Depending
on the type of peroxide, the concentration of initiators
on the surface was 0.08 mmol/g for tert-butylperoxide and
0.29 mmol/g for diisopropylbenzene peroxide. Both perox-
ide groups were able to initiate the polymerization and led
to the grafting of PMMA.

The study of the kinetics and mechanism of an azo-
initiated free radical styrene polymerization from modified
silica particles was part of more detailed studies for the
grafting of polymers from surfaces [170]. In these studies
initiators with a cleavable ester group were attached to the
surface.

Atom Transfer Radical Polymerizations In contrast
to free radical polymerizations, in which, polymeriza-
tion also occurs in the solution, this is not the case
for controlled radical polymerization, such as transi-
tion metal-mediated atom transfer radical polymeriza-
tion (ATRP). Dense silica spheres with a diameter
of 70 nm were produced with the Stöber process
and modified by reaction with the silane coupling
agent [2-(4-chloromethylphenyl)ethyl]dimethylethoxysilane
[173]. A surface concentration of the initiator of
0.14 mmol/g was thus achieved. The particles obtained
were used as macroinitiators for ATRP of styrene. In a
similar approach (11′-chlorodimethylsilylundecyl)-2-chloro-
2-phenylacetate was covalently attached to the surface of
commercially available silica particles, and ATRP graft-
ing of styrene from the surface was achieved. The grafted
polymers were detached from the solid particles for anal-
ysis. After polymerization of a first generation of grafts

and work-up of the hybrid particles, the chain ends of
the grafts were still active in initiating a second monomer
feed [174]. A soft polymer shell around 12-nm silica par-
ticles was formed with the use of a chlorodimethylsilyl-
functionalized 2-bromo-2-methylpropionate derivative and
n-butylacrylate as the monomer [175]. Hyperbranched
polymer-silica hybrid nanoparticles were synthesized by
surface-initiated self-condensing ATRP of an acrylic AB∗

inimer from 16-nm silica nanoparticles [176]. About
0.13 mmol initiator/g of silica particles and 0.4 initiator
molecules/nm2 were immobilized on the silica particles,
corresponding to about 320 initiator molecules per sil-
ica particle. 2-(2-Bromopropionyloxy)ethylacrylate and tert-
butylacrylate were used as monomers. Gold nanoparticles
were modified with thiole-functionalized initiators for ATRP,
and n-butylacrylate was polymerized from the surface [177].
Furthermore, CdS/SiO2 core-shell nanoparticles were pre-
pared and modified with an ATRP initiator, followed by
the polymerization of MMA [178]. These hybrid inorganic
polymer nanoparticles could be cast into films that retained
the photoluminescence of the precursor CdS particles and
showed an even distribution of the CdS/SiO2 cores through-
out the PMMA matrix. An alternative controlled/“living”
radical polymerization technique that was used in the graft-
ing of polymers from silica surfaces is the alkoxyamine-based
method that also allowed the controlled synthesis of polymer
brushes with variable sizes on the surface of the inorganic
core [179].

Ring-Opening Metathesis Polymerizations Transition-
metal-catalyzed ring-opening metathesis polymerization
(ROMP) was used to graft different norbornenyl-containing
monomers from the surface of colloidal gold particles [180].
The two-step preparation of metathesis-ready gold nanopar-
ticles includes the preparation of 1-mercapto-10-(exo-5-
norbornen-2-oxy)decane and its immobilization on the metal
particles. Metathesis of the norbornene rings on the parti-
cles with catalyst Cl2Ru(PCy3�2CHPh was achieved in less
than 10 min in CDCl3; subsequent addition of a redox-active
ferrocenyl norbornene complex led to copolymerization.
ROMP was also carried out from the surface of cadmium
selenide nanoparticles stabilized by functional phosphine
oxides [181]. These phosphine oxides bear a vinyl group
that allows a carbene exchange with the metathesis cata-
lyst and the subsequent polymerization of a variety of cyclic
olefins.

3.3.2. Grafting-to Approach
The grafting-to approach is based on the reaction of pre-
formed functional polymers containing reactive groups with
the surface of inorganic particles. This includes the reac-
tion with the bare surface, for example, in the case of silica
with silanol groups at the surface, or the reaction of chem-
ically modified surfaces that have already been treated with
silane coupling agents. Either weak (hydrogen bonds, van
der Waals) or strong (covalent, coordinative) chemical inter-
actions are feasible.

The reaction of colloidal silica of 10-, 45-, and 120-nm
diameter with trimethoxysilyl-terminated poly(maleic
anhydride-co-styrene) and poly(maleic anhydride-co-MMA)
in THF resulted in surface modification. The maximum
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graft densities of 5 and 3.5 chains/nm2 were obtained in the
reaction of the silica colloids of 10- and 45-nm diameter
[182].

Citrate-capped gold nanoparticles can be efficiently
grafted with a covalently attached polymer monolayer a
few nanometers thick, by simple contact of the metal
surface with diluted aqueous solutions of hydrophilic
polymers that are end-capped with disulfide moieties
[183]. The end-functionalized polymers were synthesized
with the use of disulfide-functionalized diazo initiators
and N -[tris-(hydroxymethyl)methyl]acrylamide as well as
N -(isopropryl)acrylamide as monomers. The hydrophilic
polymer-coated gold colloids can be freeze-dried and stored
as powders that can be subsequently dissolved to yield stable
aqueous dispersions, even at very large concentration.

Another interesting approach to polymer-capped
nanoparticles is the use of end-functionalized polymers,
which can interact with the metal species as so-called
macroligands, control the final particle size, and stabilize the
particles in solution. Nanoscopic CdS entities were produced
with this approach, with a thiol-modified poly(caprolactone)
as the macroligand [184]. The clusters were grown through
the reaction of thiourea with cadmium acetate, and the
macroligands were in competition with this reaction by the
surface stabilization of the formed particles.

There are a variety of other methods that allow the graft-
ing of polymers to particle surfaces; the interested reader is
referred to reviews on this topic [185–188].

3.3.3. Polymer Encapsulation
One of the major problems in the formation of polymer shells
on the surfaces of inorganic particles is the chemical incom-
patibility of the surface and the monomers (Fig. 9). To over-
come this difficulty, coupling agents with functional groups,
as specified previously, are allowed to react with the sur-
face functional groups. These groups either participate in the
polymerization process or simply change the hydrophobicity
of the surface. Another possibility for enhancing the poly-
merization on the particle surface in a heterophase polymer-
ization is the growth of the macromolecules on the surface by
the adsorption of required components, namely, surfactants,
monomers, or initiator molecules. Interactions that typically
take place with the compounds are charge-charge attractions,
hydrogen bonding, or hydrophobic interactions.

Polymerization occurs primarily at the surface of unmod-
ified particles because of the adsorption of the monomer
on the surface, followed by polymerization in the adsorbed
layer [189–191]. The formation of an initial hydrophobic
layer on the surface of the particles seems to be cru-
cial for the formation of the polymer shell. Methods for
the introduction of such a layer include the use of non-
ionic surfactants, amphiphilic block copolymers, etc. Fur-
thermore, these surface-active molecules fulfill another task:
they avoid agglomeration of the particles. The concentra-
tion of such compatibilizing molecules in solution must be
carefully tuned because a latex formation in free micelles
in the emulsion can be observed at higher concentra-
tions. Moreover, these molecules are usually only weakly
bonded to the surface and can therefore desorb easily.
Hence, the covalent attachment of organic groups, which

Figure 9. Common approaches to core-shell particles. Adapted with
permission from [216], J.-E. Jönsson et al., Macromolecules 27, 1932
(1994). © 1994, American Chemical Society.

potentially can interact in the polymerization reaction, is
used for surface modification. Silane coupling agents are
ideal for this purpose, especially in the case of oxidic
inorganic particles containing reactive groups on their sur-
face [192–199]. With a one-pot process Nanosized surface-
modified silica particles encapsulated with a polymeric layer
have been formed (Fig. 10). Depending on the reaction
conditions like stabilizer concentration, different products
were obtained, for example, those in which a few particles
were encapsulated in a polymer shell and those where
only single-shell particles were formed. Additionally, pure
polymer latex particles can also be formed in an emul-
sion. Spherical CaCO3-PS composite nanoparticles were
obtained by pretreating CaCO3 particles with stearic acid or
�-methacryloxypropyltrimethoxysilane to make them more
hydrophobic and using these precursors in different emul-
sion polymerizations [200, 201].

Polymerization in microemulsions is probably the most
promising versatile technique for the synthesis of a wide
variety of nanoparticles with polymeric shells because this

Figure 10. Principle of the formation of 3D networks by site-specific
interactions in the shell of nanoparticles.
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technique offers the possibility of controlling precisely both
the size of the core and that of the polymeric shell formed.
This is especially important if the properties of the core-shell
particles are dependent on both parameters. One example
is magnetite particles, which are employed in biology and
medicine for the magnetic separation of biochemical prod-
ucts and cells as well as the magnetic guidance of parti-
cle systems for site-specific drug delivery. Because the size,
charge, and surface chemistry of magnetic particles could
strongly influence their biodistribution, it is important to
have good control over all of these parameters. In a recent
study it was proved that magnetite nanoparticles with a
core radius as small as 15 nm and a PMA-poly(hydroxyethyl
methacrylate) random copolymer shell size between 80 and
320 nm can be synthesized in a single microemulsion [202].

An interesting unconventional technique used for the for-
mation of organic shells is sonochemistry [203, 204]. This
method was used for the quantitative coating of �-Fe2O3
nanoparticles with octadecyltrihydrosilane and the forma-
tion of titania nanoparticles with a polyaniline shell. The
advantage of this approach is that the aggregation of
nanoparticles can be broken down under ultrasonic irradia-
tion, and through the formation of a shell a new aggregation
is avoided.

Armes et al. reported the synthesis of colloidal silica-
conducting polymer core-shell nanocomposites by the oxida-
tive polymerization of either aniline or pyrrole via dispersion
polymerization in aqueous media on spherical or “stringy”
silica nanoparticles [205–210]. The authors found that both
the particle size and the chemical composition depend
markedly on the type of chemical oxidant selected for
the in-situ polymerization of the monomers. In addition,
other functional cores were also used for the surface
pyrrole polymerization, such as silica-coated magnetite par-
ticles [211] or tin oxide particles [212]. The resulting col-
loidal poly(pyrrole)-silica-magnetite nanocomposites have
a conducting polymer content of 75 mass% and exhibit
superparamagnetism. Furthermore, it was shown that a
strong acid-base interaction between vinyl monomers such
as 2-vinylpyridine, 4-vinylpyridine, and 2-(diethylamino)ethyl
methacrylate and the silica surface promotes the formation
of nanocomposites in the aqueous media [213]. In addition
to studies on silica cores trapped in conducting polymers,
other inorganic cores were also used. For example, HAuCl4
was used as an oxidizing agent for the polymerization of
pyrrole and the simultaneous formation of Au nanoparticles
within the core [214].

4. ORGANIC–ORGANIC CORE-SHELL
NANOPARTICLES

4.1. Polymer–Polymer Core-Shell Systems

In recent years spherical polymer cross-linked particles
(microgels) have attracted attention in the production of
micro- and nanostructured materials. In addition to their
specific properties, such as the swelling behavior in certain
solvents, a variety of functionalizations can be attached to
the surface of these particles for further modifications. The
major advantage of the microgel systems compared with
other colloids is their stabilization by the solution. If the

appropriate solvent is used the particles are filled and sur-
rounded by the solvent and therefore are practically dis-
solved within the molecular medium on a nanoscopic scale.
The cross-link density can easily control the volume swelling
behavior.

One of the most commonly used polymer cores consists
of cross-linked PS, but other monomers for latex parti-
cles are also in use, which are typically formed by applying
free radical emulsion polymerization in combination with
selected quantities of cross-linking agents. An overview of
different routes towards core-shell polymer nanoparticles is
given in Figure 9. The methodologies used are (i) two-stage
seeded emulsion polymerization; (ii) emulsion polymeriza-
tion using reactive surfactants; (iv) stepwise heterocoagula-
tion of smaller particles onto larger ones, followed by heat
treatment at a temperature above the Tg of the shells; and
(v) the use of reactive block copolymers that allow poly-
merization [215]. These routes are generally employed for
micrometer-sized particles but can also be employed for
nanoparticles. Because of the plethora of different systems
already investigated, we will limit the description here to
some principal modifications of the latex particles.

Some recent examples of different core-shell nanopar-
ticles that were prepared by various types of emul-
sion polymerizations are PMMA-PS [216], polypyrrole-PS
[217], PS-poly(p-vinylphenol) [218], poly(dimethylsiloxane)-
poly(butadiene) [219], and cross-linked PS-poly-(tert-butyl
acrylate) [220].

Some of these polymer–polymer core-shell architectures
have potential applications for biomaterials. For example,
PS-poly(glycidyl methacrylate) core-shell nanoparticles with
mean diameters of about 85 nm were modified with a num-
ber of different ligands, including diamines of increasing
chain length, amino acids and corresponding amines, and
higher molecular weight ligands like polymyxin B [221].
The modified particles were tested for their endotoxin (ET)
binding capacity in water and physiological sodium chlo-
ride solution with the Limulus amebocyte lysate assay. It
was found that the ET binding properties of the different
surface modifications depend on the ability of the ligand
to form Coulomb and van der Waals interactions with the
ET molecule influenced by the nature of the suspension
medium. Therefore, the choice of ligands for particle modi-
fication has to consider minutely the conditions under which
ET has to be removed, for example, removal from pure
water, dialysis fluids, plasma, or blood.

PS latexes were functionalized with halogen-containing
groups at their surface capable for initiating ATRP and
applied as macroinitiators in this polymerization tech-
nique. With this method hydrophobic core-hydrophilic shell
nanoparticles were prepared with the use of hydroxyethyl
acrylate, 2-(methacryloxy)ethyl trimethylammonium chlo-
ride, or methacrylic acid as monomers [222, 223].

A technologically important issue for the application of
conducting polymers is to increase their processibility by
attaching them to latex particles. Because many of the con-
ducting polymers are water-soluble the surface of the micro-
gel needs at least to be partially polar. To reach this property
latex particles were, for example, synthesized from car-
boxylic or sulfonic derivatized PS. These particles (120 nm)
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are soluble in aqueous solutions and were used as a seed in
a second stage for the synthesis of the core-shell particles.
Polypyrrole, for example, can be polymerized around the
core in an oxidative chemical in-situ polymerization [224].
In a similar approach styrene-butadiene-methacrylate latex
(200 nm) was covered with polyaniline, polypyrrole, and
poly(3-methoxythiophene) [225]. Polypyrrole was deposited
from aqueous media on a poly(ethylene oxide)-stabilized PS
latex with a mean diameter of 129 nm. The polypyrrole load-
ing was varied systematically. The resulting polypyrrole-PS
composites did not possess the expected “core-shell” mor-
phology previously observed for other polypyrrole-coated PS
particles. Instead, TEM studies indicated that the conduct-
ing polymer component was present as discrete 20–30-nm
nanoparticles, which were adsorbed to the PS latex [217].

An example of core-crosslinked micelles is the use of
amphiphilic poly(ethylene glycol)-b-polylactide (PEG/PLA)
copolymers with an aldehyde group at one chain end and a
methacryloyl group at the other terminal end. The methacry-
loyl groups located in the core of the micelle were polymer-
ized to form core-shell-type nanoparticles with diameters
between 20 and 30 nm and reactive aldehyde groups on the
surface [226].

Microgels composed of environmentally responsive poly-
mers continue to attract attention because of their potential
applications in numerous fields, including drug delivery,
chemical separations, catalysis, and sensors. Perhaps the
most studied class of responsive polymers is thermorespon-
sive poly(alkylacrylamides). Hence, these polymers were
also used in the synthesis of stimuli-responsive core-shell
latexes [227]. Many of the synthesized systems contain a
responsive and a nonresponsive component. Furthermore,
multiresponsive systems were also investigated that are com-
posed of two or more environmentally sensitive polymers
[228]. For example, core particles composed of cross-linked
poly(N -isopropylacrylamide) or mixtures of the latter with
acrylic acid were synthesized via precipitation polymeriza-
tion and then used as nuclei for subsequent polymerization
for the formation of a shell. These hydrogel particles display
both a strong temperature and pH dependence on swelling.
Through a change of the composition of the core and the
shell, for example, by copolymerizing other monomers, the
response of these hydrogels is made tunable [229].

As already mentioned, the sol–gel process is a versatile
tool if an oxidic shell should be formed around a particle.
The advantage of this process is its applicability for a lot
of different metals (e.g., Si, Ti, Zr, Sn, etc.) and the mild
reaction conditions that allow the incorporation of organic
groups into the networks formed. An interesting aspect of
these coated polymer particles is the removal of their core
by calcination and the production of hollow spheres.

4.2. Cross-Linked Micelles

Amphiphilic block copolymers can aggregate in solutions
into spherical micelles depending on the solvents and con-
centrations between solvent and block copolymers. If the
copolymers contain functional groups that are able to
undergo cross-linking reactions, stable spherical core-shell
nanostructures can be formed with either a cross-linked core

or shell and with differing physical and chemical properties
of the core and the shell that can be tailored over a wide
range.

Wooley et al. prepared several examples of so-called shell
cross-linked knedel-like (SCK) polymer assemblies with
diameters between 5 and 100 nm [230]. Based on the cross-
linked shell, these nanostructures have a robust character
and surface stability under changing environmental condi-
tions. In addition, the shell serves as a membrane that has a
permeability that can be tailored to control the transport of
guests to and from the core. Furthermore, the lack of cross-
links in the core region maintains chain mobility and access
to the core volume. Hence these systems are nanoscale
scaffolds that can mimic several biological systems. One
important parameter that influences the properties of these
systems is the composition and structure of the amphiphilic
block copolymer. Another parameter is the composition
and cross-link density of the shell that determines the extent
of swelling, controls the interactions with the environment,
and influences the shell’s permeability. The core provides
a unique nanoenvironment for guests that are able to
pass the shell barrier. Typical examples of such systems
comprise assemblies of PS-poly(4-vinylpyridine) block
copolymers in which the shell was cross-linked by applying
quaternization reactions of the pyridine segments [231] or
PS-poly(acrylic acid) cross-linked via amidation reactions in
the shell [232]. Other reports used micelles of PS-poly(2-
cinnamoylethyl methacrylate) or polyisoprene-poly(2-
cinnamoylethyl methacrylate) diblock copolymers with
photo-cross-linked shells [233], poly(solketal methacrylate)-
block-poly(2-(dimethylamino)ethyl methacrylate) with
1, 2-bis(2-iodoethoxyl)ethane cross-linked shells [234], 1, 2-
bis(2-iodoethoxy)ethane cross-linked partially quaternized
2-(dimethylamino)ethyl methacrylate-N -(morpholino)ethyl
methacrylate diblock copolymer micelles [235], or zwitter-
ionic diblock copolymers [236].

5. POLYMER–INORGANIC
CORE-SHELL NANOPARTICLES

Because of the simple availability of polymer latexes in com-
bination with a wide range of sizes and functionalities, they
are ideal building blocks for complex functional materials.
For the deposition of precursors for inorganic shells the
latex particles often require a charge. This charge can be
introduced by applying ionic initiators in the free radical
polymerizations. With this technique stable colloidal core-
shell particles consisting of a PS core and a titania coating
were prepared in one step by the hydrolysis of a titanium
alkoxide in the presence of a cationic PS latex. The coat-
ings obtained were very smooth and uniform and varied in
thickness from just a few nanometers up to 50 nm [237].

The surface modification with magnetic compounds
attracted much interest because of their possible applica-
tions for therapeutic or analytical purposes. In the first
case, magnetic particle carriers permit either the guiding
and release of a drug in a specific site of the body or the
extraction of tumor cells from the organism and their curing
in vitro [238, 239]. For this purpose different latex particles
were covered with magnetic substances. For example, PS-
poly(N -isopropylacrylamide) core-shell nanoparticles were
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prepared, and iron oxide was adsorbed on the outer shell
via electrostatic interactions [240].

Gold shells on PS latex were prepared by adsorbing
polyethyleneimine polyelectrolyte to the polymer core via
electrostatic and hydrogen-bonding attraction, followed by
the adsorption of negatively charged Au particles with sizes
of 3 nm or 15 nm [241]. The coverage of gold was increased
by a seeding procedure, resulting in a Au shell thickness of
10± 5 nm.

The coating of anionic or cationic latexes with metals or
metal salts is a general approach to core-shell nanoparticles.
Examples of such systems are PS latexes with shells of Y
basic carbonate [242], Zr compounds [243], TiO2 [244], iron
compounds [245], or copper and copper compounds [246].
These particles were synthesized via absorption and reac-
tion of metal salts on the surface of the latexes. In several
cases these particles were calcined and hollow spheres were
obtained.

A different method for producing multilayer particles, for
example, of a latex core with a corona of inorganic nanopar-
ticles capping its surface, is the layer-by-layer method. Mag-
netite, titanium dioxide, silica, and laponite nanoparticles
were used as the inorganic building blocks for multilayer
formation on PS sphere templates [247, 248]. Composite
organic–inorganic particles were formed by the controlled
assembly of the preformed nanoparticles in alternation with
oppositely charged polyelectrolytes onto PS microspheres.
Inorganic nanoparticles with different diameters were shown
to work effectively in this coating process. In addition, hol-
low capsules can be obtained from the precursor polymer–
inorganic core-shell particles by direct removal of the core
material by chemical or physical methods.

6. INORGANIC BIOMOLECULE
CORE-SHELL SYSTEMS

In recent years nature motivated intense efforts to
develop assembly methods that mimic or exploit the
recognition capabilities and interactions found in biolog-
ical systems. Many studies concentrated on fundamental
principles by applying surface-modified nanoparticles with
complementary receptor-substrate sites on their surface
for the detection of biological molecules and/or for the
recognition-driven self-assembly of ordered aggregates. The
basic idea for the latter approach was transferred from bio-
logical systems in which organic molecules show a remark-
able level of control over the nucleation and mineral phase
of inorganic materials such as calcium carbonate and silica,
and over the assembly of crystallites and other nanoscale
building blocks into complex structures required for biolog-
ical functions. Of particular value are methods that could
be applied to materials with interesting electronic or optical
properties. Similar to the interactions in enzymes, organic
ligands can interact with the surface of metal or semiconduc-
tor nanoparticles. With this approach peptides with limited
selectivity for binding to metal and semiconductor surfaces
can, for example, be used for the particle modification [249].

A general approach is to prepare nanoparticles by wet
chemistry in the presence of stabilizing agents that coor-
dinate to the surface, such as citrates, phosphines, or thi-
ols, of the resulting nanoparticles. These molecules prevent
an uncontrolled growth and aggregation and are substi-
tuted in a further step with ligands that have a stronger
interaction with the metal atoms at the surface. For exam-
ple, gold nanoparticles were reacted with thiol-modified
DNA sequences that allow recognition by specific parti-
cles of each other through the hydrogen bonds typical for
these biomolecules. This technique in particular was used
as a method for assembling colloidal nanoparticles ratio-
nally and reversibly into macroscopic aggregates [250, 251].
The method involves attachment of two batches of non-
complementary DNA oligonucleotides capped with thiol
groups as linkers to the surface of nanometer gold particles.
When oligonucleotide duplexes with complementary ends
are added to the two grafted sequences, the nanoparticles
self-assemble into aggregates (Fig. 10). The assembly pro-
cess can be reversed by thermal denaturation. This mate-
rial synthesis approach has been extended to a wide range
of biomolecules, including peptides and proteins [252–254],
and a collection of nanoparticles, including gold and semi-
conductor quantum dots [255, 256]. However, gold proved
to be ideal for this kind of materials since, for example, it
was more difficult to modify CdSe and CdS quantum dots
because of a surfactant layer that is very strongly bound to
their surfaces and, consequently, difficult to displace [257].
Hence, if nanoparticle compositions different from Au were
required, a typical route is to cover their surface with a gold
layer and immobilize the oligonucleotides on this layer after-
ward [258]. Another possibility for activating the surface of
quantum dots for the coupling of biomolecules is their cov-
erage with silane coupling agents, which was used in the cap-
ping of core(CdSe)-shell(CdS) nanoparticles [107]. Other
biorelated interaction techniques, for example, antibody-
antigen recognition, were also applied for the directed self-
assembly of Au and Ag nanoparticles [259]. The absorption
of the biomolecules in these cases was carried out at a pH
above the isoelectric point of the stabilizing citrate groups.
The proteins then show a strong interaction with colloids by
the positively charged amino acid side chains.

In addition to the possibility of enhancing the self-
assembly of larger arrays, the use of recognition chemistry
has found wide application in the development of highly
sensitive and selective diagnostic methods [107, 260–264].

Major problems in the synthesis of biomolecule-capped
nanoparticles are the avoidance of harsh reaction conditions,
which often lead to the inactivation of the biofunctionaliza-
tion and the strong fixation of the molecules to the surface
of the particles.

Only a few examples from the field of nanoparticle-
biomolecule interactions were given in this chapter. The
interested reader is referred to a comprehensive review that
shows the possibilities of combining inorganic materials with
biomolecules [265].

As a summary of the different materials described within
this chapter, we have collected in Table 2 most of the com-
binations, as well as their properties of interest and corre-
sponding references.
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Table 2. Summary of material combinations and properties.

Core Shell Synthesis method Relevant property Ref.

CdSe ZnS Microemulsions Luminescence [10]
CdSe ZnS TOPO Luminescence [10]
CdSe ZnSe Single-molecule precursors Luminescence [26]
CdSe ZnSe TOPO Luminescence [11, 22, 26]
CdSe CdS TOPO Luminescence [12, 25]
CdSe CdS Single-molecule precursors Luminescence [25]
CdSe CdS Microemulsions Luminescence [20, 23]
CdS Ag2S Microemulsions Luminescence [19]
CdS CdSe Microemulsions Luminescence [20]
InAs InP TOPO IR luminescence [27]
InAs CdSe TOPO IR luminescence [27]
Au Ag Chemical reduction Optical absorption [31, 33, 34, 38]
Ag Au Chemical reduction Optical absorption [33, 36]
Au Cd �-Radiolysis Optical absorption [40]
Au Pb �-Radiolysis Optical absorption [40, 41]
Au Sn �-Radiolysis Optical absorption [42]
Ag Pb �-Radiolysis Optical absorption [43, 44]
Ag Cd �-Radiolysis Optical absorption [45]
Ag In �-Radiolysis Optical absorption [43]
Ag Hg �-Radiolysis Optical absorption [46]
Au Pt Chemical reduction Optical absorption [48]
Pt Au �-Radiolysis Optical absorption [48]
Pd Pt Ethanol reduction Catalysis [53, 54]
Au Pd Catalysis [55]
PS Ag Chemical reduction Optical absorption [56]
SiO2 Au Chemical reduction Optical absorption [57–62]
SiO2 Ag Chemical reduction Optical absorption [63]
SiO2 Ag Electroless plating Optical absorption [39]
Fe Ag Microemulsions Magnetic [75]
Co Ag Microemulsions Magnetic [75]
Fe Au Microemulsions Magnetic [76, 77]
Fe In Solvated metal-atom dispersion Magnetic [78]
Fe Nd Solvated metal-atom dispersion Magnetic [78]
Co Pt Redox transmetalation Magnetic [79]
Ag Co Thermal decomposition+

transmetalation
Magnetic [80]

Fe2O3 SiO2 Sol–gel Magnetic [82, 84]
Fe3O4 SiO2 Sol–gel Magnetic [72, 85, 87–89]
Fe SiO2 Sol–gel Magnetic [92]
Au SiO2 Sol–gel Optical absorption [93–96, 99–101, 104, 105]
Ag SiO2 Sol–gel Optical absorption [35, 97, 98, 102, 103]
Ag SiO2 Microemulsions Optical absorption [110]
Ag SiO2 DMF reduction Optical absorption [111]
CdS SiO2 Sol–gel Luminescence [106, 109]
CdSe SiO2 Sol–gel Luminescence [107, 108]
Ag TiO2 DMF reduction Optical absorption [112]

TiO2 DMF reduction Biocompatible membranes [113]
Au TiO2 Layer-by-layer Optical absorption [114]
Au SnO2 Sol–gel Capacitance [116]
Au CdS Chemical precipitation Optical absorption [117]
Fe2O3 Surfactant Microemulsion Nonlinear optical response [133, 135, 136]
Pd Surfactant Microemulsion [134]
CeO2 Surfactant Microemulsion [137]
Ag PS, PMMA Emulsion Functionalization with bio-

molecules
[138]

SiO2 3-Aminopropyltriethoxysilane Stöber process [139]
SiO2−nRn PS Dispersion/hydrosilation [141]
Au p-Mercaptophenol In-situ reduction [142]
Au �-Substituted alkanethiolates In-situ reduction/ligand exchange [143]
Pt Alkyl isocyanides Coordination [148]
CdS Hexanedithiol Coordination Film formation [149]

continued
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Table 2. Continued

Core Shell Synthesis method Relevant property Ref.

Al2O3 PS, polyacrylamide Dispersion [151]
Zr, Ti, Nb Metal

oxo clusters
Carboxylic acids Coordination [152–161]

ZrO2 Acetylacetone Coordination [162]
TiO2 Acetylacetone Coordination [163, 164]
SiO2, TiO2,
Ni-Zn ferrite

Polyesters Grafting from polymerization [165]

Au Polyoxazoline Grafting from polymerization [166]
SiO2 PS Grafting from polymerization [167, 168, 170,

173, 174, 179]
SiO2 PMMA Grafting from polymerization [169, 172, 179]
SiO2 Poly(n-butyl acrylate) Grafting from polymerization [175]
SiO2 PAA, poly(t-butyl acrylate) Grafting from polymerization [176]
Au Poly(n-butyl acrylate) Grafting from polymerization [177]
CdS/SiO2 PMMA Grafting from polymerization [178]
Au Polynorbornene Grafting from polymerization [180]
CdSe Polycyclooctene Grafting from polymerization [181]
SiO2 Poly(maleic anhydride-co-styrene),

Poly(MA-co-Me methacrylate)
Grafting to [182]

Au Poly(N -[tris-(hydroxymethyl)
methyl]-acrylamide),
poly(N -(isopropryl)-
acrylamide)

Grafting to [183]

CdS Poly(caprolactone) Grafting to [184]
SiO2 Poly(ethyl acrylate) Encapsulation [192–195]
SiO2 PS Encapsulation [196–198]
SiO2 Poly(t-butyl acrylate) Dispersion [199]
CaCO3 PS Emulsion [200, 201]
Fe3O4 Cross-linked copolymer

of methacrylic acid
and hydroxyethyl
methacrylate

Microemulsion Magnetic [202]

Fe2O3 Octadecyltrihydrosilane Sonochemistry Magnetic [203]
TiO2 Polyaniline Sonochemistry Conductivity [204]
SiO2 Polyaniline Surface polymerization Conductivity [205, 206, 210]
SiO2 Polypyrrole Surface polymerization Conductivity [207–209]
SiO2/magnetite Polypyrrole Surface polymerization Superparamagnetism [211]
SnO2 Polypyrrole Surface polymerization Conductivity [212]
SiO2 Poly(vinylpyridine) and

copolymers with styrene
and MMA, poly(2-
(diethylamino)ethyl
methacrylate)

Surface polymerization [213]

Au Polypyrrole Polymerization in diblock
copolymer micelles

[214]

PMMA PS Emulsion [216]
PS Polypyrrole Emulsion [217, 224]
PS Poly(p-vinylphenol) Emulsion [218]
Poly (dimethyl-

siloxane)
Poly(butadiene) Emulsion [219]

PS Poly (t-butyl
acrylate)

Poly(t-butyl acrylate)
PS

Emulsion [220]

PS Poly(glycidyl methacrylate) Emulsion Endotoxin binding [221]
PS Poly(2-hydroxyethyl acrylate)

poly(2-(methacryloyloxy)ethyl
trimethylammonium chloride)

Emulsion [222]

PS PMA, PMMA Grafting from [223]
Thermoplastic rubber

latexes
Polyaniline

polypyrrole
poly(3-methoxythiophene)

Emulsion [225]

Poly (ethylene glycol) Polylactide Cross-linked micelle [226]

continued
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Table 2. Continued

Core Shell Synthesis method Relevant property Ref.

PS Poly(N -isopropylacrylamide) Emulsion Stimuli responsive [227]
Poly (N -isopropylacrylamide)

poly (NIPAm-co-acrylic acid)
Poly (N -isopropulacrylamide)

poly(NIPAm-co-acrylic acid)
Precipitation polymerization Stimuli responsive [228]

Poly (N -isopropylacrylamide) Poly(N -isopropylacrylamide)
copolymerized with butyl
methacrylate

Precipitation polymerization Thermoresponsive [229]

PS Poly(4-vinylpyridine) Shell-cross-linked micelle [231]
PS Poly(acrylic acid) Shell-cross-linked micelle [232]
Polyisoprene Poly(2-cinnamoyethyl

methacrylate)
Shell-cross-linked micelle [233]

Poly (solketal methacrylate) Poly(2-(dimethylamino)ethyl
methacrylate)

Shell-cross-linked micelle [234]

Poly (2-dimethylamino) ethyl
methacrylate

Poly(N -(morpholino)ethyl)
methacrylate

Shell-cross-linked micelle [235]

Poly (2-dimethylamino) ethyl
methacrylate

Poly(2-tetrahydropyranyl
methacrylate)

Shell-cross-linked micelle [236]

PS TiO2 Sol–gel [237]
PS-poly(N-

isopropylacrylamide)
Iron oxide Surface deposition Magnetic [240]

PS Au Surface deposition [241]
PS Yttrium basic carbonate Surface deposition [242]
PS Zirconium compounds Surface deposition [243]
PS TiO2 Surface deposition [244]
PS Iron compounds Surface deposition [245]
PS Copper and copper

compounds
Surface deposition [246]

PS Fe3O4 Layer-by-layer deposition Magnetic [247]
PS TiO2, SiO2, laponite Layer-by-layer deposition [248]
Au DNA oligonucleotides Coordination [250, 251, 254]
ZnS@CdSe Proteins and other

biomolecules
Electrostatic binding Ultrasensitive biological

detection
[253, 256]

Au@Ag Oligonucleotides Electrostatic binding [258]

7. CONCLUSIONS
In this chapter we have reviewed the synthesis and prop-
erties of core-shell nanoparticles of various composition.
A classification based on the nature of the core and the
shell lead us to distinguish mainly between organic and inor-
ganic materials, but also to find clear subdivisions taking into
account the metallic, semiconductor, or dielectric nature
of the inorganic materials, or the relative configuration of
organic and inorganic material within the composite par-
ticles. We have shown that there is a plethora of possible
combinations leading to nanomaterials with various func-
tionalities, which has a great potential for applications in
technology and life sciences.

GLOSSARY
Colloid A substance consisting of very tiny particles that
are usually between 1 nm and 1000 nm in diameter and that
are suspended in a continuous medium, such as a liquid, a
solid, or a gaseous substance.
Core-shell nanoparticles Particles with size below 1 �m,
composed of an inner, typically spherical core homoge-
neously surrounded by a shell of a different material.
Emulsion Drop-shaped distribution of one liquid in
another while both of them are not miscible.

Latex A homogeneous colloidal dispersion of polymeric
particles in water.
Nanoshells Spherical colloid particles with a hollow inte-
rior, usually filled with solvent.
Plasmon resonance Collective oscillation of conduction
electrons in metal nanoparticles, induced by an electromag-
netic wave.
Quantum dot Particle of matter so small that quantum size
effects can be observed.
Silica coating Deposition of an amorphous silicon dioxide
shell on a preformed colloid particle.
Surfactant Abbreviation for surface-active agent; soluble
compound that reduces the surface tension of liquids, or
reduces interfacial tension between two liquids or a liquid
and a solid.
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1. INTRODUCTION
Metallic nano/mesoparticles supported on conducting sub-
strates such as carbons are of interest due to their unique
physical chemistry properties, making them of importance
in different fields of applied science [1–10] and for the
eventual development of new techniques. The technol-
ogy used to produce preformed mass selected atomic
clusters on carbons involves nanometer-sized systems in
which, as a result of the reduced average atomic coordi-
nation, the quantum size effect, and the modified screen-
ing response, clusters display novel electronic and magnetic
properties [11–12]. The physicochemical properties of
nano/mesoparticles depend strongly on the perturbations
that arise from the large area/volume atom ratio in rela-
tion to bulk metals. Therefore, the manageability of pattern
morphology of nano/mesoislands is of importance in dealing
with catalysts, electrocatalysis, and nano/microfabrication
and in developing materials with interesting properties such
as giant magneto resistances, high saturation-moments, and
high anisotropic binary clusters. A great research effort
has been made to develop a predictive understanding of
the relationship between particle size and structure, and

physicochemical properties such as electronic and magnetic
properties.

The understanding of the reactivity of supported nano-
meter-sized particles in heterogeneous catalysis can be
approached by either a molecular standpoint in which small
soft-landed metal clusters of 5–50 atoms are considered,
or by taking into account the reactivity of extended single-
crystal surfaces. Both approaches have advantages and lim-
itations, particularly to explain the behavior of supported
clusters a few nm in diameter, due to their intrinsic hetero-
geneities [11–12]. Significant progress in this direction has
been made in the understanding of size-dependent catalytic
behavior, showing that the high activity requires the mini-
mum size compatible with metallic properties. In contrast,
the fabrication of the nano/mesoparticles remains at present
a rather empirical task due to the fact that the physical pro-
cesses that determine shape and size at the nanometer scale
are not systematically identified.

Metal nano/mesoparticles can be preparated by different
techniques, such as vapor deposition, ultrahigh vapor depo-
sition, chemical vapor deposition, chemical impregnation,
homogeneous reactions in solution, electroless deposition,
and electrodeposition. The success in obtaining particles
with defined physicochemical properties relies on the pos-
sibility of obtaining a narrow particle size distribution. Pre-
cisely, major efforts in nano/microparticle preparation by
electrochemical methods have focused on improving particle
size distribution. At present, very homogeneous size parti-
cles can be prepared by nucleation and growth from solution
[1–10], although this goal is still a pending issue for obtain-
ing metallic particles supported on solid substrates [13–14].
For the latter, most of the present methods result in the
formation of particles with a broad particle size distribu-
tion function, the broadening being dependent on growth
conditions.
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In principle, metal electrodeposition appears as an excel-
lent route for nano/mesoparticle preparation on conduct-
ing substrates due to the easy control of the experimental
variables [13–18]. In this method the reaction rate can be
easily adjusted either for a surface reaction or for a reac-
tion under a mass-transport kinetic regime. Therefore, metal
electrodeposition can be taken as a model system to investi-
gate possible relationships between particle size and shape,
and growth kinetics. Recently, the preparation of narrowly
dispersed particles with average diameter at the nano/micro
scale and relative standard deviation RSD ≤ 30% by elec-
trodeposition has been accomplished [13–14]. In this case,
mesoparticles have been modeled as simple hemispherical
objects produced either by using double pulse electrodepo-
sition to nucleate first a large number of particles that later
are allowed to grow slowly on the substrate, or metal and
hydrogen codeposition under forced convection due to bub-
bles at the microscale [13–14].

For further advances in the above mentioned matters, one
should understand the entire kinetics and mechanisms of
the process at different length and time scales. This fun-
damental knowledge would provide a rational approach to
prepare mesoparticles with different structures and shapes,
to discover how physical and chemical processes determine
particle structure and shape, and to determine the depen-
dence of the physicochemical properties of mesoparticles
on their structure and shape. Manipulation of mesoparti-
cles is a “nanostructuring” problem, deserving theoretical
and experimental consideration. Therefore, a combination
of theoretical models that have been developed to under-
stand the relationship between growth kinetics, shape, and
structure based on both Euclidean and fractal concepts,
and powerful experimental techniques able to image these
objects at the nanometer scale, such as scanning tunneling
microscopy (STM) and atomic force microscopy (AFM), is
required.

In this contribution, the state-of-the-art concerning
our ability to handle physical variables of remarkable
influence in determining the structure/shape of metal
nano/mesoparticles produced by electrodeposition on highly
oriented pyrolytic graphite (HOPG), that is, the basal plane
of graphite (C(0001)), and to evaluate their catalytic activ-
ity for some test reactions is reviewed. Among the differ-
ent carbon substrates HOPG exhibits unique properties for
studies at the nanometer level by scanning probe micro-
scopies (STM and AFM) because it is atomically smooth
and chemically inert. Metal electrodeposition on HOPG
was taken as a model system to disperse metallic particles,
because it is a smooth substrate in which no metal under-
potential deposition takes place, as in no complete metallic
adlayer is produced [19]. In fact, due to the large differ-
ence between the metal and the carbon surface tension,
metal particle deposition on HOPG follows the Volmer–
Weber mechanism [20] rather than the Stranski–Krastanov
[21] and the van der Merwe mechanisms [22] (Fig. 1).
Furthermore, metallic particles dispersed on carbon are
important in dealing with a number of electrocatalytic and
heterogeneous catalytic systems [23]. Metal electrodeposi-
tion on HOPG has also been taken as a model system
for the development of a new technology for nanostructure
fabrication1 at wafer scale [24] and for the preparation of

Figure 1. Different growth modes of metal deposition on foreign
substrate. (a) Volmer–Weber mechanism, 3-D metallic islands.
(b) Frank–van der Merwe mechanism, layer by layer growth.
(c) Stranski–Krastanov mechanism, 3-D islands on top of 2-D layer.

metallic wires [25, 26] as promising interconnectors in future
nanoscale electronics. Metal-patterned HOPG has also
been considered for directly embossing different polymeric
materials [27].

The presentation of the material is organized as follows.
First, some fundamental aspects of electrochemistry related
to metal electrodeposition are described. Then, the prepa-
ration methods of metal nano/mesoparticles are considered.
Special attention to the electrodeposition of crystals of plat-
inum, palladium, and gold on HOPG is paid. These are typ-
ical examples of metal electrodeposition from which kinetic
conclusions applicable to the growth of other metallic phases
can be drawn. The correlation between kinetics and par-
ticle structure from the early stages of growth onward is
described. Later, the electrodeposition parameters and the
size and shape of HOPG-supported crystals are related to
the physicochemical processes that determine the shape and
structure at different temporal and length scales. In the third
section, we compare nanoparticle growth by electrochemical
techniques with vapor deposition methods. The influence of
the applied electric potential on crystal shape is discussed.
Finally, typical applications of metallic deposits supported
on HOPG in nanowires, embossing, and electrocatalysis are
given.

2. BASIC ELECTROCHEMICAL
ASPECTS

2.1. Substrate Characterization

HOPG is commonly used in STM and AFM studies [28]
because it exhibits micrometer-sized atomically smooth ter-
races separated by steps 0.35 nm in height (Fig. 2a) that
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Figure 2. STM images of freshly exfoliated HOPG surface. (a) 2 ×
2 �m2, large and smooth terraces separated by steps are clearly seen.
(b) Atomic resolution, 6 × 6 nm2. Bright spots correspond to carbon
atoms.

correspond to the interlayer spacing. Also, HOPG is chem-
ically inert and can be handled in the atmosphere with
neglegible contamination. It is used for �x� y� piezoelectric
calibration at the atomic level in STM. The STM imaging of
a HOPG surface originates reproducible atomically resolved
hexagonal lattices with d = 0�246 nm, where three of the
six carbon atoms of the honeycomb structure of graphite
are imaged (Fig. 2b). The smoothness of the HOPG surface
in relation to other carbon substrates such as mechanically
polished vitrous carbon, fractured vitrous carbon, and amor-
phous carbon turns it into the best substrate to study the
morphology of nano/mesometallic particles.

2.2. Electrochemical Deposition of Metals

Metal particles dispersed on a HOPG surface can most fre-
quently be obtained by electrodeposition from aqueous elec-
trolyte solutions containing a relatively small concentration
of depositing ions as either cations or anions. The electro-
chemical cell (Fig. 3) usually consists of a working cathode,
such as a freshly exfoliated HOPG surface, a large area
noble metal counter electrode, and a reference electrode.

Figure 3. Conventional three-electrode water-jacket electrochemical
cell. (a) Reference electrode. (b) Counter electrode. (c) Working elec-
trode. (d) Inert gas bubbler.

In general, the plating solution is deareated and kept
under an inert atmosphere (argon or nitrogen) to suppress
any interference of the oxygen electroreduction reaction at
the cathode. The electrochemical cell is operated by a poten-
tiostat that permits one to select either a constant potential
or a constant current regime under nonstationary conditions
when the electrolysis time (td) is properly adjusted to avoid
both the coalescence of growing particles and the formation
of a continuous metal layer.

Electrodeposition under potential control can be made by
applying either a constant potential (Ed) or a linear poten-
tial sweep (Ed = Eo − vtd, where Eo is the starting potential
and v is the potential sweep rate). In the former case, the
current transient (Ic versus td, where Ic is the electrodepo-
sition current) is recorded. The integration of this transient
yielding the electrodeposition charge (Qc) passes between
t = 0 and t = td. For the latter, the electrodeposition voltam-
mogram is obtained, that is, the E versus Ic plot at the rate
v, and the value of Qc can also be determined from the
voltammogram.

For electrodeposition under a constant current (galvanos-
tatic), the potential transient (Ec versus td) is recorded. This
procedure is interesting for electrodeposition under a con-
stant flow of discharging ions on the cathode. The values of
Ic and Qc are usually referred to as the unit surface area (A)
of the substrate as current density (jc� and charge density
(qc) because a reliable definition of A for dispersed particles
on a solid surface is not always feasible. Further details on
electrochemical deposition techniques are given in reference
[29].

3. ELECTROCHEMICAL PREPARATION

3.1. Previous Work

Metal particles of silver, gold, palladium, molybdenum, cop-
per, and platinum can be easily electrodeposited on HOPG
[13–18, 25, 26, 30–33]. Platinum mesoparticles (ca. 0.1 �m
in diameter) on glassy carbon have been electrodeposited
from H2PtCl6 in the potential of the first electroreduc-
tion wave (0.2 to 0.5 V versus SCE). At loading levels
10–20 �g cm−2, these electrodes exhibit high particle sta-
bility and an exchange current density value for hydrogen
evolution comparable to that for bulk platinum [34, 35].
Platinum particles of 2–2.5 nm diameter can also be formed
by spontaneous reduction of H2PtCl6 at the plane edges and
basal plane of HOPG caused by the incompletely oxidized
surface functional carbon group [36]. Potentiostatic deposi-
tion on pyrolytic graphite of roughly circular platinum parti-
cles 0.3–1 �m in diameter, spatially distributed in a random
fashion, has also been reported [37].

The electrodeposition of platinum on HOPG has been
followed by AFM tapping mode. In the absence of a
supporting electrolyte, two-dimensional (2-D) nanoparti-
cles aggregate after reaching a critical mobile particle
size. Subsequent growth is dominated by surface diffusion
of mobile platinum particles. In aqueous perchloric acid,
three-dimensional (3-D) growth is the dominant mechanism
competing with 2-D/3-D growth. This leads to various mor-
phologies. The process is also influenced by the presence of
specifically adsorbed anions [38].
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Platinum nanoparticles have been electrocrystallized on
HOPG by a first reactant electrostatic adsorption, fol-
lowed by electrochemical reduction on a 4-aminophenyl
monolayer-grafted carbon substrate. The STM imaging
shows a good size monodispersivity and particles well sepa-
rated from one another [39].

Metal nano- and microparticles of silver, gold, platinum,
molybdenum, and nickel narrowly dispersed by electrodepo-
sition on HOPG have been formed by a two-step method—a
5 msec potential step to nucleate particles at an overvoltage
�c = −0�5 V, and a growth pulse set in the range −0�02 ≤
�c ≤ 0�250 V to reach the desired particle diameter. The
slow growth process leads to a particle dispersion ranging
from 50 nm to 2 �m in diameter with a RSD as low 7%
[13–14].

Carbon electrodes with an effective fiber radius of 1 nm
can be prepared by different procedures: electrochemical
etching of a carbon fiber, deposition of electrophoretic paint,
and an inverted deposition technique for insulating the tip.
Thus, the complete insulation of the whole body of the car-
bon fiber, except tip pinhole formation, is avoided [40].

3.2. Potentiodynamic Electrodeposition

A typical potentiodynamic polarization curve (jc versus Ed)
for metal electrodeposition on HOPG is shown in Figure 4
[41]. The values of Ed are referred to the standard calomel
electrode scale. This example corresponds to palladium
electrodeposition at v = 5 × 10−3 V/s from a palladium
chloride-containing aqueous solution at 298 K [41]. The
electrochemical deposition of a metal (Me) can be produced
either from the discharge metal of ions (Mez+) of charge z,

Mez+�aq�+ ze− = Me�0� (1a)

or from the discharge of a metal-containing complex anion
(MeXz−

n ) containing n ligands and charge z,

MeXz−
n �aq�+ z′e− = Me�0�+ nX�z+z′�− (1b)
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Figure 4. Potentiodynamic polarization curve of HOPG in aqueous
7�5×10−4 M palladium chloride + 5×10−2 M sodium perchlorate + 5×
10−3 M perchloric acid run from 0.85 V to −0.35 V at v = 5× 10−3 V/s;
298 K. The cathodic current density (jc) is referred to the working
electrode geometric area. (1) Beginning of metal electrodeposition. (2)
Main cathodic current peak. (3) Cathodic limiting current. (4) Hydro-
gen evolution reaction. The reversible potential (Er� for Pd electrode-
position is indicated.

The reversible potential Er of Equations (1a) and (1b) are
given by the following Nernst equations, respectively,

Er�1a� = Eo�1a�+ �RT /zF�ln a�Mez+�/a�Me�0�� (2a)

and

Er�1b� = Eo�1b�+ �RT /z′F�ln a�MeXz−
n �

/a�Me�0��a�X�z+z′�−�n (2b)

Eo�N �, N = (1a), (1b), and a[i] being the standard poten-
tial and the activity of species i, and z, F and T the number
of electrons per reacting species involved in the reaction,
the Faraday constant (96,500 C/equivalent) and the abso-
lute temperature, respectively. The activity of the metal is
taken as 1. For values of Ed more negative than Er, the
cathodic potentiodynamic polarization curve first exhibits a
low current portion (Fig. 4, region 1) extending from Er
to a value of Ed where a rapid increase in jc leading to
a current maximum (Fig. 4, region 2) is observed. As Ed
is further increased negatively, the cathodic current density
attains a limiting value jL (Fig. 4, region 3) that extends to
the potential range where the hydrogen electrode reactions
on electrodeposited palladium commence (Fig. 4, region 4).
Often, the first low current region approaches a Ed versus
ln jc linear relation indicating that the kinetics of metal elec-
trodeposition is under charge-transfer control. However, as
Ed is shifted more negatively, the kinetics of the electrode-
position reaction turns into a mass transport regime from
the solution side to the cathode surface.

3.3. Potentiostatic Electrodeposition

Detailed information of the nucleation and growth of metal-
lic particles on foreign substrates can be obtained from
potentiostatic current transients. In this case, for diluted
solutions, these transients exhibit a rapid increase in current
that is frequently observed for the nucleation and growth
of metal particles under mass transport control. Thus, fol-
lowing the potential step at Ed, the diffusion zones built up
around growing nuclei begin to overlap, and after a time
(tM) the growth kinetics become a linear diffusion-controlled
process. Finally, for a tc that depends on Ed, the contribu-
tion of free convection increases, and jc approaches the jL
value (Fig. 4, region 3).

Potentiostatic current transients run at different Ed can
be analyzed with growth models that are applicable to the
electrochemical formation of a new solid phase on a con-
ducting substrate. Further details related to this subject are
extensively described in the literature (see, e.g., [19]).

Current transients for palladium electrodeposition on
HOPG were obtained by stepping the potential from E ≥ Er
to values of Ed lying within the different potential windows
of the palladium electrodeposition regions (Fig. 4) [41]. For
the potential regions 2–4 (Fig. 4), the current transients
(Fig. 5a) exhibit an initial fast current decay due to the con-
tribution of the double-layer charging that is significant for
td < 1 sec. Subsequently, a fast increase in current up to a
maximum value jM at time tM is observed. Subsequently, a
slow decay characterized by a jc versus t−1/2

d dependence is
observed (Fig. 5b), as expected for a diffusion kinetic regime
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Figure 5. Potentiostatic current transients (jc versus td� for palladium
electrodeposition on HOPG using the same solution as in Figure 4.
(a) Ed = 0�355 V (o), Ed = 0.385 V (•). The current maximum jM at
tM is indicated. (b) jc versus t−1/2

d plot from current transient run at
Ed = −0�100 V. The straight line corresponds to Cottrell–Sand equation
for linear diffusion. The arrows indicate the jL and tc values. Reprinted
with permission from [41], Y. Gimeno et al., J. Phys. Chem. B 106, 4232
(2002). © 2002, American Chemical Society.

from the solution. As Ed is negatively increased jM increases
and tM decreases. In all cases, after an Ed-dependent time
tc that is usually less than 30 sec, free convection sets in and
all transients tend to approach the quasisteady convective-
diffusion regime (Figs. 4 and 5b). Therefore, depending on
td, the kinetics of palladium electrodeposition changes from
a linear diffusion to convective diffusion control.

4. CRYSTAL GROWTH KINETICS

4.1. Initial Stages of Growth

Current transients similar to those described above for pal-
ladium electrodeposition have also been obtained for the
electrodeposition of silver, palladium, gold, platinum, cad-
mium, and copper on HOPG from diluted aqueous solutions
for td 	 tc [13, 33, 41]. These transients often fit equations
predicted by either instantaneous or progressive nucleation
and 3-D growth models under diffusion control [42–45]. The
jc versus td relationship can be expressed by the equations
proposed by Scharifker and Hills [44], either for instanta-
neous nucleation,

jc = �zFciD
1/2
i /�1/2t1/2d ��1− exp�−�KeDiNotd�� (3a)

or for progressive nucleation,

jc = �zFciD
1/2
i /�1/2t1/2c �

× �1− exp�−�K ′
eDiNoAct

2
d/2�� (3b)

In Equations (3a) and (3b), Di, and ci are the diffusion coef-
ficient and the concentration of the electroactive species (i)
in the bulk of the solution, respectively; No is the number of
sites available for nucleation on the HOPG substrate; Ke =
�8�ciM/ �1/2 and K ′

e = 4/3�8�ciM/ �1/2; M and  are the
molar mass and the density of the deposited metal, respec-
tively; and Ac is the site-to-nucleous conversion frequency.
Equations (3a) and (3b) reproduce the current transients
for different metal electrodepositions. Figure 6 shows cur-
rent transients for gold electrodeposition on HOPG and the
comparison of these data to predictions from the models.
More refined models including “clear field” effects around
growing nuclei have been proposed [46, 47].

The nucleation rate (AcNo) for progressive nucleation
can be determined from the current density transient max-
ima resulting from relatively low cathodic overvoltages, �c =
Ed − Er. However, as very often current density maxima at
high values of �c are not observable at the time scale of
conventional transient measurements, values of AcNo can be
estimated from the Nc versus td plots derived from STM and
AFM imaging, and SEM micrograph data, using equation
[44, 45, 48]

Nc = No�1− exp�−Actd�� (4)

Nc being the number of nuclei at td. Data from palladium
electrodeposition were plotted according to Equation (4)
(Fig. 7). In this case, for −0�10 V < Ed < 0�365 V, values of
AcNo fulfill equation [19, 47] (Fig. 8)

AcNo = K1 exp�−K2/�
2
c� (5)

In Equation (5), K1 depends on both the nucleous dimen-
sion (2-D, 3-D) and nucleation mechanism, as in, whether
the metal lattice grows under diffusion or charge transfer
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Figure 6. Comparison of normalized current transient data (jc/jM ver-
sus td/tM) for gold electrodeposition on HOPG at Ed = 0�500 V from
aqueous 5 × 10−4 M gold chloride + 0.5 M sodium perchlorate + 1 ×
10−2 M perchloric acid. Predictions from equations [3a and 3b] for the
instantaneous (—-) and progressive (� � � ) nucleation and growth model
under diffusion control are indicated.
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Y. Gimeno et al., J. Phys. Chem. B 106, 4232 (2002). © 2002, American
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control. The constant K2 is related to Ac by the following
relationship [48]

K2/�
2
c = Ac/kT (6)

k being Boltzmann constant. Equation (6) implies a linear
AcNo versus �−2

c relationship (Fig. 8), and the value of K2
can be determined from the slope of this linear plot. Like-
wise, the number of atoms (n∗) involved in the formation of
the critical nucleous can be calculated from the expression

n∗ = 2Ac/zeo�Ed − Er� (7)

with eo = 1�60× 10−19 Coulomb. Then, by combining Equa-
tions (6) and (7), it is possible to estimate values of n∗ at
different Ed. For palladium electrodeposition it results in
n∗ = 2 for Ed = 0�38 V, and n∗ = 0 for Ed = −0�1 V. Com-
parable values of n∗ have been reported for the electrocrys-
tallization of several metals on foreign substrates [19]. In all
these cases, the decrease in n∗ with Ed has been related to
a decrease in the activation energy for nucleation with �c.
Thus, combined electrochemical and microscopy data can
be used to obtain reliable information about the very early
stages of growth of metal nucleous on HOPG.
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at the critical nucleus (n*). Data obtained from the same solution as
in Figure 4. Reprinted with permission from [41], Y. Gimeno et al.,
J. Phys. Chem. B 106, 4232 (2002). © 2002, American Chemical Society.

The preceding analysis points out that model predictions
exclusively derived from electrochemical data should be
checked against direct data from either STM or AFM imag-
ing or SEM micrographs. In fact, for a number of metal elec-
trodeposits, large discrepancies between values of No from
imaging data and the number density of nuclei resulting
from electrochemical data have been observed [32]. Like-
wise, for a particular system, the value of No depends on
the carbon substrate. For silver electrodeposition on HOPG,
the value of No increases from 5�7× 106 to 3× 107 cm−2 as
Ed is shifted negatively, whereas values of No one order of
magnitude smaller have been determined on mechanically
polished vitrous carbon.

For an isolated nucleous, Equations (3a) and (3b) imply
a radial growth equation of the form �r� ≈ t1/2d , where �r�
is the average radius of the growing nucleous. This equa-
tion is obeyed by data from the initial stages of platinum
electrodeposition on HOPG [38]. Furthermore, for td > tM
the current decay obeys a jc ≈ t−1/2

d relationship (Fig. 6) as
expected for pure diffusion. This behavior for jc, which is
observed in the range tM ≤ td ≤ tc, has also been found for
the electrodeposition of different metals from diluted solu-
tions [32, 33, 41, 42]. Deviations from the jc ≈ t1/2d behavior
are observed for td ≥ tc, as in when jc tends asymptotically
to jL.

4.2. Electrodeposition Parameters:
Shape and Size of Metal Crystals

The initial stages of metal electrodeposition on HOPG have
been extensively studied by in-situ and ex situ STM and
AFM combined with electrochemical techniques [19, 30, 31].
When electrodeposition proceeds close to equilibrium con-
ditions, such as when Ed is slightly more negative than Er,
and a small charge density is involved, in the initial stages
already metallic agglomerates (clusters) 1–2 nm in aver-
age diameter preferentially nucleated at step edges are pro-
duced. Under these conditions, there is agreement that the
electrodeposition process takes place by the Volmer–Weber
[20] growth mechanism (Fig. 1). For silver electrodeposition
from acid plating solutions, the appearance of small ordered
metallic domains has also been observed near step edges,
probably acting as precursors to clustering [30]. For cop-
per electrodeposition on HOPG, the formation of periodic
arrays of clusters 2 nm in diameter following step edges has
been observed [24]. Similar results have been obtained for
platinum electrodeposition from acid plating baths on the
same substrate [31], yielding clusters of average diameter
�d� that roughly increases with td as �d� ≈ t1/2d [49]. The
aspect ratio (f ) defined as the average height-to-average
radius ratio is always small, f = �h�/�r� ≈ 0�1.

The increase in either td or qd as Ed is made slightly
more negative than Er, as in still maintaining a slow growth
rate, results in the development of larger crystals that tend
to develop regular patterns. Thus, at this stage, silver elec-
trodeposition on HOPG yields triangular islands with closely
packed (111) faces [31], whereas palladium electrodeposi-
tion on the same substrate produces quasi-hexagonal crys-
tals [41]. Under comparably applied potential conditions
[50], tetragonal tin crystals on both vitreous carbon and on
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HOPG were grown from aqueous tin sulphate-sulphuric acid
solution.

The increase in metal electrodeposition rate dramatically
affects the shape and density of growing crystals. As a typ-
ical example, let us consider palladium electrodeposits on
HOPG obtained for qd = 5 mC/cm2 as the electrodepo-
sition rate is increased by shifting Ed negatively (Fig. 9).
Thus, for Ed = 0�380 V (Ed < Er), faceted hexagonal crystals
with �r� = 200–500 nm are grown (Fig. 9a) [41]. The corre-
sponding crystal density evaluated from SEM micrographs
is Nc = 0�4 × 108 cm−2. For Ed = 0�125 V, Nc increases to
3�6 × 108 cm−2 and �r� decreases markedly (Fig. 9b). The
size distribution of these crystals is rather homogeneous with
�r� � 80 nm. The average height of these crystals mea-
sured from STM images is �h� = 35 nm. Accordingly, the
value f is still low enough to describe crystals as compact
rounded disks rather than hemispherical crystals. On the
other hand, for Ed = −0�1 V (Ed 	 Er), such as when Ed is
set in the potential range just preceding the hydrogen evolu-
tion reaction threshold potential, a large number, Nc = 4×
109 cm−2, of small branched palladium crystals with �r� =
70 nm is formed (Fig. 9c). The detailed structure of these
small islands can only be resolved by STM imaging (Fig. 9d).
A similar dependence of the crystal shape and size on Ed has
also been observed for gold electrodeposits on HOPG [33].

The growth of the branched gold and palladium crystals
for Ed = −0�1 V and different values of qd was followed by
sequential STM imaging. It should be noted that qd ∝ td.
Thus, for qd = 1 mC/cm2 (Fig. 10a), irregular crystals with
protrusions either randomly distributed over HOPG terraces
or aligned and coming into contact with neighboring crystals,
decorating HOPG steps are observed. The palladium crys-
tals grown along step edges form metallic mesowires that
have been recently used as hydrogen sensors [25]. Higher

Figure 9. SEM micrographs of palladium electrodeposits on HOPG
obtained from the same solution as in Figure 4; qd = 5 mC/cm2.
(a) Ed = 0�380 V. (b) Ed = 0�125 V. (c) Ed = −0�100 V. (d) STM image
(280× 280 nm2) of palladium branched islands (Ed = −0�100 V) qd =
3 mC/cm2. The bar corresponds to z = 40 nm. Reprinted with permis-
sion from [41], Y. Gimeno et al., J. Phys. Chem. B 106, 4232 (2002).
© 2002, American Chemical Society.

Figure 10. STM images of palladium islands on HOPG electrode-
posited at Ed = −0�100 V from the same solution as in Figure 4.
(a) 1�5 × 1�5 �m2; qd = 1 mC/cm2. (b) Higher resolution 3-D STM
image (156× 156 nm2�, qd = 1 mC/cm2, z = 40 nm, and cross section.
(c) 0�23× 0�23 nm2 STM image, qd = 1�5 mC/cm2, z = 40 nm, and cross
section. (d) STM image of branched islands (1�25 × 1�25 �m2�, qd =
3 mC/cm2, z = 40 nm. (e) 3-D STM image of a triangular island (0�25×
0�25 �m2), qd = 3 mC/cm2, z = 40 nm. (f) 3-D detail and cross section
of a palladium main branch, qd = 3 mC/cm2, z = 40 nm. (g) Branched
islands (2 × 2 �m2�, qd = 4 mC/cm2, z = 200 nm. Reprinted with per-
mission from [41], Y. Gimeno et al., J. Phys. Chem. B 106, 4232 (2002).
© 2002, American Chemical Society.
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resolution STM images (Fig. 10b) show that each metallic
island consists of an agglomeration of small quasispherical
particles with 5 ≤ �d� ≤ 15 nm forming a 3-D core. For
qd = 1�5 mC/cm2 instabilities at crystal edges can be seen
(Fig. 10c), and for qd = 3 mC/cm2, a net distinction between
the central 3-D core and the 2-D branched pattern origi-
nated by instabilities around the core is observed (Fig. 10d).
The quasi-2-D branched pattern is revealed by the fact that
the maximum height of crystals remains almost the same as
that of the 3-D core initially formed. Consistent with a (111)
metallic lattice, the 2-D pattern around the core shows a net
tendency to develop triangular crystals with most of the 2-D
branches merging at 120� (Fig. 10e). Similar gold and palla-
dium islands with preferential orientation (111) were grown
on HOPG by vapor phase deposition at room temperature
[51].

As recently reported [52, 53], STM images of palladium
triangular crystals on HOPG produced from the vapor phase
deposition demonstrate that for every stage before and after
heating, irrespective of the degree of surface coverage, the
deposit grows epitaxially in the fcc(111) direction. For pal-
ladium, secondary branches are separated by thin “fjords”
10 nm in width emerging from each main branch that have
a tendency to produce a dense growth pattern. These pat-
terns closely resemble those dense radial morphologies that
have been observed for several metallic electrodeposits with
a non-fractal mass and a self-affine fractal perimeter [54, 55].
Considering the crystal as a 2-D object, the fractal dimen-
sion (DF) of branched crystal edge is DF = 1�3. On the
other hand, gold crystals tend to produce dendritic patterns
with DF = 1�76 [55]. Procedures for calculation of the fractal
dimension of metallic crystals are given in [54–58].

For both gold and palladium electrodeposits, the cross
section of crystals taken from the core border down to the
tip of a main branch (Fig. 10f) approaches a 2-D profile with
terraces almost atomically smooth (Fig. 10f, cross section).
The height of each main branch decreases only about 5 nm
in going from the core border to the branch tip with an aver-
age slope close to 3–4�. These tapering effects of the main
branches mostly involve steps one atom high. Typical branch
tip radii are close to 10 nm, whereas the tip height fluctuates
between 2 and 4 nm. Finally, for qd = 4 mC/cm2 (Fig. 10g),
the increase in both Nc and �r� leads to the partial overlap
of neighbor branch centers.

The full width at one-half maximum height value
(FWHM) from the crystal size distribution function of these
palladium crystals increases with qd (Fig. 11a–c) [13–14].
Thus, the relative standard deviation (RSD) in crystal diam-
eter increases from 8.7% to 15.4% as �d� increases from
70 nm (qd = 1 mC/cm2) to 140 nm (qd = 3 mC/cm2).

4.3. Quantitative Kinetic Data
from Different Stages of Growth

Quantitative kinetic data for the different stages of metal
crystal growth can be obtained from the time dependence
�r� and �h� derived by sequential STM and AFM images,
as well as SEM micrographs. For the latter, in the case of
2-D-type deposits, only values of �r� can be derived. In gen-
eral, both �r� and �h� fulfill power law dependences with
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time, namely, �r� ∝ tnd and �h� ∝ tmd , respectively. The val-
ues of the coarsening exponent, n and m, depend on Ed and
qd as the relative contribution of different rate processes to
crystal growth changes with Ed and td. Correspondingly, for
m �= n the value of f turns into a function of td, that is,
f �td� = �h��td�/�r��td�. Values of n and m for gold and pal-
ladium are assembled in Table 1.

Table 1. Values of m, n, and f resulting from the electrochemical growth
of palladium, gold, silver and platinum particles on HOPG at 298 K.

Palladium Gold Platinum Silver

m Ed < Epzc: 0.15 Ed > Epzc: 0.40 – –
Ed < Epzc: 0.25

n Ed < Epzc: 0.40 Ed > Epzc: 0.40 1/2 1/3
Ed > Epzc: 0.40 Ed < Epzc: 0.25

f f �t� 0.3 0.1 –

Reference [41] [33] [49] [13–14]
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For the early stages of a hemispherical or spherical cluster
grown under diffusion from the solution side and td ≤ tc, a�r� ∝ tn, dependence on n = 1/2 should be expected [44]. In
this case f = 1, irrespective of td. On the other hand, for a
2-D-shaped cluster the same radial growth kinetic equation
is obeyed, although in this case f �td� approaches zero as td
increases.

At later stages, for td ≥ tc, as in when crystal growth is
under a convective-diffusion regime, growth models predict
a �r� ∝ tn relationship with n = 1/3 [2]. Conversely, when
particle growth proceeds under surface reaction kinetics, a
�r� ∝ t relationship is fulfilled [56–58].

Values of n for electrodeposition of various metals have
been reported (Table 1). These figures for Ed ≈ Er are
consistent with diffusion and convective-diffusion regimes
[13, 14, 49], whereas for Ed < Er values of n and m rang-
ing from 1/4 to 2/5 are found [33, 41]. Otherwise, for gold
crystal growth f ≈ 0�3, a figure that is independent of td as
n = m. The reverse situation occurs for the growth of pal-
ladium crystals as n > m, and f decreases rapidly with td.
Values of f smaller than 1 indicate that a relatively fast sur-
face metal atom relaxation takes place during crystal growth.
It is well established that metal atom relaxation becomes a
significant kinetic contribution for T 	 0�5Tm, Tm being the
melting temperature of bulk metal. Therefore, it is reason-
able to consider that under this situation surface diffusion
of metal adatoms contributes to crystal growth [59]. This
conclusion is supported by the value n = 2/5 [60, 61] that
was determined for disk-shaped gold and palladium crys-
tals grown at Ed more positive than Epzc, the potential of
zero charge of the electrodepositing metal. For the growth
of branched gold crystals at Ed < Epzc, the value n = 1/4 [62]
also sustains a surface diffusion contribution to the process,
although in this case there is a significant influence of acti-
vation energy barriers for surface diffusion via step edges on
the global process [63], as discussed later.

4.4. Models for Crystal Growth

In principle, as a first approach it seems reasonable to ana-
lyze the physical processes that determine the structure,
shape, and size of crystals within the framework of the sur-
face diffusion, deposition and aggregation (DDA) model
[56–58]. This model is widely used for interpreting cluster
growth data resulting from vapor phase deposition (Fig. 12a)
[11, 64]. According to the DDA model, metal atoms imping-
ing on the solid substrate diffuse as adatoms toward growing
crystals to be captured at edges. Otherwise, adatoms imping-
ing at the top of crystals diffuse downward to be captured
at crystal edges. These processes occur without restrictions,
as no activation energy barriers for adatom surface diffu-
sion at step edges exist [63]. When a bump at a crystal
edge is formed, it has a greater chance of capturing arriv-
ing atoms from the substrate rather than a reentrant, thus
favoring tip growth and crystal branching (Fig. 12b) [56].
In the DDA model, tip splitting rather than tip stabiliza-
tion becomes dominant, although tip stabilization resulting
in dendritic patterns could also be produced by including
the noise reduction technique in the model [65].

In principle, the DDA model could describe the growth of
metal crystals on HOPG. For Ed → Er, the low flux of arriv-
ing particles implies a small nucleation rate (Equation (6))

Figure 12. Scheme of particle displacement in the DDA growth model.
(a) Initial stages. (b) Advanced stages showing branching development.

and internuclei distances relatively large, so that the direct
discharge of reactants on the susbtrate becomes possible.
However, experimental compact disk-shaped island patterns
with unstable edges that are formed for Ed → Er do not
evolve according to the predictions of a DDA-like model
including dendrite formation. On the other hand, when the
surface diffusion of adatoms at crystal edges is enhanced
by increasing the substrate temperature, it results in a tran-
sition from DDA-like to rounded compact, kinked islands
[56–58]. These results, therefore, support the idea that for
Ed → Er, metal adatom surface diffusion at crystal edges
plays a key role in eliminating either the DDA or dendrite-
like structure.

Another drawback in describing experimental results in
terms of the DDA model lies in the fact that it predicts
perfect 2-D patterns, as there is no restriction for mov-
ing adatoms on growing crystals to reach crystal edges. For
gold electrodeposition, the value f = 0�3, irrespective of
Er, indicates that gold adatoms produced by discharging
AuCl−4 ions on crystal tops must surmount an activation
energy barrier at gold crystal steps [63]. A scheme showing
the location and the relative magnitude of activation energy
barriers for intra- and interterrace diffusion at metal sur-
faces is shown in Figure 13. The activation energy barrier at
step edges is due to the decrease in the coordination num-
ber of adatoms along their interterrace trajectories across
step edges. For barrierless surface diffusion, the develop-
ment of a completely flat interface similar to that predicted
by the Edwards–Wilkinson model [66] should be expected
(n = 1/2). For gold adatom interterrace diffusion, the cor-
responding energy barrier is larger than that for intrater-
race diffusion [67, 68]. Therefore, in this case, interterrace
adatom diffusion becomes rate determining. Accordingly, a
clear deviation in the crystal shape from a perfect 2-D pat-
tern should be expected. It should be noted that for isotropic
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Figure 13. Qualitative scheme of Schwoebel–Erlich barrier for intert-
errace and intraterrace adatom surface diffusion. %Ek corresponds to
the energy contribution to kink formation.

surface diffusion that implies the existence of a single activa-
tion energy barrier, the crystal evolves maintaining its origi-
nal rounded or hexagonal shape.

The height of the activation energy barrier at step edges
is closely related to the value of n. Values n ≈ 2/5 have
been related to low activation energy barriers at step edges
[60, 61]. The influence of the latter in determining the
departure of the crystal shape from a perfect 2-D pattern
can also be derived from the analysis of f �t� values. Thus,
as f �t� decreases with td, crystals tend to approach 2-D pat-
terns as in the case of palladium (111) (Table 1). In this case,
mean-field calculations have shown that the height of step-
edge activation energy barriers is considerably lower than
that for gold (111), so that for palladium (111) intraterrace
diffusion becomes rate controlling [68].

From the above discussion, for Ed → Er, it can be con-
cluded that any DDA-like model applicable to the growth
of metal electrodeposits on HOPG should include the pres-
ence of activation energy barriers at step edges to account
for shape evolution. Therefore, to explain the nearly com-
pact disks found in this potential region, either enhanced
edge surface diffusion and/or an isotropic activation energy
barrier at steps should be included. A scheme of this type
of crystal growth under isotropic adatom surface diffusion is
depicted in Figure 14a.

For Ed, which is more positive than the potential of zero
charge of the depositing metal (Epzc), the role played by
metal adatom surface diffusion is sustained by the fact that
the presence of a small amount of additive such as citric
acid (c = 0�1 mM) in the plating solution eliminates branch-
ing and promotes the formation of rounded 3-D islands. As
seen by in-situ STM imaging [69], this effect is caused by
the adsorption of additive molecules at step edges, which
hinders surface diffusion of gold atoms.

On the other hand, for fcc(111) surfaces, two different
step edges, A- and B-type, should be distinguished [70].
The height of the activation energy barrier for interterrace
adatom surface diffusion across A-type step edges is greater
than across B-type step edges. This anisotropy in interter-
race adatom surface diffusion results in the growth of trian-
gular crystals. A scheme for anisotropic surface diffusion is
shown in Figure 14b. Experimental data from gold and pal-
ladium electrodeposition show that anisotropic surface dif-
fusion is approached for Ed < Epzc. In this case, for Ed 	

Figure 14. (a) Scheme of isotropic growth model. (b) Ball scheme of
adatom surface diffusion across steps A and B on a (111) substrate.
(c) Ball scheme of adatom surface diffusion at corner (1) and edges
(2).

Er, as a large number of nuclei is initially formed (Equa-
tions (4)–(6)), most of the ions coming from the solution
are discharged on crystal tops, and the descending flux of
adatoms across B-type steps is favored. Therefore, trian-
gular crystals are by far preferentially formed. Hence, the
existence of activation energy barriers of different height at
A- and B-step edges leading to anisotropic surface diffusion
of metal adatoms can explain the island shape obtained for
Ed < Epzc.

For Ed 	 Er, dendritic patterns that are observed for
both palladium and gold crystals also indicate the presence
of anisotropic activation energy barriers at step edges [70].
From an atomistic standpoint, it is possible to distinguish
two surface diffusion processes at island edges, depending
on whether an adatom starts from a site that is laterally
twofold (edge diffusion) (Fig. 14c) or onefold coordinated
to the crystal edge (corner diffusion) [70]. Hexagonal lat-
tice dendritic patterns with trigonal symmetry have been
generated introducing anisotropic corner surface diffusion,
whereas edge surface diffusion leads mainly to a thicken-
ing of island branching. For these surface diffusion pro-
cesses, the symmetry of the substrate also plays a key role
in the development of dendritic patterns [70]. This fact can
explain, for instance, why under comparable experimental
conditions, no dendritic crystals for gold electrodeposition
onto amorphous carbon can be observed [71].

The preceding analysis provides a reasonable explana-
tion to results obtained for Ed < Epzc, but the question of
why anisotropic surface diffusion is no longer observed for
Ed > Epzc still remains open. In this case, an answer can be
given after paying attention to the influence of the applied
electric potential on surface diffusion processes.

4.5. The Electric Potential Influence

For metal electrodeposition processes, the height of activa-
tion energy barriers for adatom surface diffusion across step
edges depends on the applied electric potential. Accordingly,
it is possible to control the nanostructure and shape of metal
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islands by properly adjusting the electrodeposition condi-
tions, particularly the applied electric potential in potentio-
static experiments. For a potential-dependent metal island
shape on HOPG, the adsorption of anions plays an impor-
tant role. It is well known that anions in solution interact
with the metal surface either electrostatically or specifically
adsorbed. Both interactions depend on the electric poten-
tial applied to the electrochemical interface [72]. In prin-
ciple, for Ed < Epzc, the degree of metal surface coverage
by adsorbed anions is negligible, as in this case the metal
surface is negatively charged with respect to the solution.
The reverse situation occurs for Ed > Epzc. Then, as Ed
is shifted positively, the electron density at the metal sur-
face decreases and the degree of surface coverage by anions
increases, eventually leading to the formation of a well-
defined ordered anion adlattice [73]. For example, for either
chloride or metal-chloride complex-containing plating solu-
tion, at Ed > Epzc, anions accumulate at the metal/solution
interface in the course of metal electrodeposition, and either
chloride or metal-chloride complex ions become specifi-
cally adsorbed at growing metal islands. The global metal
electrodeposition reaction from chloride containing metal
anions is represented by Equation (1b) for Me = palladium,
X = chlorine, and 1 ≤ x ≤ 6.

When Ed < Epzc, as the metal surface is negatively
charged with respect to the solution, chloride ions produced
by Equation (1b), as well as anions in general, diffuse out-
ward from the metal/solution interface, and therefore, the
influence of anion adsorption on metal electrodeposition
becomes negligible. Then, the metal deposit approaches a
dendritic growth pattern, as expected when an anisotropic
corner diffusion regime operates. It is interesting to note
that the same growth pattern has been observed for vapor
phase deposition of silver islands on platinum (111) [70].
Conversely, at Ed > Epzc, the metal being positively charged,
chloride anions produced by Equation (1b) become specifi-
cally adsorbed on the growing crystal surface. Under these
particular conditions, it is well-established that specific
adsorption phenomena are enhanced at step edges. The
increase in chloride ion adsorption with Ed correlates with
an increase in the surface diffusion coefficient of metal
adatoms, leading to an enhancement of both adatom sur-
face mobility [72] and step displacement [73]. In fact, when
Ed is increased from 0.30 V (Epzc ≈ 0�25 V versus SCE)
to 0.80 V, the surface diffusion coefficient of gold adatoms
on gold immersed in acid solution increases from Ds = 1×
10−12 cm2/s to Ds = 8 × 10−12 cm2/s [74]. Hence, the spe-
cific adsorption of anions at step edges produces a decrease
in the height of energy barriers for adatom surface diffu-
sion, that is, isotropic surface diffusion conditions are then
approached that favor the growth of kinked rounded crys-
tals. For gold island electrodeposition, this explanation is
consistent with the change of n from 1/4 to 2/5 [75]. On the
other hand, values of Ds for palladium adatom surface diffu-
sion on palladium, either in the presence or in the absence
of chloride ions are not available yet, but they can be esti-
mated from the Gjostein–Rhead equation [76–78]

Ds = 749× 10−4 exp�−30Tm/RT �

+ 0�014× 10−4 exp�−13Tm/RT � (8)

In Equation (8), Tm is the melting point of the surface
species, and R = 1�987 cal/mol K.

Let us consider Equation (8) to determine whether the
most likely surface-diffusing species is closely related to
palladium adatoms or to palladium-chloride-complex adsor-
bates. Based on electrochemical kinetic data [41], let us
assume that for Ed > Epzc, a PdCl2 adsorbate on palladium
is formed [77, 78]. Then, from the application of Equa-
tion (8) for palladium (Tm = 1827 K) and PdCl2 (Tm ≈
773 K), it results in Ds = 1�3 × 10−14 cm2/s for PdCl2, and
Ds = 5�7 × 10−24 cm2/s for palladium at 298 K. Therefore,
we can conclude that a palladium-chloride complex species
[79] is responsible for the surface relaxation process occur-
ring during the palladium crystal electrochemical growth.
The increase in the value of Ds for palladium-chloride-
complex-ion-containing solution follows the same tendency
that has already been reported for the surface mobility of
gold adatoms on gold under comparable conditions [74]. For
such a high value of Ds, the average traveling rate of [PdCl2]
species on the palladium surface is about 1 nm/s. This figure
is consistent with the surface relaxation rate that contributes
to the formation of rounded islands for Ed > Epzc. It should
be noted that the high value of Ds referred to above is of the
same order of magnitude as that of Ds that has recently been
found for the surface diffusion of disk-shaped aggregates of
cadmium sulfide nanocrystals on HOPG at 50–100 �C [80].

The role of chloride ions in the surface diffusion rate was
confirmed by increasing their concentration in the plating
solution. In fact, the addition of chloride salt promotes 2-D
growth, that is, it decreases the value of f , and tends to hin-
der dendritic growth [69] as found from AFM imaging for
the growth of flat cobalt crystals on HOPG by electrodepo-
sition from chloride-containing solutions [50].

5. APPLICATIONS

5.1. Nanowires

Among the different methods for fabricating long metallic
nano- and mesowires, the most successful ones are template
synthesis [81–83] and step-edge decoration [84–87].

The electrochemical method for preparation of metallic
meso- and nanowires is based on the selective electrode-
positon of the metal directly at step edges utilizing HOPG
substrate. This step-edge decoration method has been pro-
posed by Liu et al. [13], Penner [14], Penner et al. [25], and
Zach et al. [26] from either metal or metal oxide electrode-
position on HOPG.

For the preparation of palladium meso- and nanowires,
the solid solution interface is perturbed by a routine con-
sisting of three successive potential steps. The first step is
adjusted to oxidize step edges on HOPG just prior to depo-
sition; the second step, which involves a large cathodic over-
voltage for metal deposition of about 0.3 V for 5–10 ms,
favors metal nucleation; the third step involves a low
cathodic overvoltage for metal growth of less than 0.1 V. The
radius of the nanowires is controlled by the electrodeposi-
tion time [88, 89].

Metallic palladium meso- and nanowires can also be pro-
duced by a two-stage electrochemical process involving first
the potentiostatic electrodeposition of palladium followed
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by a controlled anodic stripping stage. A typical palladium
nano/mesowire array prepared by this method is shown in
Figure 15.

The preparation of metallic nanowires also proceeds via
the electrodeposition of a metal oxide. This is the case of the
electrodeposition of molybdenum dioxide on HOPG from
dilute molybdate solution at pH 6.5. This process is followed
by hydrogen reduction at 500 �C yielding HOPG-supported
metallic molybdenum meso- and nanowires [88, 89].

Nanoparticles and nanowires are potentially very efficient
chemical sensors. The chemical sensing mechanism is envi-
sioned as the adsorption and eventually diffusion of the
analyte species at the surface inducing there a change in
a measurable property. An example of a chemical sensor
operating on the above principle, which has been described
recently [88, 89], is that of gold nanowires showing changes
in the electrical conductivity upon exposure to thiols of
amines.

Arrays of mesoscopic palladium wires have been applied
as hydrogen sensors and hydrogen-actuated switches [25].
These devices have been constructed by transferring the pal-
ladium nanowire arrays from HOPG onto a cyanoacrylate or
polyurethane film. In contrast to hydrogen sensors based on
macroscopic palladium resistors, which become more resis-
tive in the presence of hydrogen, the resistance of the palla-
dium mesowire array decreases under hydrogen. From AFM
and SEM observations, the likely mechanism that has been
proposed for the operation of the palladium mesowire array
to account for its response as a hydrogen-actuated switch
involves the closing of nanoscopic break junctions along the
step edges caused by the dilation of wire grains undergoing
the reversible conversion of palladium to palladium hydride.
Accordingly, in the absence of hydrogen, each break junc-
tion reverts to open circuit [25].

5.2. Pattern Transfer to Polymeric Materials

HOPG patterned with electrodeposited nanometer-sized
metallic crystals has been used as a template to fabricate
nanocavities on polymeric materials [27]. The procedure for

Figure 15. SEM micrograph of palladium islands on HOPG electrode-
posited at Ed = −0�100 V, from the solution indicated in Figure 4, for
qd = 5 mC/cm2, after anodic stripping in 0.1 M aqueous perchloric acid
to reach qd = 1�3 mC/cm2.

pattern transfer is simple. It consists of pouring a prepoly-
mer solution onto the patterned HOPG surface. After evap-
oration, a polymer film that can be easily released from the
HOPG surface is formed. The inner face of the polymer
film, which has been in contact with the HOPG surface,
exhibits nanocavities—the pattern transfer from the HOPG
surface to the polymeric material takes place. It should be
noted that this simple method to produce nanocavities onto
polymeric surfaces has also been performed using either
patterned silicon or patterned metallic substrates. However,
in these cases, the template surface has to be modified
by a self-assembled monolayer of alkanethiols (metals) or
silanes (silicon) in order to release the polymer film from
the template without damage. The advantage of using pat-
terned HOPG arises from the fact that, due to its extremely
low chemical reactivity, no surface chemistry modification is
needed to avoid damage. Note that depending on the metal-
polymer interactions, the electrodeposited metal particles
can either be transferred to the polymeric film (as described
in Section 5.1) or remain on the HOPG surface forming
cavities on the polymer (nanocavity fabrication).

5.3. Heterogeneous Catalysis

The reactivity of the nanometer-sized compact disks and
branched palladium particles for hydrogen atom electroad-
sorption/electrodesorption reactions in aqueous 0.1 M per-
chloric acid was investigated by cyclic voltammetry at v =
0�1 V/s [90]. For the sake of comparison, blanks were run
that utilized massive either palladium or platinum elec-
trodes. For massive palladium, the voltammogram recorded
from 0 V to −0�3 V (Fig. 16a) shows a cathodic cur-
rent, essentially related to hydrogen absorption by palla-
dium, and to some extent the initial formation of molecular
hydrogen at higher cathodic overvoltage [91]. The reverse
potential scan shows the electro-oxidation of absorbed
hydrogen as the main anodic process with a broad anodic
current peak at −0�075 V. This voltammogram shows no
trace of adsorbed hydrogen as might be expected at −0�30 V
and −0�15 V (Fig. 16a, inset). Therefore, in contrast to the
voltammogram of polycrystalline platinum that exhibits con-
jugated pairs of current peaks related to weakly and strongly
bound hydrogen adatoms at approximately −0�05 V and
−0�20 V, respectively, no hydrogen atom electroadsorption/
electrodesorption can be concluded from the voltammogram
of smooth massive palladium.

Comparable voltammograms were recorded for nano-
meter-sized palladium crystals of different morphologies
on HOPG, namely, compact disk-shaped crystals pre-
pared at Ed = 0�125 V (qd = 5 mC/cm2� (Fig. 16b), and
branched particles produced at Ed = −0�100 V (qd =
5 mC/cm2) (Fig. 16c). In contrast to massive palladium,
both types of palladium islands exhibit voltammetric fea-
tures resembling those for hydrogen atom electroadsorption/
electrodesorption on platinum [92]. For palladium crystals
supported on HOPG electrodes, these processes are char-
acterized by peaks I and II at approximately −0�25 V and
−0�15 V, respectively (Fig. 16c), and the anodic-to-cathodic
voltammetric charge ratio approaches 1 as expected for rel-
atively fast surface electrochemical processes [93, 94]. It
can also be observed that for branched palladium islands
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Figure 16. Current density versus potential curves recorded at 0.1 V/s
from 0.30 to −0�30 V to reach the region where hydrogen atom elec-
trosorption/electrodesorption reactions are observed. Aqueous 0.1 M
perchloric acid. (a) Polycrystalline palladium electrode (0.125 cm2 geo-
metric area). The voltammogram (inset) corresponds to the cathodic
potential limit −0.15 V. (b) Quasi-hemispherical palladium islands on
HOPG, Ed = 0�125 V, qd = 5 mC/cm2. (c) The continuous trace corre-
sponds to branched palladium islands on HOPG, Ed = −0�10 V, qd =
5 mC/cm2. 298 K. Electrodeposits have been obtained as indicated in
Figure 9. Reprinted with permission from [90], Y. Gimeno et al., Chem.
Mater. 13, 1857 (2001). © 2001, American Chemical Society.

supported on HOPG, the peak I/peak II charge ratio is
increased, as compared to that resulting from compact disk-
shaped crystals. Therefore, the contribution of the hydrogen
adatom electrodeposition reaction

Pd�H�ad = Pd+H+ + e− (9)

as compared to hydrogen absorption is considerably enh-
anced on nanometer-sized palladium crystals supported on

HOPG, particularly on branched crystals. It should be
noted that the voltammogram resulting from a palladium-
plated HOPG electrode at Ed = −0�100 V (qd =
20 mC/cm2) shows a contribution of hydrogen electroad-
sorption/electrodesorption much smaller than that observed
for branched palladium crystals [95].

To confirm the high electrochemical reactivity of
nanometer-sized branched palladium crystals, the electr-
ochemical oxidation of hydrazine on massive palla-
dium, nanometer-sized compact disk-shaped particles
and nanometer-sized branched palladium crystals (qd =
5 mC/cm2) supported on HOPG were also investigated [90].
For this purpose, aqueous 6 × 10−3 M hydrazine + 0�1 M
potassium sulphate at 298 K was employed. For massive pal-
ladium (Fig. 17a), the voltammogram shows a broad anodic
current peak at 0�31±0�01 V related to the electro-oxidation
of hydrazinium ions [90]. This peak is followed by another
broad peak at approximately 0.6 V, which corresponds to
the formation of the oxygen-containing layer on palladium
[96, 97]. The latter is electroreduced as the potential scan
is reversed, as seen by the broad current peak at approxi-
mately 0.5 V. For nanometer-sized compact disk crystals
produced at Ed = 0�125 V (Fig. 17b), the anodic current
peak potential related to hydrazinium ion electro-oxidation
is 0�33 ± 0�01 V, whereas for branched palladium crystals
(Fig. 17b) it is 0�26 ± 0�01 V. In this case, the conjugated
cathodic reaction can also be observed at the same potential
during the reverse potential scan. Furthermore, the initial
portion of the voltammogram fits a linear Ed versus ln jc
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Figure 17. Current density versus potential curves for hydrazine
electro-oxidation recorded at 0.2 V/s. Aqueous 6× 10−3 M hydrazinium
sulphate + 0.1 M potassium sulphate. (a) Polycrystalline palladium
electrode. (b) Quasi-hemispherical, Ed = 0�125 V (full trace), and
branched, Ed = −0�10 V (open circles) palladium islands on HOPG
(qd = 5 mC/cm2). 298 K. The current density in (b) is also referred to
the weight of electrodeposited palladium calculated from qd. Reprinted
with permission from [90], Y. Gimeno et al., Chem. Mater. 13, 1857
(2001). © 2001, American Chemical Society.
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plot, with the slope %Ed/% ln jc decreasing from 0�15± 0�01
to 0�09 ± 0�01 V/ln unit in going from smooth to branched
crystals. These results are consistent with electrochemical
kinetics under intermediate control [98].

Under the above-mentioned conditions, the voltammet-
ric electrochemical oxidation of hydrazine is a 4-electron
reaction

N2H
+
5 = N2 + 5H+ + 4e− (10)

with a pair of conjugated peaks at the range 0.26–0.33 V.
This complex electrochemical reaction depends on the crys-
tallography, state, and history of the electrode surface, as has
been concluded for platinum electrodes in the same solu-
tion [99]. The decrease in the value of the slope %Ed/% ln jc,
the increase in height of conjugated peaks, and the displace-
ment of their peak potentials by 0.07 V negatively indicate
an increased catalytic effect of nanometer-sized branched-
palladium crystals on HOPG-supported electrodes. There-
fore, electrodes behave as the electrochemically most active
material for both test reactions.

6. CONCLUSIONS
The electrodeposition of metallic crystals on carbon HOPG
has been reviewed, in particular, in relation to crystal
structure and shape. At the mesoscale, narrow particle size
distributions of metal crystals can be obtained by conven-
tional potentiostatic electrodeposition of metal ions from
aqueous solutions. The shape and structure of mesocrystals
depend on the applied electric potential. Over a wide poten-
tial range, the aspect ratio of crystals differs considerably
from that of hemispherical particles. This departure can be
explained by growth models, including surface adatom dif-
fusion and step-dependent activation energy barriers at step
edges. Anions adsorption from the solution plays a key role
in determining the height of activation energy barriers for
surface diffusion. The electrocatalytic activity of branched
mesocrystals for different processes is considerably greater
than that of compact disk-shaped mesocrystals of compara-
ble size. Metallic electrodeposition on carbons can also be
used for nano/mesowire fabrication with potential applica-
tions as chemical sensors, and promising interconnectors for
nanoelectronic devices and polymer embossing. The discus-
sion of these issues is important for facing problems related
to the crystal engineering of metalic nanoparticles.

GLOSSARY
Exchange current density Value of the current density at
the equilibrium potential of the electrochemical interface.
Mesoparticles Particles with size comprised between 100
to 1000 nm.
Nanoparticles Particles with size up to 100 nm.
Overvoltage The potential difference between the applied
electric potential and the reversible potential of the electro-
chemical interface.
Potentiodynamic polarization curve A current versus
potential record obtained under a single linear potential
scan.

Voltammogram Current versus potential record obtained
under a triangular potential scan between an upper and a
lower switching potential.
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1. INTRODUCTION
Nanotechnology is a leading interdisciplinary science that is
emerging as a distinctive field of research. Its advances and
applications will result in technical capabilities that will allow

the development of novel nanomaterials with applications
that will revolutionize the industry in many areas [1, 2]. It is
now well established that dimensionality plays a critical role
in determining the properties of materials and its study has
produced important results in chemistry and physics [3].

Nanoparticles are one of the cornerstones of nano-
technology. Indeed, even though the research in this field
has been underway for a long time, many present and future
applications are based on nanoparticles. For instance, the
electron tunneling through quantum dots has led to the pos-
sibility of fabricating single-electron transistors [4–9]. One
concept particularly appealing is a new three-dimensional
periodic table based on the possibility of generating artifi-
cial atoms from clusters of all of the elements [10]. This
idea is based on the fact that several properties of nano-
particles show large fluctuations, which can be interpreted
as electronic or shell-closing properties with the appearance
of magic numbers. Therefore, it is conceivable to tailor arti-
ficial superatoms with given properties by controlling the
number of shells on a nanoparticle.
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The development of nanotechnology can be approached
from several directions; mesoscopic physics, microelectron-
ics, materials nanotechnology, and cluster science. The dif-
ferent fields are now coming together, and a completely new
area is emerging [11, 12]. Figure 1 illustrates how the dif-
ferent approaches are converging; it exhibits the domains
of clusters and nanoparticles with different structures that
result from an increase in the number of atoms. The dif-
ferent possible structures include nanorods, nanoparticles,
fullerenes, nanotubes, and layered materials.

One of the most remarkable advances in this field has
been the synthesis of ligand-capped metallic clusters. In a
seminal contribution, Brust et al. [13] used the classical
two-phase Faraday colloid separation combined with con-
temporary phase-transfer chemistry to produce small gold
nanoclusters coated with alkanethiolate monolayers. Sev-
eral groups have pursued this technique [14–21], and have
introduced improvements and modifications to the original
technique. Whetten and his group [15, 16] made important
contributions to this technique.

A significant property of ligand-capped clusters is that
they can be repeatedly isolated from and redissolved in
common organic solvents without irreversible aggregation or
decomposition. The properties of the monolayer-protected
nanoparticles (MPNs and MPANs) allow handling in ways
that are familiar to the molecular chemist since they are sta-
ble in air conditions. The MPNs of some metals such as Pt
[22], Ag [23], Rh, and Pd [24] have been synthesized.

2. GEOMETRIC CONSIDERATIONS

2.1. Clusters and Nanoparticles

Since the pioneering work of Ino and Ogawa [25, 26], it
was clear that, in most cases, the structure of nanoparticles
cannot be described by the bulk crystallography of the used
material. The concept of multiple twins was used to explain
many of the structures, Such as the icosahedron and the
decahedron. This concept was directly imported from the
macroscopic metallurgical studies, and was certainly very
useful for a first understanding of the structure of nano-
particles. Another related research field was the study of
clusters formed by few atoms. From that field, we learned
that structures are formed by shells, and the concept of a
magic number was introduced [27]. Nanoparticles referred
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Figure 1. Domains of nanoparticles and clusters with different
structures.

to sizes of ∼5–10 nm, and clusters referred to sizes of
∼1 nm. In recent times, the computational tools for study
clusters allow the analysis of a large number of atoms,
and the methods to study nanoparticles allow interrogating
smaller nanoparticles. The two fields are merging into one.
In this chapter we will use the term particle and cluster
indistinctly.

2.2. Clusters with Cubic Symmetry

When considering atom clusters of nanometric dimensions,
it can be supposed that they correspond to some symme-
try group. In previous works, small clusters (up to tents
of atoms) of diverse forms (tetrahedron, hexahedron, octa-
hedron, decahedron, dodecaheltahedron, trigonal, trigonal
prism, and hexagonal antiprism, with and without a central
site) have already been studied [28]. Partially and totally
capped clusters were also considered (clusters to which a site
has been added to each face of the polyhedron, equidistant
to every site of the face), in order to vary the number of sites
for all of the polyhedrons, and thus allowing the comparison
as a function of the number of sites.

Geometric characteristics of the clusters formed by con-
centric layers can be considered, as formed by equivalent
sites: sites located at the same distance from the origin,
which occupy the same geometric place and have the same
environment, that is, the same number and type of neigh-
bors. These layers can be arranged in such a way that they
group in shells forming clusters of different sizes, retaining
the original geometric structure. The number of shells in the
cluster is called the order of the cluster, and is represented
by letter �. The studied structures were: the icosahedron,
the face-centered cubic structure fcc (the cubooctahe-
dron), the body-centered cubic bcc, and the simple cubic
sc [29].

In order to determine the stability of the structures from
an energetic point of view, a study of the cubo-octahedral
and icosahedral structure was performed using the embed-
ded atom method (EAM) for the transition metals Cu, Pd,
Ag, and Ni [30]. It was determined that for sizes smaller than
2000 atoms, the icosahedron is the most stable structure,
and for larger sizes, the cubooctahedron. For this study, the
advantage of having equivalent sites in the clusters was used
to reduce computation time. In a latter study, based upon
the same metals, small clusters of less than 100 atoms with
regular polyhedron geometries were used, and to change the
cluster size, partially and totally capped clusters were con-
sidered. Tetrahedral clusters showed the highest stability for
sizes of less than 18 atoms, and icosahedra for larger sizes
[31].

In this work, the structural stability competition among
different regular structures of the concentric shell type is
searched. Here, the studied geometries are reproduced, con-
sidering some other arrays of the layers in shells, which give
rise to other geometries. The fcc structure considers many
structures, which are divided into two groups: (1) with a
central site, and (2) without a central site. Among the cen-
tered ones, the cubooctahedron, octahedron, and truncated
octahedron are considered. For the ones not centered, the
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octahedron and the truncated octahedron are considered.
The bcc structure has the dodecahedron. The sc structure
does not allow a study like the one presented here because,
when a truncation is tried, second neighbor distances are
obtained. Once the geometric properties of the structures
are determined, the EAM is applied to them, and their sta-
bility is discussed.

2.3. Geometric Characterization

The following procedure was used to determine the geo-
metric characteristics of the structures: (1) First, identify the
structures, that is, their geometric shape; (2) the nature of
the site coordinates which conform the structures; and (3)
their neighbors with surrounding layers, in order to identify
the equivalent sites and generate the concentric shell-type
structures. Once this previous stage is completed, the geo-
metric properties to be determined are defined, the struc-
tures are presented, and the geometric properties of each
structure are numbered. Afterwards, based on the geomet-
ric characteristics of each structure, the analytic expressions
are deducted as a function only of the cluster order for the
defined properties.

An example of the concentric shell-type structures is
shown in Figure 2, which presents the cubooctahedron in
three different sizes. In this figure, a central site surrounded
by 12 sites forming a cubooctahedron with one first shell can
be seen; Figure 2(a). Then it is covered with another shell
of sites distributed in three layers of equivalent sites, as will
be seen later, but retaining the original geometric shape;
Figure 2(b). And finally, Figure 2(c) presents a three-shell
cubooctahedron.

The structures considered are the face-centered cubic fcc,
[Fig. 3(a)], and the body-centered cubic bcc [Figs. 3(d) and
(e)]. Although both are cubic, in Figure 3(a) the fcc does
not seem to be cubic, but the face-centered cubic structure
with a central site fccc [Fig. 3(b)], and the face-centered
cubic structure without a central site fccs [Fig. 3(c)], show
that they do have a cubic shape: 8 vertexes, 6 square faces,
and 12 edges. The bcc structure has a central site, while
the fcc structure can be considered with and without a cen-
tral site. Truncating each one of them in a certain direction,
noncubic structures are obtained, they have, besides ver-
texes (V ), edges (E), and square faces (S), faces of different
shapes: a triangular face (T ), a hexagonal face (H), and
a rombohedral face (R). The resulting structures are: the

(a) (b) (c)

Figure 2. Cubooctahedrons formed by a central site and (a) one layer,
(b) two layers, and (c) three layers.

(a) (b) (c)

(d) (e)

Figure 3. Structures (a) face-centered cubic fcc, (b) face-centered cubic
with central site fccc, (c) face-centered cubic without central site fccs,
and (d), (e) body-centered cubic bcc.

cubooctahedron [Fig. 4(a)], the octahedron [Fig. 4(b)],
the truncated octahedron [Fig. 4(c)], and the dodecahe-
dron [Fig. 4(d)]. For the fccc, the obtained structures are
the cubooctahedron CO, the octahedron OCTAC, and the
truncated octahedron OCTTC; for the fccs, the structures
obtained are the octahedron OCTAS, and the truncated
octahedron OCTTS; and for the bcc, only the decahedron is
obtained, DODE.

Table 1 presents the number of characteristic sites of each
structure, in such a way that each structure is read as: the
structure is formed by V vertexes attached by E edges form-
ing X faces of different types, where X = S, T , H , R,
as it corresponds. The icosahedron is included [Fig. 4(e)],
because it can be obtained by an adequate distortion of the
CO, and it is useful as a reference for a comparison of
results. ICO, the fccc and its derivates, as well as the bcc and
the DODE, present a central site. The OCTTC is centered
over an octahedron with a central site of 19 sites, and the
OCTTS over a regular octahedron of 6 sites.

2.3.1. Standard Coordinates
Each of the structures studied here, except the ICO, cor-
responds to a well-defined crystalline structure, fcc or bcc,
so that the coordinates of the geometric sites which com-
pose them are characteristic of each one of them. In each
structure, the standard coordinates are described by triads
(a, b, c), a, b and c are integers, where the total number of
sites is obtained by doing permutations and commutations

(a) (b) (c) (d) (e)

Figure 4. Polyhedrons resulting from truncation of fcc and bcc struc-
tures. (a) cubooctahedron, (b) octahedron, (c) truncated octahedron,
and (d) dodecahedron. (e) as a result of an adequate distortion of the
cubooctahedron, the icosahedron is obtained.
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Table 1. Number of geometric sites corresponding to the structures of
the first column. Last column presents the number of central sites of
the structure.

Central
V E S T H R site

ICO 12 30 — 20 — — 1
fccc 8 12 6 — — — 1
CO 12 24 6 8 — — 1
OCTAC 6 12 — 8 — — 1
OCTTC 24 36 6 — 8 — 19
fccs 8 12 6 — — — —
OCTAS 6 12 — 8 — — —
OCTTS 24 36 6 — 8 — 6
bcc 8 12 6 — — — 1
DODE 14 24 — — — 12 1

Table 2. Standard coordinates characteristics for each of the structures.

Site a b c b + c a+ b + c

even
fccc S [2� − 1� 2�] 0� 2� − 1� [2�� 6� − 2]

E [2� − 1� 2] 0� 2� − 2� (even) [2�� 6� − 2]
V 2� 6�

even
CO S � 0� � − 2� � − 2� �� 2� − 2�

T 1� �� 2�
E � 1� �� � 2�
V � 0 2�

OCTAC T 1� 2� − 2� 2�
E 1� 2� − 1� 0 2�
V 2� 0 0 2�

OCTTC S � + 2 0� � − 2� 0� �� − 2�/2�� � even � + 2� 2��
0� �� − 3�/2�� � odd

H � − 2� � + 1� ��/2�+ 1� ��� � even 1� ��/2�+ 2�� � even 2� + 2
�� + 1�/2� ��� � odd 1� �� + 3�/2�� � odd

ES � + 2 1� �� � 2� + 2
EH � + 1 0 2� + 2
V � + 2 � 0 2� + 2

odd
fccs S 2� − 2� 2� − 1� 0� 2� − 2� 2� − 1� 6� − 5�

E 2� − 2� 2� − 1� 1� 2� − 1� (odd) 4� − 3� 6� − 3�
V 2� − 1 6� − 3

OCTAS T 1� � − 1� 2� − 1
E 1� 2� − 1� 0 2� − 1
V 2� − 1 0 0 2� − 1

OCTTS S � + 1 0� � − 2� 0� �/2�� � even � − 4� � − 2�
0� �� − 1�/2�� � odd

H 1� �� 2� + 1
E � + 1 �/2� �� 1� �/2� 2� + 1

�� − 1�/2� �� 1� �� − 1�/2�
V � + 1 � 0 2� + 1

even, � even
odd, � odd

bcc S � 0� � − 2� �� 3� − 4�
E � 0� � − 2� (even) 2�� 3� − 2�

1� � − 2� (odd) 2� + 1� 3� − 2�
V � 3�

DODE R 1� � − 1� 2� − 1
E 0� 2�/− 2� 0 2� − 1
V 2� − 1 0 0 2� − 1

of the positive and negative values of a, b and c. Table 2
presents the characteristics of standard coordinates for each
structure as a function of the cluster order �. Sites ES [EH]
in OCTTC are the sites on edges between hexagonal and
squared [hexagonal] faces.

2.3.2. First Neighbors
There will be different types of equivalent sites, depending
on the geometric structure, and each type will occupy a geo-
metric position which will be of type vertex (V ), edge (E),
square face (S), triangular face (T ), hexagonal face (H),
and rombohedral faces (R), and it will have a total num-
ber of neighbors, coordination z, which will correspond to
the structure, but the number of neighbors with layers of its
same shell, with interior and exterior shells, will be charac-
teristic of each site. Table 3 presents the different types of
sites in the studied structures, as well as the number of first
neighbors with layers of interior shells (↓), in the same shell
(↔), and with exterior shells (↑). Also, total coordination z
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Table 3. Number of first neighbors with shell on external layers ↑
(internal ↓) and with layers in the same shell ↔ for the different types
of sites of the structures fcc, icosahedral, and bcc. The total coordina-
tion z is given by �↑�+ �↓�+ �↔�.

Faces
S T H R A V z

↑ ↑ ↑ ↑ ↑ ↑ ↑
↔ � � H ♦ \ •
↓ ↓ ↓ ↓ ↓ ↓ ↓

4 4 4 — — — 7 9
4 5 6 — — — 4 3 12
4 3 2 — — 1 0

fcc CO 4 3 — — 5 7
4 6 — — 5 4 12
4 3 — — 2 1

OCTAC — 3 — — 5 8
— 6 — — 6 4 12
— 3 — — 1 0

OCTTC 4 — 3 — 5 5 6
4 — 6 — 5 6 5 12
4 — 3 — 2 1 1

4 4 4 — — — 7 9
4 5 6 — — — 4 3 12
4 3 2 — — 1 0

fccs OCTAS — 3 — — 5 8
— 6 — — 6 4 12
— 3 — — 1 0

OCTTS 4 — 3 — 5 6
4 — 6 — 5 5 12
4 — 3 — 2 1

ICO — 3 — — 4 6
— 6 — — 6 5 12
— 3 — — 2 1

bcc 4 — — — 6 7
0 — — — 0 0 8
4 — — — 2 1

DODE — — — 2 3 4 4
— — — 4 4 4 3 8
— — — 2 1 0 1

in the structure is presented. The truncated octahedron with
a central site presents two types of edges, the edges between
squared and hexagonal faces, ES, with coordination (2, 5,
5), and the edges between hexagonal faces, EH , with coor-
dination (1, 6, 5), while all of the other structures have only
one. It should be noticed that, in order to obtain structures
of the concentric shell type in the fccc and fccs structures,
two shells will be needed, as shown on Figure 5 for fccc
(similarly for fccs); Figure 5(a) presents the fccc “cube” of
13 sites; Figure 5(b) shows the fccc of 63 sites, which will be
a complete shell of 62 sites (12 + 50) over the central site;
Figures 5(c) and (d) present the fccc of 171 sites and the
fccc of 365 sites, the latter is the one with two shells, one
with 108 sites and the other with 194 sites. The surface sites
in the fccc of 13 sites become internal when adding 50 to
complete the fccc of 63 sites, the same happens for that one
of the 171 sites when covering it to complete the one with
365. From Figure 5(b), it is observed that there will exist

(a) (b) (c) (d)

Figure 5. fcc polyhedrons of (a) 13 sites (central site plus a sublayer
of 12 sites), (b) 63 sites (a complete layer of 62 sites), (c) 171 sites
(a sublayer of 108 sites over the order 1 fccc), and (d) 365 sites (two
complete layers).

1× 12 E sites, 5× 6 S and 8 V , but looking carefully it will
be noticed that the S sites are not equivalent because the
one in the center of the squared face has a coordination of 4
with the surface sites, while the other has a coordination of
6, but both have a coordination of 4 toward external layers.
It is also observed that in Figure 5(c) the four sites of type
S at the center of the face have a coordination of 4 with
the surface sites, and the other eight sites of type S have a
coordination of 5 with surface layers, but all of them have
4 toward external layers, while in Figure 5(d) it is observed
that the S sites near the vertexes have a coordination of 6
with sites over the same surface shell, and the ones close to
sites E have a coordination of 5, this is why in Table 3 the
coordination for S sites can be of three types, but all of them
with a coordination of 4 toward external layers. That is why
in fccc and fccs there are shells composed of two subshells,
one that will contain the surface sites, and the other that will
remain internal. Surface sites will interact with the internal
sites, and these internal ones with those of the cluster and
the surface ones.

From Fig. 4d it is worth noticed that the vertex sites for
the dodecahedron are of two types: one on which four edges
converge and another on which three edges converge. This
is why in Table 3 the coordination for the V sites for the
DODE structure are of two types.

2.3.3. Definition of Geometric Properties
Table 4 presents definitions and their mathematical expres-
sions for the general geometric characteristics, which can be
expressed analytically as a function of only the order of the
cluster �, for each structure or geometric array. The upper
section of Table 4 refers to the geometric characteristics of
the cluster, the middle section to the bonds, and it relates
Table 3, and the superior part of Table 4, and the lower sec-
tion of Table 4 to the average coordination based on the rest
of Table 4.

The cluster can be defined as a nucleus and a surface over
the nucleus. The number of I sites, the number of types of I
sites and what refers to dispersions is over the surface, and
the average number of bonds and coordination is over the
involved sites of the cluster. In the expressions for �CC and
�SS , �↑�I means the number of I site bonds in the internal
layer (the nucleus surface) with sites in the external layer
(the cluster surface), �↓�I means the number of I-site bonds
in the external layer (the cluster surface) with sites in the
internal layer (the nucleus surface), and �↔�I means the
number of I -site bonds in the surface of the cluster with
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Table 4. General definitions of geometric parameters for different structures.

Symbol Definition Mathematical expression

N Total number of atoms in a cluster of order �
N� Number of atoms in a crust or on the surface
� Dispersion; N�/N
NI Number of surface atoms on site I� I = S� T �H�R�E�V
Ra

I Number of shells in which are contained the I-sites (a = even, odd)
N�

shell Number of shells at the surface
NT

shell Total number of shells in the cluster
�I Dispersion due to surface I sites; NI/N�

�CO Number of internal bonds in a cluster of order �; 1
2 × z×N�� − 1�

�CC Number of bonds between two adjacent crusts �� − 1� and �;
∑

I �↑�I ×NI�� − 1� =∑
I �↓�I ×NI���

�SS Number of bonds on the surface of a cluster of order �; 1
2

∑
I �↔�I ×NI���

�C Number of bonds in a cluster of order �; �CO + �CS + �SS

�Z cluster average coordination; 2�C���/N���
�ZCO Core average coordination; 2�CO���/N�� − 1�
�ZCS Core–surface average coordination; �CC���/N��� − 1�
�ZSC Surface–core average coordination; �CC���/N�����ZSS Surface average coordination; 2�SS���/N����

sites in the same surface. It must be clear that, due to the
fact that there are many ways to coordinate S sites in the
surface for fccc and fccs structures, the formula for �CC

must only be used as
∑

I �↑�I ×NI��− 1�, and only for these
two structures, the proposed equity does not apply.

2.4. fcc Structure

An fcc structure is that in which the unit cell is a cube with
sites in the vertexes and in the center of squared faces, this
means that there are 14 sites on a cube, 8 vertexes, and 6
squared faces [Fig. 3(a)], also, it can be seen as a completely
capped octahedron. When attaching many of these arrays
with common or shared sites in faces and vertexes, clusters
are obtained with sites in vertexes, edges, and squared faces.
The origin of coordinates can be chosen to be at the center
of the cube or on a vertex, obtaining structures with and
without a central site, respectively.

2.4.1. fcc Structure with a Central Site
In the fcc structure with a central site, the cubic cluster of
order 1 is a cube with 63 sites, distributed in 5 layers around
a central site [Fig. 5(b)]; it can be seen that it is an array of 6
unit cells with common sites. The order 2 cluster is obtained
when covering the one of order 1 with 302 sites distributed
in 13 layers to obtain a total of 365 sites [Fig. 5(d)], and
so on. Layers of equivalent sites can be identified (Table
1): squared face (S), edges (E) and vertexes (V ). Table 2
presents the standard coordinates and its characteristics, it
can be seen that the sum of the standard coordinates a, b
and c is an even number, and in Table 3 the coordination
of each site. From Figures 5(a)–(d) it can be seen that a
shell is composed of two subshells. Table 5 lists the geo-
metric characteristics of the fccc structure, separating each
shell into subshells to allow the calculus of surface disper-
sions and the number of bonds as defined in Table 4, and
for each shell. General expressions for the geometric char-
acteristics of Table 4 are presented in Table 6. These are
shown when they are being considered as shells or subshells,

in both columns corresponding to subshells, the first one
is for the internal, and the second one is for the external
or surface. N� represents the number of sites added to the
cluster of order � − 1, Nsup is the number of sites forming
the surface, and it is the same for either of the considered
cases because the internal shell does not form part of the
surface. Besides this, the distinction is made among the dif-
ferent types of sites S forming the surface, Nj

S , where j is
the coordination of the S sites with sites in the same layer,
j = 4� 5� 6. In the calculus of the number of bonds between
the two sublayers, the coordination from inside to outside
was considered, because all of the types of S sites have a
coordination of 4 with the exterior shell.

When grouping the layers of equivalent sites in shells in
a different manner than the one given in fccc, geometries
that present, besides squared faces, triangular and hexagonal
faces will rise. Here, the cubooctahedron, octahedron, and
truncated octahedron are considered.

2.4.2. Cubo-octahedra
The cubo-octahedron can be obtained by truncating an fcc
structure in direction (111), this is shown in Figure 6(b),
where a cubo-octahedron of 55 sites is presented, and is the
result of removing the 8 corners of a cube of 63 sites. It is

Table 5. Geometrical characteristics for the face-centered cubic and
with central site structure, fccc.

� NS NE NV RS RE RV N�
shell NT

shell N� N

1 0 12 0 0 1 0 1 2 12 13
30 12 8 2 1 1 4 6 50 63
30 24 8 2 2 1 5 6 62 63

2 72 36 0 2 2 0 4 10 108 171
150 36 8 6 2 1 9 19 194 365
222 72 8 8 4 1 13 19 302 365

3 240 60 0 6 3 0 9 28 300 665
366 60 8 12 3 1 16 44 434 1099
606 120 8 18 6 1 25 44 734 1099
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Table 6. Particular expressions of the geometric characteristics for the face-centered cubic with a central
site structure, fccc.

Layer Sublayers

N 32�3 + 24�2 + 6� + 1

N� 96�2 − 48� + 14 48�2 − 48� + 12 48�2 + 2
Nsup 48�2 + 2 48�2 − 48� + 12 48�2 + 2

�
48�2 + 2

32�3 + 24�2 + 6� + 1
48�2 − 48� + 12

32�3 + 24�2 + 6� + 1
48�2 + 2

32�3 + 24�2 + 6� + 1
N 6

S 24 — 24
R6

S 1 — 1

N 5
S 48�� − 1� — 48�� − 1�

R5
S � − 1 — � − 1

N 4
S 24�2�1�2 + �2� − 2�2� — 24�2� − 1�2 + �2� − 2�2�

R4
S �2 — �2

NE 24�2� − 1� 12�2� − 1�
R

p
E 2� �

NV 8 0 8
RV 1 0 1
�CO 6�32�3 − 24�2 + 6� − 13�

�CC 12�16�2 − 10� + 1�
�SS 48��4� + 48�

�C 4�48�3 + 60�2 − 9� − 14�

formed by 8 triangular faces and 6 squared ones, attached by
24 edges and 12 vertexes; see Table 1. Consequently, the sur-
face sites are localized in squared faces (S), triangular faces
(T ), edges (E), and vertexes). The CO of order 1 has a cen-
tral site and a first shell with one single layer of 12 vertexes,
Figure 6(a). The CO of order 2 is formed by adding one
shell formed by 42 sites in order to complete 55 [Fig. 6(b)],
distributed in three layers: one layer of 6 S sites, another
of 24 E sites and a third one of 12 V sites. When adding a
third shell of 92 sites, the third order CO of 147 sites is com-
pleted [Fig. 6(c)], sites are distributed in four layers: one of
24 S sites, another of 8 T sites, one more of 48 E sites, and
a fourth one of 12 V sites. Successively, complete shells are
added this way, forming clusters of order �.

The standard coordinates for the cubo-octahedron are
listed in Table 2, the number of neighbors for each site can
be found in Table 3, and the geometric characteristics of the
CO are listed in Table 7; from this table, it is possible to
obtain the general expressions for the geometric characteris-
tics of the cubooctahedron defined in Table 4. These expres-
sions are presented in Table 11, for the cubo-octahedron and
all the other fccc structures to be studied.

(a) (b) (c) (d) (e)

Figure 6. Cubo-octahedron of (a) order 1 of 13 sites, (b) order 2 of 55
sites, (c) order 3 of 147 sites, and (d) order 6 of 923 sites. Observe the
distortion of CO (d) to obtain (e) an icosahedron of order 6 of 923
sites.

Figure 6(e) presents an icosahedron of 923 sites of order
6. When comparing with the CO, which has the same num-
ber of sites, from Figure 6(d), the distortion made to obtain
the ICO can be observed. Table 3 shows the number of
neighbors for each site, and Table 8 reproduces the geomet-
ric characteristics corresponding to the icosahedron, which
have been reported previously [29]. A great similarity can
be noticed between Tables 7 and 8, in the columns refer-
ring to the types of sites or layers by shell (columns for T ,
E, V ), and in the sites at the surface, in the total (the two
last columns of tables N� and N ), and in the expressions
for both in Table 11. Based on these latter, it is possible to
obtain the dispersions due to the surface sites of both struc-
tures obtaining the graphic in Figure 7. Surface and vertex
dispersion is exactly the same for both structures, they start
close to 1 and in 1, respectively, and then they decrease. Dis-
persion in triangular faces, for both structures, shows a very
similar behavior, they start in the same value, and increase
with the size of the cluster, but DT in the ICO increases

Table 7. Geometrical characteristics for the cubo-octahedra.

� NS NT NE NV RS RT RE RV N�
shell NT

shell N� N

1 0 0 0 12 0 0 0 1 1 1 12 13
2 6 0 24 12 1 0 1 1 3 4 42 55
3 24 8 48 12 1 1 1 1 4 8 92 147
4 54 24 72 12 3 1 2 1 7 15 162 309
5 96 48 96 12 3 2 2 1 8 23 252 561
6 150 80 120 12 6 3 3 1 13 36 362 923
7 216 120 144 12 6 4 3 1 14 50 492 1415
8 294 168 168 12 10 5 4 1 20 70 642 2057
9 384 224 192 12 10 7 4 1 22 92 812 2869

10 486 288 216 12 15 8 5 1 29 121 1002 3871
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Table 8. Geometrical characteristics for the icosahedra.

� NT NE NV RT RE RV N�
shell NT

shell N� N

1 0 0 12 0 0 1 1 1 12 13
2 0 30 12 0 1 1 2 3 42 55
3 20 60 12 1 1 1 3 6 92 147
4 60 90 12 1 2 1 4 10 162 309
5 120 120 12 2 2 1 5 15 252 561
6 200 150 12 3 3 1 7 22 362 923
7 300 180 12 4 3 1 8 30 492 1415
8 420 210 12 5 4 1 10 40 642 2057
9 560 240 12 7 4 1 12 52 812 2869

10 720 270 12 8 5 1 14 66 1002 3871

faster. Similarly for the edges, they increase rapidly from
zero to a maximum value, and decrease slowly almost paral-
lel. The predominance of DT and DC for large sizes has to
be noticed for ICO and CO, respectively.

2.4.3. Octahedron with a Central Site
The octahedron with a central site has 6 vertexes (V ), 12
edges (E), and 8 triangular faces (T ), Figure 8. In this figure,
the sides of the triangular faces have a length of 2�dNN ,
an even number times the distance to first neighbors; this
means that the triangular faces do not present a central site,
and the number of sites for each edge is odd. The number
of neighbors for each site with sites in other layers can be
found in Table 3, the standard coordinates in Table 2, and
the geometric characteristics for the octahedron with a cen-
tral site are listed in Table 9. From this latter, the general
expressions of the geometric characteristics for the octahe-
dron with a central site (OCTAC) can be deducted and are
presented in Table 11. Figure 8(c) shows an octahedron of
891 sites with a central site.

With the same method applied for the CO and the ICO,
the dispersions due to surface sites can be calculated from
Table 5, and the results are presented in the graphic of
Figure 9. It can be observed that the surface dispersion
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Figure 7. Dispersions due to surface sites of the cubooctahedron (C)
and icosahedron (I) as a function of the cubic root of the number of
sites.

(a) (b) (c)

Figure 8. Octahedron of 19 atoms with central site. Smaller atoms are
presented in (a) to allow observation of first neighbor bonds and central
site in (b). (c) Octahedron of 891 atoms, order 5, and with a central
site.

and dispersions due to edges and vertexes decrease, while
the one due to the triangular faces starts from zero and
increases rapidly, being predominant for larger sizes.

2.4.4. Truncated Octahedron
with a Central Site

A truncated octahedron is a structure centered over an octa-
hedron of 18 sites (2 layers) with a central site (layer 0), and
has 24 vertexes (V ) 36 edges (E), 6 squared faces (S), and 8
hexagonal faces (H); Figure 10. Edges are of two types: 24
between squared and hexagonal faces (ES), and 12 between
hexagonal faces (EH); the number of EH sites NEH is always
equal to 12, one site in each edge (EH), while the one in
ES sites NES depends on the order of the cluster, this means
that the length of the edges ES is variable, and the one of
EH edges is 2dNN . And so, the hexagonal faces are irregular,
except when the number of ES sites is 24 and the number
of EH sites is 12, which occurs in the cluster of order 2. The
number of first neighbors for each site can be found in Table
3, standard coordinates are in Table 2, and Table 10 presents
the geometric characteristics of each structure. Figure 10(c)
shows the truncated octahedron of 711 sites with a central
site.

From Table 10 it can be observed that the number of EH
sites is 12 and of V sites is 24 for all �, besides this, it is
possible to obtain the general expressions of the geometric
characteristics for the truncated octahedron with a central
site, as presented in Table 11.

Table 9. Geometrical characteristics for the octahedra with a central
site.

� NT NE NV RT RE RV N�
shell NT

shell N� N

1 0 12 6 0 1 1 2 2 18 19
2 24 36 6 1 2 1 4 6 66 85
3 80 60 6 3 3 1 7 13 146 231
4 168 84 6 5 4 1 10 23 258 489
5 288 108 6 8 5 1 14 37 402 891
6 440 132 6 12 6 1 19 56 578 1469
7 624 156 6 16 7 1 24 80 786 2255
8 840 180 6 21 8 1 30 110 1026 3281
9 1088 204 6 27 9 1 37 147 1298 4579

10 1368 228 6 33 10 1 44 191 1602 6181
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Figure 9. Dispersions due to surface sites of the octahedron with a cen-
tral site.

Figure 11 presents the dispersions for the truncated octa-
hedron and with a central site, derived from the data of
Table 10. The predominance of the dispersion due to the
sites in hexagonal and squared faces for large sizes can be
observed. Dispersions due to other sites and the surface one
decrease with the size of the cluster.

With support from Tables 4 and 6–10, it is possible to
obtain the characteristics defined in the middle and lower
parts of Table 4 for each and every studied structure. Char-
acteristics in the middle part of Table 4 are presented in
Table 11, and Figures 12–15 present the obtained graphics of
the dependence of the number of bonds at the surface �SS ,
the number of bonds between the surface and the internal
cluster �SC , the number of bonds in the internal cluster �CO ,
and of the total number of bonds in the cluster �C , respec-
tively, for all of the structures studied here, the curves for
the ICO and CO practically coincide, so that just the curve
of CO will be presented, except for �CO. It is observed that
for the structures with a central site, and taking as refer-
ence the CO and the ICO, the OCTAC has a larger number
of surface bonds and the OCTTC has fewer. But for �SC ,
the CO and ICO surpass the OCTAC and the OCTTC. For
�CO , the OCTAC and the OCTTC surpass the CO. For �C ,
there are some crossings for smaller sizes, while for larger
sizes the OCTAC and OCTTC surpass the CO.

(a) (b) (b)

Figure 10. Truncated octahedron with central site of (a) order 1 and 79
atoms, (b) order 2 and 201 atoms, and (c) order 4 and 711 atoms.

2.4.5. EAM Applied to fcc Structures
The embedded atom method is applied, in the Foiles ver-
sion [32] and with the parameters of copper, to clusters with
central site fcc structures in order to calculate the cohesion
energy per atom, determining in this way the stability of
the clusters. The results are compared with the ones from
the icosahedra and cubooctahedra previously reported [30].
Figure 16 presents the cohesive energy graphic as a function
of N 1/3 for the octahedron and truncated octahedron clus-
ters of fcc with central site type, for sizes from 300 to 3400
atoms. From Figure 16 it can be seen that the truncated
octahedra (�) have a higher stability than the icosahedra
(•) and cubooctahedra (�), while the octahedra () have it
until sizes larger than 900 atoms.

In a previous work, it was found that the CO presented
a higher stability than the ICO for larger sizes; when ana-
lyzing the number of bonds in the clusters, it is found that
this condition is present when the number of bonds of CO
surpasses the ICO ones. The competition among fcc struc-
tures with a central site and the icosahedron observed in the
graphic of Figure 16 must have the same origin.

2.5. fcc Structure without a Central Site

In the fcc structure without a central site, the cubic cluster of
order 1 has the same unit cell as the fcc structure of Figure
5(a), a cube with 14 sites, 8 in vertexes and 6 in the cen-
ter of the squared faces. The second order cluster has 172
sites [Fig. 3(c)], which results from covering the first-order
cluster with one shell of 158 sites, distributed in 8 layers;
the second-order cluster is an array of 9 cubes attached by
faces and common sites. The next cubic cluster is formed
by the second-order one and a shell of 494 sites in 18 lay-
ers covering it, and so on. Equivalent sites layers can be
identified: Table 1: squared face (S), edges (E) and ver-
texes (V ). As in the fccc structure, each shell is composed of
two subshells. Table 12 lists the geometric characteristics of
the fccs structures, and the separation of subshells for each
shell is done in order to allow the calculus of the number of
bonds as defined in Table 2, and for each shell also. General
expressions for the geometric characteristics of Table 12 are
presented in Table 13. Table 2 presents the standard coordi-
nates and their characteristics, it can be seen that the sum
of the standard coordinates a, b and c is an odd number,
and in Table 3 the coordination of each site is presented.

When grouping the layers of equivalent sites in shells, in
a different way than given for fccs, the geometries presented
are given: besides the squared faces, triangular and hexag-
onal faces are included. Here, the cubooctahedron, octahe-
dron, and truncated octahedron will be considered.

2.5.1. Octahedron without a Central Site
The octahedron is formed by 6 vertexes, 12 edges, and 8
triangular faces. Figure 17 shows the octahedrons of 44 and
146 sites, without a central site. In these figures, it can be
seen that there are sites in vertexes (V ), edges (E), and in
triangular faces (T ). In this structure, the sides of the tri-
angular faces have a length of �2� − 1�dNN , an odd number
times the distance to first neighbors dNN , this means that the
triangular faces can present a central site, and the number
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Table 10. Geometric characteristics for the truncated octahedra with a central site.

� NS NH NES NEH NV RS RH RES REH RV N�
shell NT

shell N� N

1 0 24 0 12 24 0 1 0 1 1 3 5 60 79
2 6 56 24 12 24 1 3 1 1 1 6 11 122 201
3 24 96 48 12 24 1 3 1 1 1 7 18 204 405
4 54 144 72 12 24 3 4 2 1 1 11 30 306 711
5 96 200 96 12 24 3 6 2 1 1 13 43 428 1139
6 150 264 120 12 24 6 7 3 1 1 18 61 570 1709
7 216 336 144 12 24 6 9 3 1 1 20 81 732 2441
8 294 416 168 12 24 10 11 4 1 1 27 108 914 3355
9 384 504 192 12 24 10 13 4 1 1 29 137 1116 4471
10 486 600 216 12 24 15 15 5 1 1 37 174 1338 5809

of sites in each edge is even. The number of first neighbors
is presented in Table 3, the standard coordinates in Table 2
and the geometric characteristics for the octahedron without
a central site are listed in Table 14. Figure 17(c) shows the
octahedron of 1156 sites without a central site.

Table 11. Particular expressions of the geometric characteristics for the icosahedra and fcc with central site structures.

CO ICO OCTAC OCTTC

N
10
3
�3 + 5�2 + 11

3
� + 1

16
3
�3 + 8�2 + 14

3
� + 1

10
3
�3 + 21�2 + 107

3
� + 19

N� 10�2 + 2 16�2 − 48� + 2 10�2 + 32� + 18

�
30�2 + 6

10�3 + 15�2 + 11� + 3
3��2 − 48� + 2�

16�3 + 24�2 + 14� + 3
3�10�2 + 32� + 18�

10�3 + 63�2 + 107� + 57
NS 6�� − 1�2 — — 6�� − 1�2

Reven
S

��� + 2�
8

— —
��� + 2�

8

Rodd
S

�2 − 1
8

— —
�2 − 1

8
NT 4�� − 1��� − 2� 10�� − 1��� − 2� 8�� − 1��2� − 1� 4�2 + 20�
Rm

T A B —
NH — — — 4�2 + 20�
Rm

H — — — C
NE 24�� − 1� 30�� − 1� 12�2� − 1� 24�� − 1�

Reven
E

�

2
� − 1

�

2

Rodd
E

� − 1
2

� − 1
� − 1
2

�CO 4��5�2 + 3� + 1� 20�3 + 15�2 + 7� 32�3 − 48�2 + 28�11 20�3 + 66�2 + 22� + 6

�CC 12�3�2 − 3/nu+ 1� 6�5�2 − 5/nu+ 2� 12�4�2 − 4� + 1� 12�3�2 + 5� + 1�
�SS 24�2 30�2 48�2 24��2 + 4� + 2�

�C 4�5�3 − 12�2 + 10� − 3� 20�3 − 45�2 + 37� − 12 2�16�3 + 24�2 − 10� + 3� 2�10�3 + 63�2 + 89� + 33�

A =





m/2∑
"=1

�3"+ a�+
�m/2�−1∑
"=1

3"# m even

{
� = 3m+ a#

a = −1� 0� 1#

1+ a

1+ �a� +
�m−1�/2∑
"=1

�6"+ a�# m odd

B =





m/2∑
"=1

�3"+ a�+
�m/2�−1∑
"=1

3"# m even

{
2� = 3m+ a#

a = −1� 0� 1#

1+ a

1+ �a� +
�m−1�/2∑
"=1

�6"+ a�# m odd

C =





m/2∑
"=1

�3"+ a�+
�m/2�−1∑
"=1

3"+
b∑
1

1# m even

{
� = 3m+ a#

a = −1� 0� 1#

1+ a

1+ �a� +
�m−1�/2∑
"=1

�6"+ a�+
b∑
1

1# m odd

where b is the integer of �� +m+ �a� + 1�/2

The number of V sites NV is equal to 6 for all �, and
they are of just one type. From Table 14, it is possible to
determine, for the octahedron without a central site, the
dependence of the geometric characteristics on the order
of the cluster �, and it is reported in Table 14. This same
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Figure 11. Dispersions due to surface sites of truncated octahedron
with central site.

procedure is applied for the truncated octahedron, and with-
out a central site and with the ones from the dodecahedron,
which will be studied afterwards. The surface dispersion and
the one due to each surface site also can be obtained from
Table 14, and are presented in the graphic of Figure 18.
The strong predominance of the sites of triangular faces and
the fast decrease of the dispersions due to the vertexes and
edges can be observed.

2.5.2. Truncated Octahedron
without a Central Site

The truncated octahedron without a central site, Figure 19,
is formed by a central octahedron surrounded by 6 squared
faces and 8 irregular hexagonal faces (3 sides of length 1
and 3 of length equal to the order of the cluster �, in units
of dNN , alternated) attached by 24 vertexes and 36 edges, so
the edges are of two types: 24 between squared and hexago-
nal faces and 12 between hexagonal faces; the first ones are
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Figure 12. Number of surface bonds as a function of the number of
sites.
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Figure 13. Number of bonds between the surface and the internal clus-
ter as a function of the number of sites.
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Figure 14. Number of internal bonds as a function of the number of
sites.
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Figure 15. Total numbers of bonds as a function of the number of sites.
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Figure 16. Cohesive energy per atom as a function of the cubic root of
the number of atoms in the cluster for the octahedrons and truncated
octahedrons type fcc with a central site.

length dependent on the cluster order, and the second ones
on length 1dNN , this means that there is not a single site in
them, so the first 24 are simply called E. The number of first
neighbors of each site is presented in Table 3, the standard
coordinates in Table 2, and the geometric characteristics for
the truncated octahedron without a central site are listed in
Table 15. Figure 19(b) shows the truncated octahedron of
1288 without a central site.

The number of V sites NV is equal to 24 for all �, and
they are of just one type. From Table 15 the expressions for
the geometric characteristics for the truncated octahedron
without a central site can be determined, and are presented
in Table 16. Also, the surface dispersions can be determined,
and are presented in the graphic of Figure 20. A not so
strong predominance of the sites in squared and hexagonal
faces can be observed, while the other dispersions decrease
as the cluster size increases.

With support from Tables 4 and 15 it is possible to obtain
expressions for the number of bonds for the different types
of bonds in the truncated octahedron without a central site,
which are presented in Table 16 and whose graphics are
shown in Figures 12–15.

Table 12. Geometric characteristics for the face-centered cubic without
a central site structure, fccs.

� NS NE NV RS RE RV N�
shell NT

shell N� N

1 0 0 0 0 0 0 0 0 0 0
6 0 8 1 0 1 2 2 14 14
6 0 8 1 0 1 2 2 14 14

2 24 24 0 1 1 0 2 4 48 62
78 24 8 4 1 1 6 10 110 172

102 48 8 5 2 1 8 10 158 172

3 144 48 0 4 2 0 6 16 192 364
246 48 8 9 2 1 12 28 302 666
390 96 8 13 4 1 18 28 494 666

2.5.3. EAM Applied to fcc Structures
without a Central Site

The embedded atom method is applied, in the Foiles ver-
sion [32] and with the parameters of copper, to clusters with
fcc structures without a central site to calculate the cohe-
sion energy per atom, determining in this way the stability
of the clusters. The results are compared with the ones from
the icosahedra and cubooctahedra previously reported [30].
Figure 21 presents the cohesive energy graphic as a function
of N 1/3 for the octahedron and truncated octahedron clus-
ters of fcc without central site type, for sizes from 300 to
3400 atoms. From Figure 21, it can be seen that the trun-
cated octahedra (�) as well as the octahedra () compete
in stability with the icosahedra (•) and cubooctahedra (�).
And most of all, the truncated octahedra show a higher sta-
bility than the octahedra.

2.6. bcc Structure

The body-centered cubic structure is a cube with sites in the
vertexes and in the center of the cube, that is, there are 9
sites over a cube, 8 in vertexes, and 1 in the center of it; this
is a cluster of order 1 with cubic arrays [Fig. 22(a)]. When
attaching many of these arrays, clusters with sites in vertexes,
edges, and squared faces are obtained. The cubic cluster of
second order consists of an array of 8 cubes, which results
from covering the first cube with a shell of sites distributed
in three layers: 6 in squared face (S), 12 in edge (E), and 8
in vertexes (V ) [Fig. 22(b)]. The next cluster has 56 sites dis-
tributed in 3 layers, and so on. From here, it is deduced that
it is possible to identify layers of equivalent sites; these lay-
ers can be grouped into shells yielding noncubic geometries
which present sites in vertexes, edges, and in rombohedral
faces, such as in the dodecahedron.

2.6.1. Dodecahedra
The dodecahedron is formed by a central site, 14 vertexes of
two types (V 1 and V 2), 24 edges (E) and 12 rombohedral
faces (R), Figure 23. The two types of vertexes are: (1) 6
vertexes (V1) of coordination 4 with sites of their own shell
and of4 with sites of exterior shells; an (2) 8 vertexes (V2)
of coordination 1 towards sites of interior shells, 3 with sites
of its own shell, and 4 with sites of exterior shells.

The number of first neighbors is found in Table 3, stan-
dard coordinates in Table 2, and the geometric characteris-
tics of the decahedron are listed in Table 17, from which the
dependence of geometric characteristics for the decahedron
can be determined and are presented in Table 16. Surface
dispersions originating from the different types of sites in
the surface of the decahedron can also be shown graphically;
Figure 24.

Based on Tables 3 and 17, it is possible to construct the
expressions for the number of bonds for the different types
of bonds in the dodecahedron, and are presented in Table
16 and their graphics in Figures 12–15.

2.6.2. EAM Applied to bcc Structures
The embedded atom method is applied, in the Foiles ver-
sion [32] and with the parameters of copper, to clusters with
bcc structures to calculate the cohesion energy per atom,
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Table 13. Particular expressions of the geometric characteristics for the face-centered cubic without a
central site structure, fccs.

Layer Sublayers

N 32�3 − 24�2 + 6�

N� 96�2 − 144� + 62 48�� − 1�2 48�2 − 48� + 14
Nsup 48�2 − 48� + 14 48�� − 1�2 48�2 − 48� + 14

�
48�2 − 48� + 14

32�3 + 24�2 + 6� + 1
48�� − 1�2

32�3 + 24�2 + 6� + 1
48�2 − 48� + 14

32�3 + 24�2 + 6� + 1
N 6

S 24 — 24
R6

S 1 — 1

N 5
S 24�2� − 3� — 24�2� − 3

R5
S � − 1 — � − 1

N 4
S 6�2� − 2�2 + �2� − 3�2� — 6�2� − 2�2 + �2� − 3�2�

R4
S ��� − 1� — ��� − 1�

NE 48�� − 1� 24�� − 1�
R

p
E 2�� − 1� � − 1

NV 8 0 8
RV 1 0 1
�CO 12�16�3 − 36�2 + 27� − 7�

�CC 24�8�2 − 13� + 5�
�SS 24�8�2 − 6� + 1�

�C 12�16�3 − 4�2 − 11� + 5�

determining in this way the stability of the clusters. The
results are compared with the ones from the icosahedra and
cubooctahedra previously reported [30]. Figure 25 presents
the cohesion energy graphic as a function of N 1/3 for dodec-
ahedral clusters, for sizes from 300 to 3400 atoms. From
Figure 25 it can be seen that the dodecahedra () compete
in stability with the icosahedra (•) and cubooctahedra (�).

3. CLUSTERS AND NANOPARTICLES
WITH PENTAGONAL SYMMETRY

3.1. Introduction

A cluster is defined as an aggregate of atoms; this can lead to
clusters from two atoms (diatomic molecules), a lineal array
of atoms, bidimensional, or three-dimensional arrays. This
work presents the study of clusters with pentagonal symme-
try, with sizes up to thousands of atoms in arrays of spherical
or concentric layer types.

(a) (b) (c)

Figure 17. Octahedron without central site of (a) order 2 with 44 sites,
(b) order 3 with 146 sites, and (c) order 6 with 1156 atoms.

Arrays of linked atoms forming three-dimensional clusters
are considered here as sites in geometric positions attached
by the edges in such a way that faces of diverse forms are
generated (triangular, squared, rombohedral, etc.). The dis-
tance between the sites is considered as the distance to first
neighbors dNN , which is normalized to one. There could be
sites in the vertexes, edges, and faces, either in the surface
or internals; also, there could be different types of sites,
depending on their position and the number and type of
neighbors in the geometric array. There also could be equiv-
alent sites, which present the same geometric characteristics:
to the same distance from the center of the geometric array,
in the same type of site and with the same number and type
of neighbors.

From the bicaped hexahedron or decahedron, Figure
26(a), pentagonal symmetry structures can be obtained.
Among the clusters with structures of pentagonal sym-
metry, the following structures are considered: decahedra
with and without a central site, icosahedra, pentadecahedra,

Table 14. Geometric characteristics for the octahedra without a central
site.

� NT NE NV RT RE RV N�
shell NT

shell N� N

1 0 0 6 0 0 1 1 1 6 6
2 8 24 6 1 1 1 3 4 38 44
3 48 48 6 2 2 1 5 9 102 146
4 120 72 6 4 3 1 8 17 198 344
5 224 96 6 7 4 1 12 29 326 670
6 360 120 6 10 5 1 16 45 486 1156
7 528 144 6 14 6 1 21 66 678 1834
8 728 168 6 19 7 1 27 93 902 2736
9 960 192 6 24 8 1 33 126 1158 3894

10 1224 216 6 30 9 1 40 166 1446 5340
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Figure 18. Dispersions caused by surface sites of octahedron without a
central site as a function of the cluster size.

truncated decahedra (Marks decahedra), star-type decahe-
dra, modified and developed decahedra, truncated icosahe-
dra, and the decmon.

3.2. Decahedra

Decahedra are obtained from the bicapped hexahedra, and
also from attaching two pentagonal-based pyramids from
their bases and sharing their sites (which form the equator
of the cluster), yielding geometrical bodies of 7 vertexes (2 at
poles and 5 at equator), 15 edges (all from the same length,
5 at the equator), and 10 triangular equilateral faces: 5 of
them converge on each pole, and by pairs, they form the
edges of the equator. Decahedra can be without a central
site, Figures 26(a) and (c), and with a central site, Figure
26(b), without losing the decahedral form. So, decahedra
have the vertexes at the poles VP, vertexes at the equator
VE, at the edges over the equator EE, edges at poles EP,
and in triangular faces T . It has to be noticed that coordi-
nation, that is, distribution to first neighbors (NN), is what
makes the difference in each type of sites, although the total
coordination is the same for all of the sites of the corre-
sponding cluster. Table 18 presents the coordination of each
site, for example, the poles (VP) have 4 first neighbors (NN)

(a) (b)

Figure 19. Truncated octahedron without a central site of (a) order 3
with 260 sites and (b) order 6 with 1288 sites.

Table 15. Geometric characteristics for the truncated octahedra with-
out a central site.

� NS NH NE NV RS RH RE RV N�
shell NT

shell N� N

1 0 8 0 24 0 1 0 1 2 3 32 38
2 6 24 24 24 1 1 1 1 4 7 78 116
3 24 48 48 24 1 2 1 1 5 12 144 260
4 54 80 72 24 3 3 2 1 9 21 230 490
5 96 120 96 24 3 4 2 1 10 31 336 826
6 150 168 120 24 6 5 3 1 15 46 462 1288
7 216 224 144 24 6 7 3 1 17 63 608 1896
8 294 288 168 24 10 8 4 1 23 86 774 2670
9 384 360 192 24 10 10 4 1 25 111 960 3630

10 486 440 216 24 15 12 5 1 33 144 1166 4796

with sites at their same shell, 1 NN toward the inner shell,
and 4 toward the exterior shell. The decahedron of order 1,
without a central site, Figure 26(a), has only 7 vertexes in
two layers; the one from order 2, Figure 26(c), is obtained
from covering the one of order 1 with a shell of 47 sites
distributed as follows: 7 V sites of two types, 30 E sites in
three layers (10 sites of one type ant the equator), and 10 at
triangular faces (sites T , one for each triangular face) in one
single layer, for a total of 54 sites in the cluster. Decahedra
of superior order are formed by coverage of this cluster of
order 2 with successive shells of many layers in each one.

The decahedron with central site of order 1, Figure 26(b),
has 15 sites E, one per edge, of two types, 5 sites of one
type at the equator, and 7 sites V , a total of 22 sites and the
central one in five layers. The second-order cluster results
from the order 1 cluster covered by a shell of 82 sites dis-
tributed in 8 layers: 45 E sites in 5 layers, 30 T sites in one
single layer, and 7 V sites in two layers, for a total of 105
sites in the cluster, and so on for cluster of superior order.

Table 19 presents the geometric characteristics of decahe-
dra with and without a central site. The first column, com-
mon for all decahedra, lists the cluster order �. This is fol-
lowed by two groups of 9 columns each, which correspond
to the decahedron with and without central site. The first
three columns of each group list the number of sites on each
type of site in the cluster: triangular face (T ) NT , edge (E)
NE , and vertex (V ) NV . The two following columns show
the number of sites per shell NSE, and the total of sites in
the plane just above the equator NtSE, (the SE sites). The
following two columns list the number of sites at the equator
(sites EC) per shell NEC, and in the whole cluster, NtEC ; the
joint between SE and EC sites form the SEC layer, which
will be needed afterwards, and they both form a pentagonal
flat layer. Finally, the two last columns of each group, the
number of sites in the shell N� , and the total of sites in the
cluster N . Decahedra with (without) a central site have an
odd (even) number of sites per edge, which is important for
the star and truncated-type decahedra, detailed later.

From Table 19 it is observed that, for both decahedron
types, the number of vertexes per shell is 7, 2 type VP and
5 type VE; We can also obtain, for each type of decahedra,
the dependence with the cluster order of the number of T
sites, E sites, the number of sites in the layer at the equator,
as well as the total sites in the shell (or of the surface),
and from the total of sites over the equator, at the equator
and in the decahedron. Such dependency is expressed in the
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Table 16. Particular expressions of the geometric characteristics for the fcc without a central site and
dodecahedral structures.

OCTAS OCTTS DODE

N
16
3
�3 + 2

3
�

10
3
�3 + 13�2 + 47

3
� + 6 4�3 + 6�2 + 4� + 1

N� 16�2 − 16� + 6 10�2 + 16� + 6 12�2 + 2

�
3�16�2 − 16� + 6�

16�3 + 2�
3�10�2 + 16� + 6�

10�3 + 39�2 + 47� + 18
12�2 + 2

4�3 + 6�2 + 4� + 1

NS — 6�� − 1�2 —

R
p
S —

��� + 2�
8

—

Ri
S —

�2 − 1
8

— —

NT 8�2� − 3��� − 1� — —
Rm

T A — —
NH — 4��� + 1� —
Rm

H — C —
NR — — 12�� − 1�2

R
p
R — —

�2

4

Ri
R — —

�2 − 1
4

NE 24�� − 1� 24�� − 1� 24�� − 1�

R
p
E � − 1

�

2
� − 1

Ri
E � − 1

� − 1
2

� − 1

�CO 4�8�3 − 24�2 + 25� + 7� 2��10�2 + 9� − 1� 4�4�3 − 6�2 + 4� − 7�

�CC 48�� − 1�2 6�5�2 − 5� + 2� 24��� − 1�
�SS 12�4�2 − 4� + 1� 24��� + 2� 4�6�2 + 1�

�C 4�8�3 − 11� + 40� 2��10�2 + 39� + 29� 8�2�3 + 3�2 − � − 3�

following relations for the decahedra with a central site; it
is to be noticed that, for � = 1, there are 11 sites at the
equator because the central site is included:

NE��� = 15�2� − 1�

{
NEP��� = 10�2� − 1�
NEE��� = 5�2� − 1�

NT��� = 10�2�2 − 1��� − 1�
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Figure 20. Dispersions due to surface sites of the truncated octahedron
without a central site as a function of the cubic root of the cluster size.

NSE��� = 10�� − 1�+ 5

NtSE��� = 5�2

NEC��� = 10�

NtEC��� = 5��� + 1�+ 1

N���� = 20�2 + 2

N��� = 20
3
�3 + 10�2 + 16

3
� + 1

and for decahedra without a central site,

NE��� = 30�� − 1�

{
NEP��� = 20�� − 1�
NEE��� = 10�� − 1�

NT��� = 20�2 − 50� + 30

NSE��� = 10�� − 1�

NtSE��� = 5��� − 1�+ 1

NEC��� = 5�2� − 1�

NtEC��� = 5�2

N���� = 20�2 − 20� + 7

N��� = 20
3
�3 + �

3
&
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Figure 21. Cohesion energy per atom as a function of the square root
of the number of atoms in the cluster, for the octahedron and truncated
octahedron with central site, type fcc.

Note that from the expression for NA, and from Figures
26(c) and (d), the number of EP and EE per edge is 2� − 1
[2� − 2] for decahedra with [without] a central site.

If, instead of attaching the base of the two pentagonal
base pyramids to form the decahedron, they are separated,
two types of geometrical figures can be obtained, depending
on the way the sites of the bases are connected: the pen-
tadecahedron and the icosahedron.

3.3. Pentadecahedra

If the pentagonal pyramids which generate the decahedron
when they are joined, are separated, they are in a position in
which the vertexes of the base of both can be attached by 5
edges (EC) perpendicular to the base, yielding 5 rectangular
faces, which form the pentadecahedra, Figure 27, that is, a
decahedron with a wide waist or a developed decahedron.
Separation can be done by adding intermediate layers of
type SEC (formed by a layer of sites SE and another of sites
EC as mentioned previously). The number of SEC interme-
diate layers, and the length of the edges perpendicular to the
bases, depend on the desired separation. For example, the
pentadecahedron from Figure 27 has 5 layers in the waist;
to obtain it, 4 layers of type SEC are added to the order 6
decahedron of 1442 sites without a central site, which results

(a) (b)

Figure 22. bcc structure of (a) 9 sites, and (b) 35 sites.

(a) (b)

Figure 23. bcc dodecahedron of (a) order 1 with 15 sites, and (b) order
2 with 175 sites.

in edges 4dNN long. It has to be noticed that, upon widen-
ing of the waist of a decahedron, from one equatorial layer
to two equatorial layers, an SEC-type layer is added, when
widening three equatorial layers, two SEC-type layers are
added, that is, for each equatorial layer wanted to widen the
decahedra waist, one type of SEC layer is added.

The pentadecahedra are polyhedra of 12 vertexes (2 poles
and 10 in vertexes at the waist), 25 edges (20 of one type
and 5 of the other type, which join the vertexes of the two
pyramids, and whose length depends on the number of inter-
mediate layers added), 10 equilateral triangular faces and,
5 rectangular lateral faces (or squared, depending on the
number of intermediate layers added) (Fig. 27). The number
of sites in these pentadecahedra depends on the size of the
original decahedron and how many intermediate layers are
added; also, whether they are with and without a central site
is considered, depending on the original decahedron from
which they were generated. So, at the surface of the pen-
tadecahedra, there are the same type and number of sites as
in the decahedra, plus the NEC sites added (because the NSE
are not at the surface), which are divided in sites type VE,
sites EE, sites at vertical edges at the width of the waist EV
and in rectangular faces RF. Table 20 presents the coordi-
nation of each type of site in the pentadecahedron. Notice
that, upon comparison of Table 18, as expected, only the
sites corresponding to the pentadecahedron are added, and
those of the decahedron are not. Sites NSE added, originally
5 EP sites, and the rest T sites (except for the pentadeca-
hedron of order 11, without a central site) are converted in
internal sites of coordination 12.

Table 17. Geometric characteristics for the dodecahedra.

� NR NE NV RR RE RV N�
shell NT

shell N� N

1 0 0 14 0 0 2 2 2 14 15
2 12 24 14 1 1 2 4 6 50 65
3 48 48 14 2 2 2 6 12 110 175
4 108 72 14 4 3 2 9 21 194 369
5 192 96 14 6 4 2 12 33 302 671
6 300 120 14 9 5 2 16 49 434 1105
7 432 144 14 12 6 2 20 69 590 1695
8 588 168 14 16 7 2 25 94 770 2465
9 768 192 14 20 8 2 30 124 974 3439
10 972 216 14 25 9 2 36 160 1202 4641
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Figure 24. Dispersion due to surface sites of the dodecahedron as a
function of the cubic root of the cluster size.

For pentadecahedron order, we can use �', � for the
decahedron order from which comes and ' for the num-
ber of layers at the waist, so regular decahedra would be
pentadecahedra with ' = 1. The number of layers of type
SEC which are added to the decahedron referred to gen-
erate the pentadecahedron is ' − 1, so that the number
of sites added is equal to the sum of the total of sites SE
and the total of EC sites of the corresponding decahedron,
columns 6 and 8, and 15 and 17 of Table 19. So, in order
to have a pentadecahedron of order 55 with a central site,
one has to start with a decahedron of order 5, 111 sites, and
an aditional 4 layers of type SEC of 125 + 151 = 276 sites
each, for a total of 1104 added sites and 2215 sites in the
cluster.

The number of sites T , EP, and VP is the same as in
the decahedron which originated from the pentadecahedron.
The number of sites EE and VE is duplicated with respect
to the original decahedron. The number of EV and RF sites
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Figure 25. Cohesive energy per atom as a function of the cubic root of
the number of atoms in the cluster for decahedron bcc type.

(a) (b)

(c) (d)

Figure 26. Decahedral polyhedrons. (a) bilayered hexahedron or deca-
hedron of 7 atoms of order 1, without central site. (b) Decahedron of
23 atoms of order 1 with central site. (c) Decahedron of 835 sites of
order 5, without central site. (d) Decahedron of 1111 atoms of order 5
with central site.

for the pentadecahedra with and without a central site is
the same, and is presented in Table 21, which shows the
geometric characteristics of the pentadecahedra with and
without a central site respectively; only some of ' values
are presented. There are three groups of three, four, and
five columns, respectively. In the columns of the first group
are listed the quantities common to the two types of pen-
tadecahedra: cluster order � and ', and the number of sites
EV , NEV ; for both polyhedra, in each following group, the
geometric characteristics for each polyhedron are presented,
those of the pentadecahedron both with and without a cen-
tral site. A list of the number of RF sites NRF , the number
of sites added Nag, of sites at the surface N� , and the total
of sites N in the cluster of order �' is given. Note that, for
' = 1, the values from Table 19 are obtained.

From Table 21, the analytic expressions for the number of
sites EV can be obtained as a function of � and �:

NEV �'� = 5�'− 2�

as well as the number of RF sites, sites which are added,
sites in the surface, and the total of sites for pentadecahedra

Table 18. Coordination or number of first neighbors (NN) of the dif-
ferent types of sites in the decahedron with sites in external, the same,
and internal shell.

Shell T EE EP VE VP

External 3 6 4 8 6
Same 6 6 6 4 5
Internal 3 0 2 0 1
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Table 19. Geometric characteristics for the decahedra with and without a central site. � is the order of the cluster, NI with I = T , E and V , is the
number of sites I . The number of sites SE and EC in each layer, the number of sites in each layer, the total number of SE and EC sites and the
total number of sites in the cluster are also listed.

With a central site Without a central site
� NT NA NV NSE NtSE NEC NtEC N� N NT NA NV NSE NtSE NEC NtEC N� N

1 0 15 7 5 5 10 11 22 23 0 0 7 1 1 5 5 7 7
2 30 45 7 15 20 20 31 82 105 10 30 7 10 11 15 20 47 54
3 100 75 7 25 45 30 61 182 287 60 60 7 20 31 25 45 127 181
4 210 105 7 35 80 40 101 322 609 150 90 7 30 61 35 80 247 428
5 360 135 7 45 125 50 151 502 1111 280 120 7 40 101 45 125 407 835
6 550 165 7 55 180 60 211 722 1833 450 150 7 50 151 55 180 607 1442
7 780 195 7 65 245 70 281 982 2815 660 180 7 60 211 65 245 847 2289
8 1050 225 7 75 320 80 361 1282 4097 910 210 7 70 281 75 320 1127 3416
9 1360 255 7 85 405 90 451 1622 5719 1200 240 7 80 361 85 405 1447 4863

10 1710 285 7 95 500 100 551 2002 7721 1530 270 7 90 451 95 500 1807 6670

with a central site

NRF��� '� = 5�2� − 1��'− 2�

Nag��� '� = �'− 1��10�2 + 5� + 1�

N���� '� = 20�2 + 2 + 10��'− 1�

N���'� = 20
3
�3 + 10�2 + 16

3
� + 1+Nag��� '�

and for pentadecahedra without a central site

NRF��� '� = 10�� − 1��'− 2�

Nag��� '� = �'− 1��10�2 − 5� + 1�

N���� '� = 20�2 − 20� + 7+ 5�2� − 1��'− 1�

N���'� = 20
3
�3 + �

3
+Nag��� '�&

3.4. Modified Decahedra

In a certain decahedron, with or without a central site,
the number of sites per edge increases in 2 sites per shell
increased. For example, in the decahedron of 287 sites of

Figure 27. Pentadecahedron of 2766 atoms of order 65, obtained from
a decahedron without a central site of order 6 with 5 layers in the waist,
which means adding 4 SEC-type layers to the original decahedron.

order 3 with a central site, Figure 28(a), in the surface shell
there are 5 sites in each edge, and in the one of order 4,
there are 609 sites, Figure 28(b), there are 7 sites per edge.
The decahedron modification can be done in two ways: (1)
as channels at the surface, and (2) as surface reconstruc-
tion. Besides, modified and developed decahedra can be
obtained, adding SEC-type layers in order to widen the waist
of the modified decahedra.

3.4.1. Decahedra with Additional Faceting
(Channels at Twin Boundaries)

When suppressing surface sites from the edges converging
in the poles (EP sites) and from all of the vertexes in a deca-
hedron, a one-channel decahedron is obtained, for example,
from the decahedron of 609 sites of order 4 with a cen-
tral site [Fig. 28(b)], a decahedron of 532 sites is obtained
with one channel convergent to the pole, Figure 29(a), elim-
inating 77 sites. These result in a polyhedron formed by a
decahedron of order 3 with triangular faces covered with
sites corresponding to the decahedron of order 4, in a way
that some surface sites that were T type are now type E.
If, now, the following edges (which were type T sites) are
eliminated from the surface, a triple-channel decahedron of
412 sites is obtained, 120 sites were eliminated [Fig. 29(b)].
It can be continued in this way until the desired number
of channels is reached. The construction of the first chan-
nel, eliminating vertexes and EP edges from the surface,
in other words, remains with a coordination lower than
12, which implies that there are free bonds. Type VP sites
from the internal decahedron have two free bonds, sites VE
have three and sites EP have four. So, surface sites are not
only the difference between surface sites and the ones that

Table 20. Coordination or number of first neighbors (NN), of the dif-
ferent types of sites in the pentadecahedra with sites in shells in exter-
nal, the same and internal layers.

Crust T EE EP EV RF VE VP

externa 3 6 4 6 4 8 6
la misma 6 6 6 4 4 4 5
interna 3 0 2 2 4 0 1
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Table 21. Geometric characteristics for pentadecahedra with and with-
out a central site, obtained from the corresponding decahedron of
order �.

With a central site Without a central site
� ' NAV NRF Nag N� N NRF Nag N� N

1 1 0 0 0 22 23 0 0 7 7
2 0 0 16 32 39 0 6 12 13

2 1 0 0 0 82 105 0 0 47 54
2 0 0 51 102 156 0 31 62 85
3 5 15 102 122 207 10 62 77 116

3 1 0 0 0 182 287 0 0 127 181
2 0 0 106 212 393 0 76 152 257
3 5 25 212 242 499 20 142 177 333

4 1 0 0 0 322 609 0 0 247 428
2 0 0 181 362 790 0 141 282 569
4 10 70 543 442 1152 60 423 352 851

5 1 0 0 0 502 1111 0 0 407 835
2 0 0 276 552 1387 0 226 452 1061
3 5 45 552 602 1663 40 452 497 1287
5 15 135 1104 702 2215 120 904 587 1739

Note: ' is the number of equatorial layers in the cluster. Number of sites AV ,
NAV , R sites NR, of sites added Nag, surface site N� , and of total sites N in the
cluster of order �'. Notice that, for ' = 1, values of Table 1 are obtained. Even
when ' can have any value higher than zero, here only some values are presented.

were eliminated, but the interior decahedron sites are added
which have a coordination lower than 12.

Table 22, lists the geometric characteristics for the deca-
hedra, with and without a central site, modified with surface
channels. � is the original cluster order. The only character-
istics presented are for an n = 1, a single channel and 2, a
triple channel. Eliminating the sites for the channel in the
decahedron affects the number of sites SE and EC of the
original decahedron. Table 22 lists the number of sites that
are eliminated Nel, the number of sites SE and EC, per shell
and in total, and the number of sites at the surface and in
total in the final cluster. The number of sites SE and EC
is needed in order to generate the decahedra with channels
and developed, as was done for the pentadecahedron.

From Table 22 are deduced the analytic expressions for
the number of sites eliminated in a decahedron in order to
obtain the decahedron with channels, the number of SE and
EC sites, and the number of sites in the surface and the
number of total sites in the cluster, which are presented next

(a) (b)

Figure 28. (a) Decahedron of 287 sites, of order 3, with a central
site,(b) Decahedron of 609 sites, of order 4, with a central site.

(a) (b)

Figure 29. Decahedron of 609 sites of order 4 and (a) a single channel,
and (b) a triple channel per edge converging to the pole, of 532 sites
and 412 sites, respectively.

for the decahedron with a central site and a simple channel:

Nel��� = 20� − 3� NSE��� = 10�� − 1�

NtSE
��� = 5�2 − 5� NEC��� = 10� − 5

NtEC
��� = 5��� + 1�− 4� N���� = 20�2 − 18

N��� = 20
3
�3 + 10�2 − 44

3
� + 4

for the decahedron with a central site and a triple channel:

Nel��� = 60� − 43� NSE��� = 10� − 20

NtSE
��� = 5�2 − 15� NEC��� = 10� − 15

NtEC
��� = 5��� + 1�− 14� N���� = 20�2 − 58

N��� = 20
3
�3 + 10�2 − 164

3
� + 44

and for the decahedron without a central site and a simple
channel:

Nel��� = 20� − 13� NSE��� = 10� − 15

NtSE
��� = 5��� − 1�− 4� NEC��� = 10�� − 1�

N tEC��� = 5�2 − 5� N���� = 20�2 − 20� − 13

N��� = 20
3
�3 − 59

3
� + 13

for the decahedron without a central site and a triple
channel,

Nel��� = 60� − 73� NSE��� = 10� − 25

NtSE
��� = 5��� − 1�− 14� NEC��� = 10� − 20

NtEC
��� = 5�2 − 15� N���� = 20�2 − 20� − 53

N��� = 20
3
�3 − 179

3
� + 73&

In the same way used to generate the pentadecahedra, by
modifying the decahedra, the new type of decahedra can be
obtained, (Fig. 30). In order to do this, a layer of type SEC
is added for each layer desired to increase the waist of the
decahedron with channels. Table 22 lists the number of sites
SE and EC, which are used to construct Table 23 for the
decahedra with channels and developed.



256 Crystallography and Shape of Nanoparticles and Clusters

Table 22. Geometric characteristics of decahedra with and without a central site, modified with surface
channels.

With a central site Without a central site
� n Nel NSE NtSE

NEC NtEC
N� N Nel NSE NtSE

NEC NtEC
N� N

2 1 37 10 15 15 26 62 68 27 5 6 10 15 27 27

3 1 57 20 40 25 56 162 230 47 15 26 20 40 107 134
2 137 10 30 15 46 122 150 107 5 16 10 30 67 74

4 1 77 30 75 35 96 302 532 67 25 56 30 75 227 361
2 197 20 65 25 86 262 412 167 15 46 20 65 187 261

5 1 97 40 120 45 146 482 1014 87 35 96 40 120 387 748
2 257 30 110 35 136 442 854 227 25 86 30 110 347 608

Note: � is the cluster order. Here are presented only the characteristics for a single channel, n = 1, and a triple
channel, n = 2. The number of eliminated sites Nel, the number of sites SE and EC per shell, and the number of sites
in the surface and in total in the final cluster are listed.

When adding layers to widen the waist, the number of
sites EE and VE is duplicated with respect to the original
polyhedron, and different type EV and RF sites are gener-
ated, as happened with pentadecahedra, and the number of
sites is given by

NEV ��� '� = 10�'− 2�

while the number of sites RF, the number of sites added
Nag, of which N�ag

are added to the surface for ' equato-
rial layers for the polyhedron with central site and a single
channel is:

NRF��� '� = 5�2� − 3��'− 2�

Nag��� '� = �'− 1��10�2 + 5� − 9�

N�ag
��� '� = �'− 1��10� − 5�

with a central site and a triple channel

NRF��� '� = 5�2� − 5��'− 2�

Nag��� '� = �'− 1��10�2 + 5� − 39�

N�ag
��� '� = �'− 1��10� − 15�

without central site and a single channel

NRF��� '� = 10�� − 2��'− 2�

(a) (b)

Figure 30. Decahedron of order 4 of 609 sites with a central site, with
(a) one single channel, and (b) with a triple channel per edge converg-
ing to the pole, with three layers in the waist, of 874 sites and 714 sites,
respectively.

Nag��� '� = �'− 1��10�2 − 5� − 9�

N�ag
��� '� = �'− 1�10�� − 1��

with central site and a triple channel

NRF��� '� = 5�2� − 3��'− 2�

Nag��� '� = �'− 1��10�2 − 5� − 39�

N�ag
��� '� = �'− 1��10� − 20�&

3.4.2. Modified Decahedra
with Surface Reconstruction

Surface reconstruction of a decahedron is obtained if each
triangular face of the decahedron proceeds as follows: a tri-
angular face is obtained exactly as the one from the original
decahedron; it is transported outwards to the same distance
as the one between parallel triangular faces, 0&7953dNN ,
which is the height of a tetrahedron with a base of 1&05dNN
from one side and the other sides of 1&0dNN , then in a par-
allel way is shifted to the waist to a distance of 0&606dNN ,
which is 2/3 of the height of the equilateral triangle of
1&05dNN from one side, until the generated sites coincide
with the triangle centers of the original triangular face, and
finally, the complete edge of the waist is eliminated. Here-
after these polyhedra are called mrdec (Montejano’s recon-
structed decahedron) [33]. Figure 31 shows an example of
a decahedron of 287 sites of order 3, to which 21 sites are
added per face, this is 210 sites in total, for a mrdec of 497
sites. It should be noted that it seems that a decahedron with
a surface channel is obtained, although the sites which seem
to form the channel are at a distance of 1&13dNN , while in a
decahedron with a simple channel they are at 1&63dNN . This
is why, in this modification, a long bond is considered, and
the EP sites of the interior decahedron do not form part of
the surface. In fact, the surface of the resulting polyhedron
is formed by the added sites and the sites VE, VP, and EE of
the internal decahedron, which are those which also can be
considered as surface because they remain with free bonds.

It should be noted that the planes above the equator and
the sites in the plane of the equator of the original decahe-
dron are not modified. The characteristics of these polyhe-
dra are presented in Table 24. � is the original cluster order,
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Table 23. Geometric characteristics for the decahedra with and without a central site, modified with surface channels and with added layers in the
waist.

With a central site Without a central site
A single channel A triple channel A single channel A triple channel

� ' NEV NRF Nag N� N NRF Nag N� N NRF Nag N� N NRF Nag N� N

2 1 0 0 0 62 68 — — — — 0 0 27 27 — — — —
2 0 0 41 77 109 — — — — 0 21 37 48 — — — —
3 10 5 82 92 150 — — — — 10 42 47 69 — — — —

3 1 0 0 0 162 230 0 0 122 150 0 0 107 134 0 0 67 74
2 0 0 96 187 326 0 66 137 216 0 66 127 200 0 36 77 110
3 10 15 192 212 422 5 132 152 282 20 132 147 266 15 72 87 146

4 1 0 0 0 302 532 0 0 262 412 0 0 227 361 0 0 187 261
2 0 0 171 337 703 0 141 287 553 0 131 257 492 0 101 207 362
4 20 50 513 407 1045 30 423 337 835 60 393 317 754 50 303 247 564

5 1 0 0 0 482 1014 0 0 442 854 0 0 387 748 0 0 347 608
2 0 0 266 527 1280 0 236 477 1090 0 216 427 964 0 186 377 794
3 10 35 532 572 1546 25 472 512 1326 40 432 467 1180 35 372 407 980
5 30 105 1064 662 2078 75 944 582 1798 120 864 547 1612 105 744 467 1352

Note: � is the cluster order, ' is the number of equatorial layers added. Only the characteristics for a single channel, n = 1, and a triple channel, n = 2 are presented.
Notice that for ' = 1 Table 22 values are obtained. Although ' can take any value higher than zero, here are only presented some values.

Nag is the number of sites added, N� is the number of sites
in the surface, and N is the total number of sites in the
cluster.

From Table 24, it is possible to obtain the analytic expres-
sions as a function of the order of the original cluster for the
different characteristics listed here, and they are presented
next for the polyhedron with a central site:

Nag��� = 20�2 + 10�

N���� = 20�2 + 20� + 2

N��� = 20
3
�3 + 30�2 + 46

3
� + 1�

and without a central site

Nag��� = 20�2 − 10�

N���� = 20�2 − 3

N��� = 20
3
�3 + 20�2 − 29

3
�&

Figure 31. Decahedron of order 4 with 609 sites and with a central site,
with 360 sites aggregated for a mrdec of 969 sites.

Alternatively, it is possible to generate the decahedra
with surface reconstruction and developed. For this, sim-
ply add one SEC-type layer for each layer wanted to
increase the waist of the decahedron with surface recon-
struction, Figure 32. Table 19 presents the sites of type
SE and EC of the original decahedron, used to construct
Table 25 for the decahedra with surface reconstruction and
developed.

When adding the layers to widen the waist of the sites
EE and VE of the original decahedron, they duplicate and
generate the sites of type EV and RF, as occurred with the
pentadecahedra, and the number of sites is the same. The
number of added sites Nag from which N�ag

are added to
the surface for ' equatorial layers for the polyhedron with
a central site is

Nag��� '� = �'− 1�10�2 + 5� + 1�

N�ag
��� '� = �'− 1��10���

and without central site

Nag��� '� = �'− 1�10�2 − 5� + 1��

N�ag
��� '� = �'− 1�5�2� − 1��&

Table 24. Geometric characteristics for the mrdec, decahedra with and
without a central site, modified with surface reconstruction.

With a central site Without a central site
� Nag N� N Nag N� N

2 100 122 205 60 77 114
3 210 242 497 150 177 331
4 360 402 969 280 317 708
5 550 602 1661 450 497 1285

Note: � is the cluster order. The number of added sites Nag, of surface sites
N� , and the total number of sites N in the cluster are listed.
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Figure 32. mrdec decahedron with a central site of order 4 (609 sites),
with surface reconstruction (969 sites) and three equatorial layers (two
layers SEC of 181 sites each one) for a total of 1331 sites in the
polyhedron.

3.5. Truncated Decahedra (Marks Decahedra)

These result from the adequate elimination of some sites of
a certain decahedron. The resulting geometry is a figure of
22 vertexes (of three types), 40 edges (of 4 types, 15 from
the original decahedron, but shorter, and 25 which are gen-
erated by elimination of the adequate sites), 10 pentagonal
faces (triangular faces from the original decahedron are con-
verted to irregular pentagons), and 10 equilateral triangular
faces (at the equator and joint by pairs) (Fig. 33).

The adequate elimination of sites is equivalent to elim-
inating the end sites of the edges which converge in the
vertexes of the equator of the corresponding decahedron.
Notice that in, each elimination, the equatorial edges lose
two sites, while the edges which converge also toward the
poles only lose one; this causes edges converging to the poles
to be larger than the equatorial ones, but shorter then the
ones from the original decahedron.

Table 25. Geometric characteristics for the mrdec, decahedra with and
without a central site, modified with surface reconstruction and added
layers in the waist.

With a central site Without a central site
� ' NEV NRF Nag N� N NRF Nag N� N

2 1 0 0 0 122 205 0 0 77 114
2 0 0 51 142 256 0 31 92 145
3 5 15 102 162 307 10 62 107 176

3 1 0 0 0 242 497 0 0 177 331
2 0 0 106 272 603 0 76 202 407
3 5 25 212 302 709 20 152 227 483

4 1 0 0 0 402 969 0 0 317 708
2 0 0 181 442 1150 0 141 352 849
4 10 70 543 522 1512 60 423 422 1131

5 1 0 0 0 602 1661 0 0 497 1285
2 0 0 276 652 1937 0 226 542 1511
3 5 45 552 702 2213 40 452 587 1737
5 15 135 1104 802 2765 120 904 677 2189

Note: � is the cluster order, ' is the number of equatorial layers in the polyhe-
dron. Notice that, for ' = 1, Table 24 values are obtained. Although ' can take
any value higher than zero, here are presented only some values.

Figure 33. Truncated decahedron of 1372 sites of order 63, without a
central site.

In the first step, n = 1, the equator vertexes from the
equator of the exterior shell are eliminated, the last shell, 5
sites. In the second step, n = 2, two sites per equatorial edge
are eliminated, and one of the rest of the edges, 20 sites of
the previous stage are converted into 25. In the third step,
n = 3, the step of the edges of the last shell is repeated, 20
sites, plus two sites of each triangular face, 20 sites, besides,
in one shell before the last, the interior decahedron, the
equator vertexes are eliminated, 5 more sites are needed in
order to obtain 40 sites to be eliminated in this step, and
there is a complete total of 70 eliminated sites in three steps.
And so on, for n < � because NEE = 5�2�− 1�= 5�2�− 2��
for decahedra with [without] a central site, for � = n − 1,
there are only 3 [2] sites EE, see Table 26.

Table 26 lists the truncated decahedra, resulting from dec-
ahedra with and without a central site, respectively. The
order of the truncated decahedron consists of two numbers
corresponding to the first and second columns of Table 26,
the first column is the order of the decahedron generated
�, and the second column is the number of steps n needed
to eliminate the adequate sites, or is half of the sites elim-
inated from each edge at the equator: n = 1 means that
only the vertexes at the equator are eliminated, the first step
in the elimination process. The third column lists the total
number of sites eliminated from the original decahedron to
obtain the truncated decahedron of order �n, N�−�, in the
fourth [eighth], the number of sites per equatorial site EE
remaining in the originals are presented (taking into account
that in these sites are included the two new vertexes VE)
per edge, for the polyhedron with a central site [without a
central site] (for n = 1 is the number of sites in edges in
the original decahedron); finally, the fifth, sixth, and seventh
columns [ninth, tenth, and eleventh] present the number of
sites SE and EC and the total in the resulting truncated
decahedron with a central site [without a central site]. For
example, the truncated decahedron without a central site of
order 63, Figure 33, is generated from the decahedron with
a central site of order 6 (1442 sites, 10 sites per edge, 151
sites SE and 180 sites EC), and eliminating the 5 sites VE,
4 sites EE of each one of the equatorial edges of the sur-
face, 2 sites EP from each edge toward the poles and the 5
VE sites from the immediate interior shell, so the truncated
decahedron of order 63 has 6 sites per equatorial edge, 70
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Table 26. Geometric characteristics for the truncated decahedra, con-
structed from a certain decahedra of order �, with and without a central
site.

Order With a central site Without a central site
� n N�−� NEE NtSE

NtEC
N NEE NtSE

NtEC
N

1 1 5 1 5 6 18 — — — —

2 1 5 3 20 26 100 2 11 15 49

3 1 5 5 45 56 282 4 31 40 176
2 25 3 40 46 262 2 26 30 156

4 1 5 7 80 96 604 6 61 75 423
2 25 5 75 86 584 4 56 65 403
3 70 3 65 71 539 2 46 50 358

5 1 5 9 125 146 1106 8 101 120 830
2 25 7 120 136 1086 6 96 110 810
3 70 5 110 121 1041 4 86 95 765
4 150 3 95 101 961 2 71 75 685

6 1 5 11 180 206 1828 10 151 175 1437
2 25 9 175 196 1808 8 146 165 1417
3 70 7 165 181 1763 6 136 150 1372
4 150 5 150 161 1683 4 121 130 1292
5 275 3 130 136 1558 2 101 105 1167

Note: n is the half of sites eliminated from each equator edge.

sites are eliminated, and it has a total of 136 sites SE, 150
sites EC and, 1372 in total.

The number of eliminated sites, the third column of Table
26, is the same for the two polyhedra, with and without a
central site, and depends only on the number of steps n
given and is obtained by

N�−��n� =
5
6
n�n+ 1��2n+ 1�&

Expressions for the number of sites SE, sites EC, and in
total for the truncated decahedra with a central site

NtSE
��� n� = 5�2 − 5

2
n�n− 1�

NtEC
��� n� = 5��� + 1�+ 1− 5

2
n�n+ 1�

N��� n� = 20
3
�3 + 10�2 + 16

3
� + 1−N�−��n�

and for the truncated decahedra without a central site

NtSE
��� n� = 5��� − 1�+ 1− 5

2
n�n− 1�

NtEC
��� n� = 5�2 − 5

2
n�n+ 1�

N��� n� = 20
3
�3 + �

3
−N�−��n�&

The truncated decahedron is a polyhedron formed by 22
vertexes, joined by 22 vertexes, attached by 40 edges, form-
ing 10 pentagonal faces and 10 triangular. Vertexes are of
three types: VP, VE, and V ′; VP (2 vertexes), and are the
same as in the original decahedron, VE and V ′ (10 vertexes
each) result by pairs from elimination of the original VE
and from elimination of sites from EE and EP; sites V ′ are

found to be the end of the edges that converge toward the
poles, that is, the edges EP join sites VP and V ′. Edges
are of 4 types: the original EP edges (10 edges) and EE (5
edges), but the shorter ET (20 edges) and EV ′ (5 edges)
which make up the triangular faces TF (10 faces) formed
upon elimination of the equatorial sites, the edges EV ′ join
the vertexes V ′ by pairs, and the edges ET join sites VE and
V ′. So, any truncated decahedron will have vertex sites of
type VP, VE, V ′, edges type EP, EE, ET , EV ′, and faces type
TF and pentagonal face PF. The number of VP sites is 2,
of V′ is 10, and of VE is also 10. The number of remaining
sites is variable, and is listed in Table 27 for the truncated
decahedra with and without a central site. The number of
surface sites is also listed as well as the total sites of the
polyhedron. Columns 1 and 2 correspond to the order of
the cluster � and n respectively. Columns 3–8 [11–16] cor-
respond to sites EP, NEP , EE, NEE, ET , NET , EV

′, NEV ′ , PF,
NPF , and TF, NTF , respectively, and the two last columns to
the surface sites N� and the total of sites N for truncated
decahedra with [without] a central site.

From Table 27 it is possible to deduct the analytic expres-
sions for the number of sites of the different types of sites
as a function of the order of the truncated decahedron, the
resulting expressions, common for the polyhedra with and
without a central site, but depending on the number of steps
made for the elimination of the sites, are NET , NEV ′ , and
NTF

NET�n� = 20�n− 1�

NEV ′�n� = 5�n− 1�

NTF�n� = 5�n− 2��n− 1�&

The expressions for the other types of sites are as follows
for the one with a central site:

NEP��� n� = 10�2� − 1�− 10n

NEE��� n� = 5�2� − 1�− 10n

NPF��� n� = 10�2� − 1��� − 1�− 10n�n− 1�

N���� n� = 20�2 − 5n2 + 2

and without a central site:

NEP = 20�� − 1�− 10n

NEE = 10�� − 1�− 10n

NPF = 10�2� − 3��� − 1�− 10n�n− 1�

N� = 20�2 − 20� − 5n2 + 7&

3.5.1. Developed Truncated Decahedra
The same method used to generate pentadecahedra is used
here. Intermediate layers can be added to the truncated dec-
ahedra in order to obtain polyhedra with 15 lateral faces, 5
rectangular, and 10 trapezoidal (before triangular) (Fig. 34).
This means that a layer of SEC type is added per each
layer wanted to widen the polyhedron, so the polyhedron
of Figure 34 has 4 equatorial layers; this means that 3 SEC
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Table 27. Geometric characteristics for the truncated decahedra with and without a central site. The number
of surface sites for each type of site, the number of total surface sites, and in the polyhedron are listed.

With a central site Without a central site
� n NET NEV ′ NTF NEP NEE NPF N� N NEP NEE NPF N� N

2 1 0 0 0 20 5 30 77 100 10 0 10 42 49

3 1 0 0 0 40 15 100 177 282 30 10 60 122 176
2 20 5 0 30 5 80 162 262 20 0 40 107 156

4 1 0 0 0 60 25 210 317 604 50 20 150 242 423
2 20 5 0 50 15 190 302 584 40 10 130 227 403
3 40 10 10 40 5 150 277 539 30 0 90 202 358

5 1 0 0 0 80 35 360 497 1106 70 30 280 402 830
2 20 5 0 70 25 340 482 1086 60 20 260 387 810
3 40 10 10 60 15 300 457 1041 50 10 220 362 765
4 60 15 30 50 5 240 422 961 40 0 160 327 685

layers were added. So, in a developed truncated decahe-
dron, there will be the same sites as in one without develop-
ment, except for the TF sites, triangular face, which convert
into sites TR trapezoidal face, and the sites generated when
adding the SEC layers, sites in the rectangular faces RF and
in the vertical edges EV , joining the VE sites which are
duplicated. The number of sites that will be added depends
on the number of equatorial layers that the polyhedron will
have, NtSE

+ NtEC
sites from the original truncated decahe-

dron are added per each layer to widen them. It is to be
noticed that, in this case, the SE sites corresponding to EV ′

and ET sites will be added to the surface also, that is, they
will not remain internal, along with the EC sites. Table 28
lists the number of sites of the different types of sites in the
truncated decahedron with and without a central site and
developed.

When adding SEC layers to grow the truncated deca-
hedron, the number of sites VP, EP, ET , V ′, and PF are
not modified, while the number of sites VE, and EE are
duplicated, sites EV ′ increase and sites TF are converted to
TR and they increase with respect to the original truncated
decahedron. Sites RF and EV appear. From Table 28 it is
possible to obtain the analytic expressions for the different
number of sites in the developed truncated decahedron. The
number of sites EV ′, EV , and TR is common for the two

Figure 34. Truncated decahedron without a central site of order 63 with
four equatorial layers, for a total of 2230 sites.

polyhedra with and without a central site, that is, they only
depend on n and ', and their analytic expression is the fol-
lowing:

NEV ′�'� n� = 5�n+ '− 2�

NEV �'� = 10�'− 2�

NTR�'� n� = 5�n− 1��n+ 2'− 4��

and the expressions for the other types of sites, for the one
with a central site,

NRF��� '� n� = 5�2� − 2n− 1��'− 2�

Nag��� '� n� = �'− 1�5��2� + 1�+ 1− 5n2�

N���� '� n� = 10��2� + '− 1�− 5n2 + 2

and without a central site

NRF��� '� n� = 10�� − n− 1��'− 2�

Nag��� '� n� = �'− 1�5��2� − 1�+ 1− 5n2�

N���� '� n� = 10��2� + '− 3�− 5n2 − 5'+ 12&

the total number of sites is equal to the total number of sites
in the original decahedron plus the Nag sites.

3.6. Star-Type Decahedra

If the method to obtain a truncated decahedron is applied
to a decahedron without a central site, which has an odd
number of edges, it could be possible to eliminate all of
the sites from the equatorial edges, except one, obtaining
the star-type decahedron, named after the shape it repre-
sents (Fig. 35). For this decahedron, the equator edges from
the original decahedron are practically eliminated, with one
site remaining which converts to a vertex. The edges toward
the poles are reduced to a half. The resulting figure has 17
vertexes, 30 edges, 10 rhombohedral-shaped faces, and 10
lateral triangular faces (over the equator and joint in pairs).
The types of sites present are the same as in the truncated
decahedron, although the PF sites, pentagonal faces, change
to R sites, rhombohedral faces. The number of VP sites is
2, of V ′ is 10, and of VE is 5; the number of sites EP, ET ,



Crystallography and Shape of Nanoparticles and Clusters 261

Table 28. Geometric characteristics for the truncated decahedra with and without a central site and developed.

With a central site Without a central site
� n ' NEV ′ NEV NTR NRF Nag N� N NRF Nag N� N

2 1 1 0 0 0 0 0 77 100 0 0 42 49
1 2 5 0 0 0 46 97 146 0 26 57 65

3 1 1 0 0 0 0 0 177 282 0 0 122 176
1 2 5 0 0 0 101 207 383 0 71 147 247
1 3 10 10 0 15 202 237 484 10 142 172 318
2 1 5 0 0 0 0 162 162 0 0 107 156
2 2 10 0 10 0 86 192 248 0 56 132 212
2 3 15 10 20 5 172 222 334 0 112 157 268

4 1 1 0 0 0 0 0 317 604 0 0 242 423
1 2 5 0 0 0 176 357 780 0 136 277 559
1 3 10 10 0 25 352 397 956 20 272 312 695
1 4 15 20 0 50 528 437 1132 40 408 347 831
2 1 5 0 0 0 0 302 584 0 0 227 403
2 2 10 0 10 0 161 342 745 0 121 262 524
2 3 15 10 20 15 322 382 906 10 242 297 645
2 4 20 20 30 30 483 422 1067 20 363 332 766
3 1 10 0 10 0 0 277 539 0 0 202 358
3 2 15 0 30 0 136 317 675 0 96 237 454
3 3 20 10 50 5 272 357 811 0 192 272 550
3 4 25 20 70 10 408 397 947 0 288 307 646

Note: �n is the cluster order, ' is the number of equatorial layers in the polyhedra. Notice that, for ' = 1, Table 27 values
are obtained. Although ' can take any value higher than zero, here are only presented some values.

and EV ′ per edge is the same, not the number of edges of
each type.

Table 29 describes the geometric characteristics of the
star-type decahedra, notice that they correspond to the trun-
cated decahedron with a central site with ' = � (only one
site remanins in the equatorial edges).

From Table 29 it is possible to obtain the analytic expres-
sions for the star-type decahedra, and they are presented
next:

NEP��� = 10�� − 1�� NR��� = 10�� − 1�2

NET��� = 20�� − 1�� NTF��� = 5�� − 2��� − 1��

NEV ′��� = 5�� − 1�� N�−���� =
5
6
��� + 1��2� + 1�

NtSE
��� = 5

2
��� + 1�� NtEC

��� = 5
2
��� + 1�+ 1

N���� = 15�2 + 2� N��� = 5�3 + 15
2
�2 + 9

2
� + 1&

Figure 35. Star-type decahedron of order 4.

To these decahedra, it is possible to add intermediate
layers. The resulting figure has 10 trapezoidal lateral faces
(which were triangular), and besides the 10 rhombohedral,
5 edges more, (Fig. 36). When adding layers of type SEC,
the number of sites VP, EP, ET , V ′, and RF, are not mod-
ified, while the number of sites EE and VE are duplicated;
the number of sites EV ′ increases and the TF sites, triangu-
lar face, change to TR, trapezoidal face. Besides, sites EV
appear. Table 30 lists the geometric characteristics of these
polyhedra. Analytical expressions for the number of sites for
the modified sites are presented next:

NEV ′��� '� = 5�� + '− 2�

NTR��� '� = 5�� − 1��� + 2'− 4�

NEV �'� = 5�'− 2�

Nag��� '� = �'− 1�5��� + 1�+ 1�

Table 29. Geometric characteristics for the star-type decahedra.

� NEP NR NET NTF NEV ′ N�−� NtSE
NtEC

N� N

1 0 0 0 0 0 5 5 6 17 18
2 10 10 20 0 5 25 15 16 62 80
3 20 40 40 10 10 70 30 31 137 217
4 30 90 60 30 15 150 50 51 242 459
5 40 160 80 60 20 275 75 76 377 836
6 50 250 100 100 25 455 105 106 542 1378
7 60 360 120 150 30 700 140 141 737 2115
8 70 490 140 210 35 1020 180 181 962 3077
9 80 640 160 280 40 1425 225 226 1217 4294
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Figure 36. Star-type decahedron of order 4 and three equatorial layers
added, with 661 sites.
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the total number of sites is equal to the total number of sites
in the original star-type decahedron plus the Nag sites.

Table 30. Geometric characteristics for the star-type decahedra.

� ' NEV ′ NTR NEV Nag NtSE
NtEC

N� N

1 1 0 0 0 0 5 6 17 18
2 1 5 0 0 0 15 16 62 80
2 2 10 10 0 31 16 15 82 111
3 1 10 10 0 0 30 31 137 217
3 2 15 30 0 61 31 30 167 278
3 3 20 50 5 122 30 31 197 339
4 1 15 30 0 0 50 51 242 459
4 2 20 60 0 101 51 50 282 560
4 3 25 90 5 202 50 51 322 661
4 4 30 120 10 303 51 50 362 762
5 1 20 60 0 0 75 76 377 836
5 2 25 100 0 151 76 75 427 987
5 3 30 140 5 302 75 76 477 1138
5 4 35 180 10 453 76 75 527 1289
5 5 40 220 15 604 75 76 577 1440
6 1 25 100 0 0 105 106 542 1378
6 2 30 150 0 211 106 105 602 1589
6 3 35 200 5 422 105 106 662 1800
6 4 40 250 10 633 106 105 722 2011
6 5 45 300 15 844 105 106 782 2222
6 6 50 350 20 1055 106 105 842 2433

3.7. Additional Truncations
in Decahedra

Just as in the decahedra, it is possible to add or eliminate
sites to obtain modified structures of all of the types of dec-
ahedra previously described to obtain new structures. This
is achieved by eliminating the sites on the edges which con-
verge to a pole in a truncated decahedron, for example, the
one of order 74 without a central site with 2139 sites, a trun-
cated decahedron with one channel per edge converging to
a pole is obtained, Figure 37(a), of 2032 sites, having an
elimination of 107 sites, sites EP, VP, EV , and V ′. If only
the sites EP, VP, and V ′ are eliminated, Figure 38(a), a
polyhedron of 2047 sites is obtained. If, now, the following
edges are eliminated, the result is a truncated decahedron
with a triple channel of 1822 sites, 210 sites were eliminated
[Fig. 37(b)], and also, it is possible to eliminate only the sites
at edges without eliminating the EV sites [Fig. 38(b)]. This
process can continue until obtaining the desired number of
channels.

Elimination of only the EP, VP, and V ′ sites does not
affect the number of SE and EC sites from the original
polyhedron, listed in Table 26, while upon elimination of
the sites EV they do modify. Table 31 lists the geometric
characteristics of some truncated decahedra with and with-
out a central site and the resulting ones with single and
triple channels when sites EP, VP, EV , and V ′ are elimi-
nated. For the case when sites EP, VP, and V ′ are elim-
inated the geometric characteristics are listed in Table 32.

(a) (a′)

(b) (b′)

Figure 37. Truncated decahedron without a central site of order 74 with
(a) one single channel and 2032 sites, and (b) a triple channel and 1822
sites, eliminating AP , VP, AV , and V ′ sites. [(a′) and (b′) are lateral
views of superior (a) and (b) views, respectively].
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(a) (a′)

(b) (b′)

Figure 38. Truncated decahedron without central site of order 74 with
(a) one single channel and 2047 sites, and (b) a triple channel and 1857
sites, eliminating AP , VP, and V ′ sites. [(a′) and (b′) are lateral views
of superior (a) and (b) views, respectively).

In both Tables the number of eliminated sites and the total
number of sites in the cluster are enumerated. Besides that
in Table 31 the total number of sites SE and EC are also
enumerated.

From Tables 31 and 32, in both cases it is possible to
obtain the analytical expressions for the total number of sites
eliminated from these clusters. When sites EP, VP, EV and
V’ are eliminated from a truncated decahedron with a cen-
tral site and a simple channel

Nel��� n� = 20� − 5n− 3�

Table 31. Geometric characteristics for the truncated decahedra with and without a central site modified with a single and a triple channel,
eliminating EP, VP, EV , and V ′ sites.

With a central site Without a central site
Order A single channel A triple channel A single channel A triple channel

� n Nel NtSE
NtEC

N Nel NtSE
NtEC

N Nel NtSE
NtEC

N Nel NtSE
NtEC

N

2 1 32 15 26 68 30 15 16 38 22 6 15 27 10 6 5 17
3 1 52 40 56 230 70 40 46 160 42 26 40 134 50 26 30 84

2 47 40 41 215 70 30 41 145 37 26 25 119 50 16 25 69
4 1 72 75 96 532 110 75 86 422 62 56 75 361 90 56 65 271

2 67 75 81 517 110 65 81 407 57 56 60 346 90 46 60 256
3 62 60 71 477 110 60 61 367 52 41 50 306 90 41 40 216

5 1 92 120 146 1014 150 120 136 864 82 96 120 748 130 96 110 618
2 87 120 131 999 150 110 131 849 77 96 105 733 130 86 105 603
3 82 105 121 959 150 105 111 809 72 81 95 693 130 81 85 563
4 77 95 96 884 150 85 96 734 67 71 70 618 130 61 70 488

for a triple channel,

Nel��� = 10�4� − 5��

for a truncated decahedron without a central site and a sim-
ple channel,

Nel��� n� = 20� − 5n− 13�

and for a triple channel,

Nel��� = 10�4� − 7�&

And when only sites EP, VP, and V ′ are eliminated from a
truncated decahedron with a central site and a simple chan-
nel,

Nel��� n� = 20� − 10n+ 2�

for a triple channel,

Nel��� n� = 10�4� − n− 3��

for a truncated decahedron without a central site and a sim-
ple channel,

Nel��� n� = 20� − 10n− 8�

and for a triple channel,

Nel��� n� = 10�4� − n− 5��

Also from Table 31 it is possible to obtain the analyt-
ical expressions for the total number of EC and SE sites
when sites EP, VP, EV , and V ′ are eliminated from a trun-
cated decahedron. It can be notice that the behavior of these
quantities do not depend if the polyhedron has or not a
central site. For the case of a simple channel,

�NtSE
�sc = �NtSE

�Marks −
{
5� n odd
0� n even

�NtEC
�sc = �NtEC

�Marks −
{
0� n odd
5� n even
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Table 32. Geometric characteristics for the truncated decahedra with
and without a central site modified with a single and a triple channel,
eliminating EP, VP, and V ′ sites.

With a central site Without a central site
Channel

Order Single Triple Single Triple
� n Nel N Nel N Nel N Nel N

2 1 32 68 40 28 22 27 20 7
3 1 52 230 80 150 42 134 60 74

2 42 220 70 150 32 124 50 74
4 1 72 532 120 412 62 361 100 261

2 62 522 110 412 52 351 90 261
3 52 487 100 387 42 316 80 236

5 1 92 1014 160 854 82 748 140 608
2 82 1004 150 854 72 738 130 708
3 72 969 140 829 62 703 120 583
4 62 899 130 769 52 633 110 523

and for a triple channel,

�NtSE
�tc = �NtSE

�cs −
{
0� n odd
10� n even

�NtEC
�tc = �NtEC

�cs −
{
10� n odd
0� n even

The total number of sites in the cluster is the total number
of sites in the truncated decahedron minus the eliminated
sites.

With this, it is possible to add the layers type SEC to
obtain truncated decahedra with channels and developed
[Figs. 39(a) and (b)].

Another modification of a truncated decahedron with sur-
face reconstruction, as explained for the decahedron, can be
achieved by shifting the pentagonal face outwards and to the
waist, eliminating then the sites EE, VE, ET , and V ′, which
reflects in adding Nag sites (Fig. 40). Table 33 lists the geo-
metric characteristics of the truncated decahedra modified
by surface reconstruction. From this Table can be deduced
that for the truncated decahedron with a central site the
number of sites added, the number of surface sites and the
total number of sites in the cluster are

Nag��� n� = 102�2 + � − 2 − �n− 1��n+ 2��

N���� n� = 20��� + 1�− 5n�n+ 2�+ 2

(a) (b)

Figure 39. Truncated decahedron without a central site of order 74 with
(a) one single channel, and (b) a triple channel and three layers in the
waist.

Figure 40. Truncated decahedron with surface reconstruction.
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and for the truncated decahedron without a central site

Nag��� n� = 10�2� − 3��� + 1�− �'− 1��'+ 2�+ 1�
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When adding the sites for the surface reconstruction, the
number of sites SE and EC is not affected. So, layers of type
SEC can be added to obtain truncated decahedra with sur-
face reconstruction and developed (Fig. 41). Table 34 lists
the geometric characteristics for the truncated decahedron
with and without a central site modified with surface recon-
struction and with SEC layers added. From this table it is

Table 33. Geometric characteristics for the truncated decahedra with
and without a central site modified with surface reconstruction.

With a central site Without a central site
� n Nag N� N Nag N� N

3 2 150 202 412 90 137 246

4 2 300 362 884 220 277 623
3 240 327 779 160 242 518

5 2 490 562 1576 390 457 1200
3 430 527 1471 330 422 1095
4 350 482 1311 250 377 935

6 2 720 802 2528 600 677 2017
3 660 767 2423 540 642 1912
4 580 722 2263 460 597 1752
5 480 667 2038 360 542 1527

7 2 990 1082 3780 850 937 3114
3 930 1047 3675 790 902 3009
4 850 1002 3515 710 857 2849
5 750 947 3290 610 802 2624
6 630 882 2990 490 737 2324

Note: �n is the cluster order. Number of agreggated sites, Nag, of surface sites,
N� , and of the total of sites, N , in the polyhedron are listed.
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Figure 41. Truncated decahedron with surface reconstruction and with
three SEC layers.

possible obtain expressions for the number of sites aggre-
gated, the number of surface sites and the total number of
sites in the cluster, for polyhedra with a central site they are

Nag���'�n�=�10�2+5�−10n+6��'−1�

N����'�n�=20�2+5n2−10'2+10�−20'+10�'+2

Table 34. Geometric characteristics for the truncated decahedra with
and without a central site modified with surface reconstruction and
developed.

With a central site Without a central site
� n ' Nag N� N Nag N� N

3 2 1 0 233 262 0 177 156
3 2 2 91 234 353 60 142 216
3 2 3 182 235 444 120 87 276
4 2 1 0 393 584 0 317 403
4 2 2 166 404 750 125 292 528
4 2 3 332 415 916 250 247 653
4 2 4 498 426 1082 375 182 778
4 3 1 0 418 539 0 342 358
4 3 2 156 429 695 115 317 473
4 3 3 312 440 851 230 272 588
4 3 4 468 451 1007 345 207 703
5 2 1 0 593 1086 0 497 810
5 2 2 261 614 1347 210 482 1020
5 2 3 522 635 1608 420 447 1230
5 2 4 783 656 1869 630 392 1440
5 2 5 1044 677 2130 840 317 1650
5 3 1 0 618 1041 0 522 765
5 3 2 251 639 1292 200 507 965
5 3 3 502 660 1543 400 472 1165
5 3 4 753 681 1794 600 417 1365
5 3 5 1004 702 2045 800 342 1565
5 4 1 0 653 961 0 557 685
5 4 2 241 674 1202 190 542 875
5 4 3 482 695 1443 380 507 1065
5 4 4 723 716 1684 570 452 1255
5 4 5 964 737 1925 760 377 1445

Note: � is the cluster order. Number of agreggated sites, Nag, of surface sites,
N� , and of the toal of sites, N , in the polyhedron are listed.
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and for polyhedra without a central site

Nag���'�n�=�10�2−5�−10n+5��'−1�

N����'�n�=20�2+5n2−10'2−10�−35'+10�'+22
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6
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3.8. Icosahedra

The icosahedron (ICO) is a geometric figure with a cen-
tral site, 12 vertexes, connected with 30 edges, and formed
by 20 triangular faces; Figure 42 shows a 561 icosahedron.
From this figure, it can be seen that the icosahedron can also
be considered as two pentagonal pyramids with a rotation
of 36� of one with respect to the other, and with interme-
diate layers, to adequately join the vertexes of both pyra-
mids. Each icosahedral cluster presents a certain number of
sites, but distributed in different layers, which are formed
by equivalent sites: sites at the same distance from the ori-
gin, which have the same environment, and the same type
of neighbors. Sites in the ICO are localized in triangular
faces (T ), edges (E), and vertexes (V ). The order-1 ICO is
formed by one central site and one first shell with only one
layer of 12 vertexes. The second-order ICO is formed by
the addition of one shell formed by 42 sites, to complete 55
sites, distributed in two layers: one layer of 30 sites E and a
second layer of 12 sites V . When adding a third shell of 92
sites, the ICO of third order of 147 sites is completed, the
added sites are distributed in three layers: one of 20 sites
T , one more of 60 sites E and the third of 12 sites V . And
successively, complete shells are added, forming clusters of
order �.

The geometric characteristics of the ICO are listed in
Table 35, to clusters of order 10. The first column lists the
order of the cluster �. The following columns list the num-
ber of sites in each type of sites in the cluster. Next, is the
number of sites of each site or the layers of each type of
site. Finally, the number of sites in the shell and in the total

Figure 42. Icosahedron of order 5 with 561 atoms.
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Table 35. Geometric characteristics for icosahedra.

� NT NE NV RT RE RV N�
shell NT

shell N� N

1 0 0 12 0 0 1 1 1 12 13
2 0 30 12 0 1 1 2 3 42 55
3 20 60 12 1 1 1 3 6 92 147
4 60 90 12 1 2 1 4 10 162 309
5 120 120 12 2 2 1 5 15 252 561
6 200 150 12 3 3 1 7 22 362 923
7 300 180 12 4 3 1 8 30 492 1415
8 420 210 12 5 4 1 10 40 642 2057
9 560 240 12 7 4 1 12 52 812 2869
10 720 270 12 8 5 1 14 66 1002 3871

of sites in the cluster is given. From this table, it is possible
to obtain the dependence on the cluster order � from the
total number of sites N , on the number of surface sites N� ,
the number of sites T NT and of sites E NE, as well as the
number of layers of sites T RT , and sites E RE , which are
expressed as

N��� = 10
3
�3 + 5�2 + 11

3
� + 1� N���� = 10�2 + 2

NT ��� = 10�� − 1��� − 2�� NE��� = 30�� − 1�

Rm
T ��� =





m/2∑
"=1

�3"+ a�+
�m/2�−1∑
"=1

3"# m even
{
� = 3m+ a#

a = −1� 0� 1#

1+ a

1+ �a� +
�m−1�/2∑
"=1

�6"+ a�# m odd�

RE��� =
{
�/2# � even�
� − 1/2# � odd&

3.9. Decmon-Type Polyhedra

In contrast with previous polyhedra, decmon polyhedra are
based on a decmon-type pyramid, which is constituted by 16
vertexes joined by 30 edges which form 15 faces: 5 rectan-
gular type (100) and 10 triangular of type (111), 5 of which
are equilateral and 5 isosceles; Figure 43. The 5 equilateral
triangular faces (TE) have m edge sites per side, and each

Figure 43. Decmon type pyramid.

side of length 1&05�m+ 1�dNN , where dNN is the distance to
the first neighbors; the 10 isosceles triangle faces (TI) have
n edge sites per side, two sides of length �n+1�dNN and one
of length 1&05�n+1�dNN ; the 10 rectangular faces (RF), with
m× n sites, have sides 1&0�n+ 1�dNN and 1&05�m+ 1�dNN .
Equal sides of faces TI coincide with the sides of faces RF,
and the different side forms part of the equator along with
one of the sides of RF faces. Faces TE coincide with the
pole, and have a common side; also, each face has a com-
mon face with one RF face. The angle between the planes
of RF and TE faces is 190&66�, and between RF and TI faces
is 161&94�. The 16 vertexes (V ) are of three types: 1 pole,
where the 5 TE faces converge, 5 where the three types of
faces (V 3) converge, and 10 at the equator, and where an R
and a TI face converge (V 4). These vertexes are joined by
30 edges (E) of 5 types: 5 of length 1&05�m − 1�, between
TE faces and which converge at the poles and join the VP
and V 3 vertexes (EE); 5 of length 1&05�m − 1�, between
TE and RF faces and join vertexes V 3 (E3); 10 of length
1&0�n − 1� between TI and RF faces and join vertexes V 3
and V 4 (E34); and 10 at the equator, 5 of them of length
1&05�m− 1� of one RF (ER) face and 5 of length 1&05�n− 1�
of one TI (EI) face, which joins V 4 vertexes.

Based on the decmon pyramid, many polyhedra can be
obtained: the truncated icosahedron, the decmon, and the
decmon with intermediate aggregated layers.

3.9.1. Decmon Icosahedra
The truncated icosahedron or icosahedron of decmon type
is a polyhedron obtained upon adequate truncation and in
a symmetric way of an icosahedron (however, they can be
truncated asymmetrically also). An asymmetric truncation
of an icosahedron is done in the following manner: surface
sites forming a cover with a pentagonal pyramid shape over
a vertex, yielding a decmon-type pyramid, with rectangular
faces and a side with a length of dNN . In order to perform
a symmetrical truncation, first a cover like that previously
presented has to be eliminated, but from the vertex diago-
nally opposite. The following truncations have to be done
by elimination of sites which form a pyramid-shaped cover
of decmon type. Figure 44 shows two icosahedra with their
corresponding truncations. Figure 44(a) [Fig. 44(d)] shows a
561 (309) site icosahedron that, upon truncation, yields the
409 (207) sites T Ih (observe in this one the decmon-type
pyramid); Figure 44b [Fig. 44(e)], which, when truncated,
again yields the 257 (105) sites T Ih, Figure 44(c) [Fig. 44(f)].
From this figure, it can be observed that it is possible to
obtain the T Ih of two different kinds: (1) the T Iha [Fig. 44(f)
and (b)], and (2)the T Ihb [Figs. 44(b), (c), and (e)].

3.9.2. Truncated Icosahedra TIha
As shown in Figure 44(f), it is formed by 22 vertexes, joined
by 50 edges, forming faces of three types: rectangular, RF
type (110), and two triangular of type (111), one equilateral
(TE) and the other isosceles (TI). Also, from this figure it
can be noticed that the T Iha can be formed by attaching
two decmon-type pyramids, with TI faces coinciding with TI
faces at the equator or waist.
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(a)

(d) (e) (f)

(b) (c)

Figure 44. (a) Icosahedron Ih of 561 atoms. (b) Truncated icosahedron,
T Ih of 409 atoms. (c) T Ih of 257 atoms. (d) Ih of 309 atoms. (e) T Ih of
207 atoms. (f) T Ih of 105 atoms.

3.9.3. Truncated Icosahedra T Ihb
As shown in Figures 44(b), (c), and (e), it is formed by 32
vertexes, joinrd by 80 edges of I order to form 50 faces.
10 vertexes, 30 edges, and 20 faces more than T Iha. The
10 vertexes form one plane, and are of equator type from
T Iha and the 20 edges connect the vertexes from the two
planes forming the 20 extra faces of trapezoidal type TR,
now having the waist of the T Ihb.
T Ih are characterized by three numbers �m� n� r� where

m �n� r� is the number of sites in one edge between faces
TE, (RF and TI) [TR], including vertexes, for example, in
Figure 44(f), there is T Iha �3� 3� 1�, and in Figures 44(b), (e),
and (f), there are the T Ihb �5� 2� 4�, �4� 3� 2�, and �4� 2� 3�.
It is clear that, based on this notation, to the icosahedron
corresponds an m = r and an n = 1, for example, �6� 1� 6�
and �5� 1� 5� from Figures 44(a) and (d), respectively. From
Figure 44, it can be seen also that T Iha results from complete
truncation (when there is only one or two edge sites from the
original icosahedron) of an icosahedron with an odd number
of sites in the edges.

By truncation of an icosahedron, only some T Ih are
obtained, and upon truncation of another icosahedron, oth-
ers are obtained; in each truncation, a certain number of
sites are eliminated, but the same number in each trunca-
tion. Table 36 presents some of the geometric characteristics
of T Ih. The first column shows the order of the icosahedron
from where the � comes, the second column shows the num-
ber of truncations done nt , the third column shows the three
characteristic numbers, in the fourth column is the number
of sites eliminated from the original icosahedron n−, in the
fifth column the number of sites remaining in the surface
N� is shown, and in the sixth column, the total number of
sites in T Ih, N is shown. So, for example, the T Ih (5, 3, 3),
comes from the icosahedron of order 6, to which 424 sites
were eliminated in two truncations, yielding a T Ih of 499
sites, of which 242 are at the surface.

Table 36. Geometric characteristics for truncated icosahedra T Ih.

� nt mnr n− N� N

1 0 2,1,2 0 12 13

2 0 3,1,3 0 42 55
1 2,2,1 32 22 23

3 0 4,1,4 0 92 147
1 3,2,2 62 62 85

4 0 5,1,5 0 162 309
1 4,2,3 102 122 207
2 3,3,1 204 82 105

5 0 6,1,6 0 252 561
1 5,2,4 152 202 409
2 4,3,2 304 152 257

6 0 7,1,7 0 362 923
1 6,2,5 212 302 711
2 5,3,3 424 242 499
3 4,4,1 636 182 287

Note: nt is the number of truncations made.

From Table 36 it can be seen that the maximum number
of truncations is �/2 �� − 1�/2�, for � even [odd]; besides
the values for m, n, r , and m+ n+ r show the next charac-
teristics

�� + 2�/2� � even
�� + 3�/2� � odd

}
≤ m ≤ � + 1

1 ≤ n ≤
{
�� + 2�/2� � even
�� + 1�/2� � odd

1� � even
2� � odd

}
≤ r ≤ �

� + 3� � even
� + 4� � odd

}
≤ m+ n+ r ≤ 2�� + 1�+ 1&

It is worth also notice that the parity of r is equal to the one
for �, and the maximum values of m and r coincide with the
minimum value of n; m and n take values of one to one,
while r takes values of 2 to 2. The analytical expressions for
n−, N� and N are

n−��� = 2nt

[
1+ 5��� + 1�

2

]

N���� = �N��ico − 10�nt = 10�2 − 10�nt + 2

N��� = �N�ico − n−

= 10
3
�3 + 5�2 + 11

3
� + 1− 2nt

[
1+ 5��� + 1�

2

]
&

For the truncated icosahedra T Iha, r = 1 and m = n =
�� + 2�/2, � even, based in the structure itself there are
sites on vertexes VP, V 3, and V 4, on edges EE, E3, E34,
ER, and EI, on triangular faces TE and TI, and on squared
faces RF. The number of sites on vertexes are 2, 10 and 10,
respectively. The number of sites for the other type of sites,
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which is given in function of m, and the number of surface
atoms can be obtained from the following expressions

NEE = NE3 = 10�m− 2�� NER = NEI = 5�m− 2�

NE34 = 20�m− 2�� NTE = NTI = 5�m− 2��m− 3�

NR = 10�m− 2�2� N� = 20�m− 1�2 + 2&

For the truncated icosahedra T Ihb, the number of sites
V 4, ER, and EI are duplicated with respect to the original
polihedron, the number of surface sites is modified and the
sites EL and TR, sites on lateral edges and on trapezoidal
faces, are aggregated, and they are given by

NEL = 10�r − 2�

NTR =
{
0 r = 2
10n�r − 1�− n− 1�� r ≥ 3�

N� =





5�m+ n− 2��m+ n− 1�+ 2� r = 2
5�m+ n− 2��m+ n− 1�
+ 10�r + nr − 2n�− 28� r ≥ 3&

3.9.4. Decmon Polyhedra
A decmon polyhedra, Figure 45, is very similar to T Iha, it has
the same number of vertexes, edges, and faces, and the same
type of sites. Also, it can be constructed by two decmon-type
pyramids. The difference is that, at the equator or at the
waist, faces TI have TI faces, and RF have RF faces.

The lengths of decmon edges, even when they are of three
sizes, are related to the values m and n of the decmon pyra-
mid, characterizing each particular decmon. mn can be con-
sidered as the order of the decmon (decmon mn), and the
values taken by m and n are not limited. m and n are the
(number−1) of edge sites EE and E34, respectively. Indeed,
every decmon is formed by centered shells in one decmon
of an order in which: (1) m = 1 and n = 1, (2) m > 1 and
n = 1, or (3) m = 1 and n > 1, which are the smallest. For
example, decmon of Figure 45 is of order 78, decm78, which
in turn is a decm67 + one shell, decm67 is a decm56 + one
shell, decm56 is a decm45 + one shell, decm45 is a decm34
+ one shell, and decm34 is decm23 + one shell, decm23
is a decm12 + one shell, decm12 being the smallest of this
family.

Decmon of order 11 (decm11) is the smallest of all
decmons, and the edges at the equator are all the same;

Figure 45. Decmon-type polyhedron.

(a) (b) (c)

Figure 46. Decmon-type decahedron of order 11. In (b) the sizes of
the atoms of (a) were reduced to more clearly observe the squared and
triangular faces by bondings to first neighbors, and to show that this is
a polyhedron with a central site. (c) Decmon-type decahedron of order
44, decm44, of 609 sites.

Figure 46. It only has sites in vertexes, and is centered in
one site, having a cluster of 23 sites. There is a decmon fam-
ily mm, based on decm11, and the possible decmons to be
created are decm22, decm33, decm44, decm55, and so on.

The geometric characteristics of a decahedra-type decmon
of order mm are listed in Table 37. The first column lists
the m value, the four following columns list the number of
sites in each type of sites, rectangular face sites RF, in tri-
angular faces T , in edges E, and in vertexes V . It should
be clear that T sites include TE and TI sites, which in num-
ber are equal. Besides, the 5 types of edges are included in
E, corresponding 1/5 to each one of EE and E3, 1/10 to
ER, and another to EI and 2/5 to E34. Vertexes are always
22, and from the three kinds already mentioned, 2 poles, 10
V 3, and 10 V 4. The following three groups of two columns
list the number of sites in the plane above the equator, at
the equator, and for the number of sites in clusters, for each
shell and in total. Figure 46(c) shows the decmon for m = 4
and of 609 atoms.

From Table 37, it can be seen that, for a decmon of order
m, the dependency with m values of the number of sites in a
rectangular face NRF , triangular face NT , edges NE , surface
N� , and total N is given by the following expressions:

NRF = 10�m− 1�2� NT = 10�m− 1��m− 2�

NE = 50�m− 1�� N� = 20m2 + 2

N = 20
3
m3 + 10m2 + 16

3
m+ 1

Table 37. Geometric characteristics for decmons of family of order mm
based on decmons of order 11, decm11.

m NRF NT NE NV NSE NtSE
NEC NtEC

N� N

1 0 0 0 22 5 5 10 11 22 23
2 10 0 50 22 10 15 20 31 82 105
3 40 20 100 22 20 35 30 61 182 287
4 90 60 150 22 30 65 40 101 322 609
5 160 120 200 22 40 105 50 151 502 1111
6 250 200 250 22 50 155 60 211 722 1833
7 360 300 300 22 60 215 70 281 982 2815
8 490 420 350 22 70 285 80 361 1282 4097
9 640 560 400 22 80 365 90 451 1622 5719
10 810 720 450 22 90 455 100 551 2002 7721
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also, expressions for the number of sites SE and EC can be
calculated for each m, NSE, NEC, and total NtSE

and NtEC
:

NSE = 10�m− 1�� NtSE
= 5�m2 −m+ 1�

NEC = 10m� NtEC
= 5m�m+ 1�+ 1&

The next family decmon size, following the decmon fam-
ily mm, is the decmon family mn, with n = m − 1 or n =
m+ 1, and based on the decm12 and decm21, respectively.
Decm12 and decm21 have the same number of sites, a total
of 54, although decm21 is more elongated toward the poles;
Figure 47. Decm12 has 20 sites in edges E34 and 5 in EI ,
while decm21 has 10 sites in edges EE, 10 in E3, and 5
in ER, and both are centered in a decahedron of 7 sites,
regular for decm12 and more elongated toward the poles
for decm21. From decm12, other decm can be generated:
decm23, decm34, decm45, decm56, and so on. From decm21,
the decm generated are decm32, decm43 decm54, decm65,
and so on.

The geometric characteristics of decmon-type decahedra,
of order mn, with m = n − 1 and m = n + 1, are listed in
Table 38. The first two columns list the m and n values, and
in the following 10 columns, the number of sites of each type
of site, which considers only the sites in rectangular faces
RF, equilateral triangular faces TE, isosceles triangular faces
TI, of two types of edges: short edges Em, and large edges
En, and in vertex V . It should be clear that sites in Em [En]
include sites EE, ER, and E3 [EI and E34], corresponding
(2/5) to EE, (2/5) to E3, and (1/5) to ER [(4/5) to EI and
(1/5) to E34]. The vertexes are always 22, and come from
the three types already mentioned. The number of sites RF
and V is common for the two decmon mn families, with
m = n − 1 and m = n + 1, while the number of sites TE
and TI, Em, and En are interchanged. Columns 8–11 corre-
spond to the interchange of values of m and n; this is what
happens with decmon families of order mn with m = n+ 1.
The following three groups of two columns list the number
of sites in the plane above the equator (SE sites), at the
equator (EC sites), and the numbers of sites in the cluster,
per shell and in total, these values are common to the m and
n values and are interchanged. Figures 47(c) and (d) show
decmons of order 45 and 54, of 835 atoms.

After the mn decmon families, with m = n− 1 and m =
n+ 1, follow in size the ones of decmon of order mn, with
m = n − 2 and m = n + 2, and are based on decm13 and
decm31, respectively. The decm13 and decm31 decmon have
the same number of sites, 105 in total, although decm31 is
more elongated toward the poles, Figure 48. Decm13 has
40 sites in edges E34, 10 in EI, and 10 in faces TI, while
decm31 presents 20 sites in edges EE, 20 in E3, 10 in ER,

(a) (b) (c) (d)

Figure 47. Decmon-type decahedrons of (a) order 12, and (b) order
21 with 54 sites. Decmon-type decahedron of 835 sites of (c) order 45,
decm45, and (d) order 54, decm54.

and 10 in faces TE, and both are centered at a decahe-
dron of 23 sites with central site, regular for the decm13
and more elongated toward the poles for the decm31. From
the decm13, it is possible to generate the decm24, decm35,
decm46, decm57, and so on. From decm 31, it is possible
to obtain the decm42, decm53, decm64, decm75, and so on.
The geometric characteristics of the decahedra type decmon
of order mn, with m = n − 2 and m = n + 2, are listed in
Table 39, with the same indications for the columns as in
Table 38. Figures 48(c) and (d) show the 1111 atoms decmon
of order 46 and 64.

From Tables 37–39, it is deduced that, for a decmon order
mn, the dependency on the m and n values of the number
of sites in rectangular face NRF , sites in the equilateral trian-
gular face NTE, of sites in an isosceles triangular face NTI , of
sites in the edge type Em (EE, E3, and ER), NEm, of sites
in the edge type En (EI and E34) NEn, and of sites in the
surface N� is given by the following expressions:

NRF = 10�m− 1��n− 1�� NTE = 5�m− 1��m− 2�

NTI = 5�n− 1��n− 2�� NEm = 25�m− 1�

NEn = 25�n− 1�� N� = 5�m+ n�2 + 2&

Also, it is possible to obtain the number of sites in the imme-
diate superior plane over the equator for each m and n, NSE
and in total NtSE

, and in the equator NEC and NtEC
for the

number of sites in the surface and the number of sites for
each m and n and in total for the decmon for each combi-
nation of m and n used here. For m = n± 1

NSE=10m� NtSE
=5m�m+1�+1

NEC=10m+5� NtEC
=5�m+1�2

N� =20m2±20m+7� N =





20
3
m3+20m2+ 61

3
m+7#

for �+�
20
3
m3+ 1

3
m# for �−�

and for m = n± 2

NSE=10m+5� NtSE
=5m�m+2�+5

NEC=10�m+1�� NtEC
=5m2+15m+11

N� =20m2±40m+22� N =





20
3
m3+30m2+ 136

3
m+23#

for �+�
20
3
m3−10m2+ 16

3
m−24#

for �−�

3.9.5. Modified Decmon
To obtain decmon type decahedra, widened with extra lay-
ers, the same procedure is followed as with the decahedra,
separating the decmon as two pyramids with parallel bases,
making the vertexes coincide, and adding layers of type SEC,
Figure 49. The obtained figure has 10 regular lateral faces
besides the ones previously mentioned, and 10 more edges.
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Table 38. Geometric characteristics for decmons of family of order mn with m = n− 1 and m = n+ 1 based on decmons of order 12, decm12, and
of order 21, decm21.

mn nm
m n NRF NTE NTI NEm NEn NTE NTI NEm NEn NV NSE NtSE

NEC NtEC
N� N

1 2 0 0 0 0 25 0 0 25 0 22 10 11 15 20 47 54
2 3 20 0 10 25 50 10 0 50 25 22 20 31 25 45 127 181
3 4 60 10 30 50 75 30 10 75 50 22 30 61 35 80 247 428
4 5 120 30 60 75 100 60 30 100 75 22 40 101 45 125 407 835
5 6 200 60 100 100 125 100 60 125 100 22 50 151 55 180 607 1442
6 7 300 100 150 125 150 150 100 150 125 22 60 211 65 245 847 2289
7 8 420 150 210 150 175 210 150 175 150 22 70 281 75 320 1127 3416
8 9 560 210 280 175 200 280 210 200 175 22 80 361 85 405 1447 4863
9 10 720 280 360 200 225 360 280 225 200 22 90 451 95 500 1807 6670
10 11 900 360 450 225 250 450 360 250 225 22 100 551 105 605 2207 8877

Besides to the type of sites for decmon-type polyhedra,
the modified decmon presents the lateral and vertical edges
sites EV , sites on rectangular faces that join triangular faces
RI , and sites on rectangular faces that join rectangular faces
RR. The number of sites V 4, ER, and EI are duplicated
with respect to the original polyhedron, and the number of
surface sites is modified. The analytical expressions for them
are the following

NV 4=20� NEm=30�m−1�

NEn=30�n−1�� NEV =10�'−2�

NRI =5�n−1��'−2�� NRR=5�m−1��'−2�

N� =5�m+n��m+n+1�+2+5�'−2��m+n�&

The number of sites that are aggregated to the surface and
to the total number of sites in the cluster for n = m± 1 are
given for

Nag = �10m2 + 15m+ 6��'− 1�

N�ag
= �10m+ 5��'− 2�

and for n = m± 2

Nag = �10m2 + 25m+ 16��'− 1�

N�ag
= 10�m+ 1�&

4. SYNTHESIS OF NANOPARTICLES
Metal clusters have been formed in a supersonic beam,
this method to prepare colloidal metals in nonaqueous
media was first reported by the group of Andres at Purdue

(a) (b) (c) (d)

Figure 48. Decmon-type decahedra of (a) order 13 and (b) order 31.
Decmon-type decahedron of 1111 sites of (c) order 46, decm46, and
(d) order 64, decm64.

University [34–36]. A supersonic beam source was used; this
instrument produces metal clusters with a controlled mean
diameter in the range of 1–20 nm in size. Once the clus-
ters have nucleated, the cluster aerosol is directed through
a spray chamber to be placed in contact with a fine spray of
organic solvent and surfactant.

However, conceptually, the simplest method of preparing
colloidal metals is the condensation of atomic metal vapor
into a dispersing medium [37]. Given the high oxidation
potential of most atomic metals (for example, the oxidation
potential for atomic gold is −1&5 V), the use of water as the
diluent’s phase can be ruled out, so exclusively inert organic
liquids are going to be used in this procedure. Since the acti-
vation energy for the agglomeration of metal atoms is very
low, the possibility for competing molecular complex forma-
tion processes which have higher activation energies can be
mitigated by operating at low temperatures.

The use of metal vapors cocondensed with organic vapors
to prepare colloidal metals in nonaqueous media was first
reported by Roginski and Schalnikoff in 1927 [38], some
50 years before the recent wave of activity in metal vapor
chemistry. The organosols were prepared at reduced pres-
sure by the evaporation of relatively volatile metals such as
cadmium, lead, and thallium, and a subsequent coconden-
sation of these with the vapors of organic diluents such as
benzene and toluene on a liquid air cooled cold finger. After
cocondensation was complete, a colloidal suspension of the
metal was obtained by warming up the frozen matrix and
collecting the liquid (Fig. 50).

A new metal vapor synthesis system for the prepara-
tive scale cocondensation of metal vapors with aerosols of
organic liquids was recently achieved by Bradley’s group
[39]. The use of aerosol overcomes one limitation of the
other methods, in which the organic diluent must be either
volatile or has a liquid range which extends to a temper-
ature low enough to reduce its vapor pressure to a useful
value. The aerosol droplets, ca. 1'm in diameter, are gen-
erated by feeding the organic liquid (neat liquid, polymer
solutions, solutions of nonvolatile ligands) into an ultrasonic
atomizing nozzle from which they fall onto a rotating plate
cooled to 77 K in a vacuum chamber, as shown in Figure
50. Vapors of one or more metals, obtained by simultaneous
sputtering from metal or alloy targets, are then cocondensed
with the aerosol. This results in the formation of a frozen
organometallic matrix, which is then warmed up to allow the
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Table 39. Geometric characteristics for decmons of family of order mn with m = n− 2 and m = n+ 2 based on decmons of order 13, decm13, and
of order 31, decm31.

mn nm
m n NRF NTE NTI NEm NEn NTE NTI NEm NEn NV NSE NtSE

NEC NtEC
N� N

1 3 0 0 10 0 50 10 0 50 0 22 15 20 20 31 82 105
2 4 30 0 30 25 75 30 0 75 25 22 25 45 30 61 182 287
3 5 80 10 60 50 100 60 10 100 50 22 35 80 40 101 322 609
4 6 150 30 100 75 125 100 30 125 75 22 45 125 50 151 502 1111
5 7 240 60 150 100 150 150 60 150 100 22 55 180 60 211 722 1833
6 8 350 100 210 125 175 210 100 175 125 22 65 245 70 281 982 2815
7 9 480 150 280 150 200 280 150 200 150 22 75 320 80 361 1282 4097
8 10 630 210 360 175 225 360 210 225 175 22 85 405 90 451 1622 5719
9 11 800 280 450 200 250 450 280 250 200 22 95 500 100 551 2002 7721
10 12 990 360 550 225 275 550 360 275 225 22 105 605 110 661 2422 10143

aggregation of the metal atoms. The resulting colloid solu-
tion is removed from the reactor under helium atmosphere
for characterization and further studies.

In the 1980’s, several research groups in Japan prepared
metal particles of Al, Mg, Mn, Be, Te, Fe, Pb, Co, Ni, Cd,
Ag, In, Pd, and Au by this method [40–49]. The work most
recently performed was by Uyeda in 1991 [50]. This study
demonstrated the feasibility of producing films of almost any
metal or semiconductor by metal vapor deposition in a noble
gas high-pressure atmosphere.

Another method to produce nanoparticles is the bioreduc-
tion method. Several researchers established that live and
nonlive biologic systems such as algae have the ability to
absorb metal ions from solutions through their cell walls and
various cellular constituents [51, 52]. Studies have shown
that algae are able to bind gold ions from aqueous solu-
tions and form colloidal particles on their surfaces, yet the
mechanisms have not been fully understood [53–57]. Several
plants have been studied for their unique biochemical ability
to accumulate metal compounds over extended periods. In
fact, plant species such as Douglas-fir and rye grass are uti-
lized as biological indicators of geologic gold deposits [58,
59]. Some other plants such as Indian mustard have been
utilized for phytomining; the accumulation of valuable met-
als comes from low concentrations in soils by plants [60, 61].
Furthermore, Lujan and co-woekers reported that a purple
color, similar to “Purple of Cassius”, resulted when aqueous

Figure 49. Decmon-type decahedron of order 78 with 6 intermediate
layers added.

Au(III) was reacted with the biomaterials in their study,
indicating the formation of gold colloids [62–64]. Plants may
possess a unique natural chemical stabilization mechanism
that allows the formation of nanoparticles. In addition, the
plant biomaterials may be isolated for a more thorough
study of the colloidal information mechanisms. Therefore,
by taking advantage of the naturally occurring compounds
found within the plant systems, a novel method may be
found to generate similarly sized stable metal colloids. While
consistency in nanoparticle size and shape is important to
many materials, differences in nanoparticle synthesis may
also lead to changes in particle conformation and spatial
arrangement, which may provide better nanoscopic building
blocks to form new raw materials with distinctly different
properties than their macroscaled counterparts.

Recently, it was shown that live plants can uptake metal
solutions and produce nanoparticles [65]. This approach is
very promising for further developments in nanotechnology.

All of the particles reposited in the present work were
produced by the methods described above.

A third way to prepare metal nanoparticles is the col-
loidal methods discussed in the introduction. In the origi-
nal Brust reaction [13], the addition of dodecanethiol to the
organic-phase AuCl−4 (1:1 molecule), followed by reduction

Liquid Reservoir

Feed Pump Sputtering Gun

Metal vapor flux monitor
and feedback

Frozen Matrix

Rotating cold stage

Ferrofluid seal

Liquid Nitrogen reservoir

Liquid Nitrogen

Metal sol

Liquid Nitrogen

Piezoelectric
atomizing nozzle Vacuum chamber

Figure 50. Schematic of sputtering source metal vapor/aerosol for
metal colloid preparation with permission from [39], J. S. Bradley, 1994.
© 1994, VCH, Weinheim.
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with BH−
4 , led to dodecanethiolate protected Au clusters

having a 1–3 nm range of core diameters

AuCl−4 �toluene�+RSH → �−AuSR−�n�polymer�

�−AuSR−�4 + BH4 → Aux�SR�y

Subsequent reports have shown that a wide range of alka-
nethiolate chain lengths (C3–C24) [66], 1-functionalized
alkanethiolates, and dialkyl disulfides [67] can be employed
in this same protocol. An example of a passivated nano-
particles formula is Au145(S(CH2)5CH3)50.

Pt, Rh and Pd salts can be used following the same
method. One of the possible reactions is

AuCl−4 �toluene�+ PtCl− +R − SH

→ �−AuxPtySR
−�n�polymer�

�AuxPtySR
−�4 + BH4 → AuxPty�SR�z

The details of these reactions have not been completely
understood; however, the behavior of the reaction is consis-
tent with a nucleation-growth-passivation process: (1) larger
thiol: gold mole ratios give smaller average nanoparticle
metal core sizes [68, 69], and (2) fast reductant addition
and cooled solutions produce smaller, more monodisperse
nanoparticles [70, 71], and (3) quenching the reaction imme-
diately following reduction produces higher abundances of
very small core sizes (≤ 2 nm).

The Schiffrin reaction tolerates considerable modification
with regard to the protecting ligand structures. While alka-
nethiolate passivated nanoparticles (a) are nonpolar, highly
polar ligands (b–d) can yield water-soluble passivated nano-
particles in modified synthesis. Nanoparticles passivated
with arenethiolate [72–75] (e–g) and (2–mercaptopropyl)
trimethyloxysilane ligands (h) have also been prepared. Ster-
ically bulky ligands tend to produce smaller Au core sizes
(relative to alkanethiolate-passivated nanoparticles prepared
using equal thiol/AuCl−4 ratios), suggesting a steric connec-
tion (as yet unproven) with the dynamics of core passivation
[76].

The core metal of passivated nanoparticles can also
be modified. Alloy nanoparticles with Au/Ag, Au/Cu,
Au/Ag/Cu, Au/Pt, Au/Pd, and Au/Ag/Cu/Pd cores [77] have
been reported.

It is well known for the case of bare particles that non-
crystallographic structures are formed in many cases, these
being predominantly icosahedral and decahedral. In other
cases fcc, bcc, or single twinned particles are also produced.
Extensive literature is found on shape observations and the
kinetic growth conditions in which the different types of par-
ticles are produced [78–90].

5. TRANSMISSION ELECTRON MICRO-
SCOPY (TEM) AND SIMULATIONS OF
IMAGES OF NANOPARTICLES

5.1. Introduction

Since its inception in the 20th century, electron microscopy
has developed into a powerful tool for scientific research.
Indeed, the use of electron microscopy has facilitated many

fundamental discoveries. This technique has itself been sub-
ject to constant evolution thanks to unceasing design efforts
in the scientific and manufacturing transmission electron
microscopy (TEM) community. The advances in this field
have been characterized by a series of quantum leaps in
technology. For instance, the double condenser lens and
tilting stages revolutionized the study of defects in metals
in the late 1950s and early 1960s. The high lattice resolu-
tion achieved in the 1970s, along with improvements in vac-
uum methods and lens control, produced a less complicated
instrument capable of achieving rapid results with minimal
training. Consequently, the TEM (Transmission Electron
Microscopy) gained enormous popularity in the materials
community. In the second half of the 1980s, a new quan-
tum leap was realized by the achievement of atomic resolu-
tion on a routine basis. Microscopes with a point resolution
of 0.17 nm coupled with spectacular advances in diffrac-
tion theory led to many fine examples of materials char-
acterization. In the 1990s another quantum leap occurred
with the introduction of highly coherent field emission elec-
tron sources and electron loss analyzers. Combined with
X-ray analysis, this established the TEM as a powerful
analytical machine. For the first time, images, diffraction,
and spectroscopy could be obtained from a single instru-
ment. The TEM has become a standard instrument for
many scientific fields. During the second half of the 1990s,
the substantial increase in the number of papers published
in Physical Review Letters containing electron microscopy
studies attests to this fact. Other important developments
include the introduction of electron holography and dark
field images produced using incoherently scattered electrons
(ZContrast).

The next quantum leap in electron microscopy will be
produced by the introduction of aberration correctors for
the objective lens and STEM lens-forming system, and
by the development of monochromators for the incident
beam. These techniques will undoubtedly usher in a new
era for TEM. Improved point resolution of 0.007 nm, an
increased information limit, enhanced energy resolution,
and improved stages using MEMS technology will allow
3D reconstruction of amorphous materials such as glasses.
Refined X-ray techniques will facilitate chemical analysis
essentially at the single atom level. Still more exciting, �s-
corrected microscopes will allow more space in the objec-
tive lens gap, thus making it possible to construct stages
for the in-situ examination of materials at atomic resolu-
tion and analysis with atomic accuracy [91]. The most recent
developments in TEM coincide with the emergence of nano-
technology [92], and because the TEM probe size is ideal for
nanoscale studies, it is clear that advanced TEM will be a
major instrument in subsequent nanotechnological develop-
ments. The TEM will also be fundamental in areas of rapid
development such as advanced materials research, biotech-
nology, and microelectronics. The automation of modern
TEM has led to applications in semiconductor fabrica-
tion processes, and energy filtering will permit the study
of polymers and biological materials with unprecedented
accuracy.

Transmission electron microscopy is one of the most
important techniques to study nanoparticles. The resolu-
tion of the TEM is well below the size of most of the
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particles and in the order of magnitude of the metal–metal
bonds. There are several papers which have explained in a
very detailed way the electron microscopy methods to study
nanoparticles. We will not discuss in this chapter dynamical
diffraction methods, but we rather refer the reader to those
publications [93–96].

Images were obtained using a JEOL 2010-FEG micro-
scope, with a resolution of 0.19 nm and a tilting possibil-
ity of ±30�, and a JEOL 4000EX with a resolution of 0.17
nm. HREM (High Resolution electron microscopy) images
of nanoparticles were obtained at the first optimum defo-
cus (Scherzer focus) or at the second optimum defocus
condition, resulting in images of atomic columns as black
(first maximum) or white (second maximum) dots. Molecu-
lar Dynamics software was used to build theoretical models
of the particles. Simulated images were obtained using the
Simula TEM software of the Institute of Physics at UNAM,
which is especially adequate for studying nanoparticles with
noncrystallographic symmetries. A comparison of experi-
mental and simulated data will allow us to interpret the
experimental images.

In general, in order to recognize a nanoparticle in a
nonambiguous fashion, it is necessary to obtain a tilting
sequence of HREM. Figure 51 illustrates the changes in
contrast when the orientation of the particle is changed with
respect to the electron beam. This case corresponds to a
cubooctahedral particle. This image illustrates a remarkable
difference between nanoparticles and large crystals. In the
latter case, the image will be very sensitive to tilting, and will
disappear with small tilts. The nanoparticle, on the other
hand, always shows images despite the large angle of tilt-
ing. In many cases, the images correspond to pseudolattice
images. Considerable caution should be taken when analyz-
ing fringe images of nanoparticles. The images out of a low-
index direction do not necessarily reflect a structural feature.
In diffraction terms, the finite size of the nanoparticles in
real space results in real rods in reciprocal space. The Ewald
sphere will always cut the reciprocal space points despite the
angle.
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Figure 51. Simulation of HREM images of a cubooctahedral particle
in different orientations with respect to the electron beam.

5.2. fcc Particles

The fcc particles are straightforward to identify. Figure 52
illustrates the contrast produced by an fcc by a pyramid
formed by two tetrahedrons and their diffraction pattern
(which in most instances is identical to the FFT, Fast Fourier
Transform, of the image). Experimental examples of a pyra-
midal and of a tetrahedral particle are shown in Figure 53.

5.3. Decahedral Particles

Very important cases to consider are the images produced
by pentagonal particles such as the one shown in Figure 54.

Typical TEM images of pentagonal particles are shown
in Figure 55. The fivefold symmetry of the FFT can be
observed. However, these patterns are a combination of the
diffraction patterns of different portions of the particle, as
shown in Figure 56. This indicates that the overall structure
of the particle has a fivefold symmetry but this is not the
result of fivefold symmetry in each portion of the particle.
Because of that, it is more correct to consider that the parti-
cle has a pseudofivefold symmetry. This is in sharp contrast
with the case of quasicrystals [97].

It should be remembered that another important effect in
the images observed in a TEM is due to the defocus con-
dition which can change the image significantly. Figure 57
illustrates this effect for the case of a regular decahedron. In
this case the calculations were made for a JEOL 4000 micro-
scope. As is known from image theories [98], there are two
defocus conditions in which the image represents the true
atomic columns which correspond on the figure to −40&5 nm
(black atoms) and −70&2 nm (white atoms). If another defo-
cus is used, the image does not necessarily reflect the atomic
positions, but useful information still can be obtained. For
instance, a defocus of −35&5 increases the grain boundary
contrast, and the nature of the interfaces can be examined.
At an even lower defocus of −20&5 nm, the pentagonal par-
ticle structure is reflected on the image.

An experimental example of a pentagonal particle show-
ing well-defined atomic resolution is shown in Figure 58.
In this case, some of the twin boundaries are incoherent.
An example of the structure formed at a defocus condition
below the optimum value is shown in Figure 59.

Figure 52. Models of a fcc pyramid formed by two tetrahedra. Observe
their contrast in the second row and their diffraction pattern in the
third row.
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10 nm

a

c

b

d

Figure 53. Bright field images of: (a) pyramidal particle, (b) Tetragonal
particle, (c) FFT of (b), (d) diffraction pattern of (b).

A commonly observed type of pentagonal particle corre-
sponding to a rounded shape and the respective model of
the particle are shown in Figures 60(a) and (b), respectively.
A complete set of images at different tilting angles is shown
in Figure 61. Obtaining different images at different tilting
angles and referring to this sequence should be enough data
to fully identify the structure of that particle.

In the previous sections, we described a new type of pen-
tagonal structure that was described originally by Montejano
[99] and was termed a decmon type of particle. This type
of structure belongs to a more general family of decahe-
dral nanoparticles, which includes the truncated decahedron

10 nm

Figure 54. Bright field image of a pentagonal gold particle.

2 nm

Figure 55. High-resolution images showing atomic contrast of ∼2 nm
pentagonal gold nanoparticles and their corresponding FFT showing
the fivefold symmetry.

a b

2 nm

Figure 56. (a) Pentagonal particle showing the FFT of different sec-
tions. (b) Overall FFT.
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Figure 57. Effect of defocus on TEM images. Calculations made for a
truncated decahedron and for a JEOL 4000 microscope.
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2.5 nm

Figure 58. HREM image of a pentagonal particle, showing incoherent
twin boundaries indicated by arrows.

(Marks) [100], the pancake structure of Koga and Sugarawa
[101], and the truncated icosahedron of Ascencio et al. [102].

A tilting sequence for three different decmon structures
is shown in Figures 62–64. We also include the calculation
a 64-order pentadecahedron in Figure 65. An experimental
example of this type of particle is shown in Figure 66. This
image corresponds to a dark field taken in a weak beam
condition. In this case, a continuous set of thickness fringes
is expected. However, because of the decmon shape, a pen-
tagonal profile is formed at the center of the particle.

Another experimental example is shown in Figure 67(a).
The particle marked by an arrow can be identified using
a model with surface reconstruction, as shown in Figure
67(b). We have found that surface reconstruction particles
are formed very frequently when the sample approaches the
equilibrium condition. For instance, the particle in Figure
67(a) was obtained after heating the sample with an electron
beam and allowing recrystallization. In this process, the total
surface energy of the nanoparticle will tend to be a mini-
mum. There are several ways to achieve this surface energy
minimization. Marks described truncations on the decahe-
dron structure [100] that result in a more stable structure.

a b

2 nm

Figure 59. (a) High-resolution image of a pentagonal particle with a
defocus below the optimal value. (b) Corresponding FFT indicating the
fivefold symmetry.

a

2 nm

b

50.00 Angstroms

Figure 60. Pentagonal particle with rounded shape. (a) HREM image,
(b) model of particle.
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Figure 61. Images of a pentagonal particle obtained as a function of
the tilting angles " and 4. The origin of the coordinate system indicates
a 0, 0 position, and the range of the angles is 90�. The model and typical
bright field and HREM image (including FFT) are shown in the left
portion of the figure.
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Figure 62. HREM images calculated for a decmon 10 structure shown
in the left portion of the figure. The rotation angles " and 4 go from 0
to 90�.
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Figure 63. HREM images calculated for a decmon 12 structure shown
in the left portion of the figure. The rotation angles " and 4 go from 0
to 90�.

However, the energy landscape has many structures with
similar energy. Another possibility is to introduce faceting
along the twin boundaries of the decahedra, resulting in the
structure shown in Figure 68(a). If images are formed at
the Scherzer condition, the channels can be visualized [Fig.
68(b)], in contrast to the case of the regular decahedron. We
have described these particles previously in this chapter.

A full map of images for these channeled structures as
a function of the tilting angle for the optimum defocus is
shown in Figures 69(a) and (b). This type of decahedron is
often observed in larger particles, as shown in Figure 70.

Another very interesting possibility has been suggested by
molecular dynamic simulations of Chushak and Bartell [103]
and other group [104]. This work indicates that, in the twin
boundaries, a stacking fault is formed. In other words, the
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80.00 Angstroms

Figure 64. HREM images calculated for a decmon structure with less
degree of truncation, as the model shown in the left portion of the
figure. The rotation angles " and 4 go from 0 to 90�.
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50.00 Angstroms

Figure 65. HREM images calculated for a pentadecahedral structure
as the model shown in the left portion of the figure. The rotation angles
" and 4 go from 0 to 90�.

a b

5 nm 2 nm

Figure 66. (a) A weak multibeam dark field image of a decmon type
of decahedron obtained in a gold particle synthesized by bioreduction.
(b) An HREM image of a decmon-type particle.

a

2 nm

b

30.00 Angstroms

Figure 67. Analysis of a decmon type particle supported on a thin por-
tion of a carbon film (indicated by an arrow). (a) TEM Image, (b) Iden-
tification of particle using a model with surface reconstruction.
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50.00 Angstroms
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t=50 . 00A def=-405 . 5A

cerius2 HRTEM simulation
e=400 . 0kv Cs=1.00mm Ap=0.70A-1
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vib=0.35A As=0.0A at 0.0

Figure 68. (a) Model of decahedron showing faceting along the twin
boundaries. (b) Simulated TEM image of a decahedron in Scherzer
condition, where the channels can be observed.

ABC stacking will be converted to ABAB stacking in the
boundary region.

A different situation corresponds to the structure
reported in Figure 68. In this case, the stacking is altered
only in the last layer of the packing. This is illustrated in
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Figure 69. (a) Map of images for the truncated decahedron as function
of the tilting angle for the optimum defocus.

10 nm 1 nm 1 nm

Figure 70. (a) Bright field image of a large particle produced by biore-
duction showing a typical contrast of channels in the twin boundaries
in the interface. (b) and (c) show the high-resolution image of deca-
hedral shape in which the contrast at the boundaries does not change
with defocus and can be explained by the model of interface channels
discussed in the theoretical section.

Figure 71 in which a regular stacking in a unit of the dec-
ahedra is altered in the surface. In other words, the ABCA
sequence becomes ABCB. In Figure 71, each layer is illus-
trated in a different color. The yellow atoms correspond to
the surface sites. We have found experimentally that this
type of decahedron is very stable, especially at small sizes.

The contrast of this particle is very peculiar, and is shown
in Figure 72 for a different defocus. In this case, the bound-
aries show a very strong contrast at all defocus conditions.
This provides a practical way to distinguish this particle from
other types of decahedra which, under some focus condi-
tions, can produce boundary contrast, as shown before. The
contrast of the boundaries will be very strong, as shown in
Figure 72. This type of particle is often observed experi-
mentally in nanoparticles with sizes ∼1&5 nm, as shown in
Figure 73(a), or when two metals are present. Figures 73(b)

c

a

10.00 Angstoms

b

6:DD5C 10.00 Angstoms

Figure 71. (a) Packing of atoms in a decahedron showing a stacking
fault in the last atomic layer. Different colors correspond to differ-
ent layers of the packing sequence, and the ABCA sequence becomes
ABCB. (b) Another view of the same packing, in which the surface
atoms are drawn in a smaller size. (c) Side view of the resulting stricture
in which a missing atom in the center can be observed.
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–205

–455

–255

–505

–355

–605

–305

–555

–405

–655

–705

Figure 72. Sequence of simulated images of a decahedron particle with
a missing atom in the center (fivefold site) as the result of surface
recontruction. The image is calculated at a different defocus.

and (c) show the HREM image of a particle of Au-Pd at
50%–50% in which, in many places, it is possible to observe
the surface atom vacancy. In general, it can be said that the
central atom vacancy is a unique feature of this type of par-
ticle.

Finally in some cases irregular or asymmetric decahedral
shape is produced. This was described by Uppenbrink and
Wales [105] and most likely is the result of the kinetics of
growth; a typical example is shown in Figure 74. When the
particles grow larger some special shapes are seen as indi-
cated in Figure 75.

5.4. Icosahedral Particles

One of the most frequently observed particles at small sizes
corresponds to the icosahedral structure. A typical TEM
image of these particles is shown in Figure 76. The profile
is typically hexagonal in the threefold orientation.

The most common images are in the two- and three-
fold orientation. The calculations of these images are shown
in Figure 77 and are consistent with previous calculations
[106]. Experimental images of a gold icosahedral particle in
a threefold orientation and a twofold orientation are pre-
sented in Figures 78(a), (b) and (c), (d) including the FFT,
which indicates the symmetry. A less commonly observed
orientation is the fivefold. This is probably due to the fact

1 nm 2 nm 2 nm

a b c

Figure 73. Decahedral particles, in which a defect was formed in the
last layer of atoms. Notice that the particle in (a) does not have a central
atom in the fivefold site. The particles in (b) and (c) correspond to an
Au-Pd system, and atom vacancies in several sites are observed.

1.5 nm

Figure 74. Distorted decahedral particle.

that, under flat surfaces, particles will be tilted until one tri-
angular face (111) becomes in contact with the substrate.
This results in most cases in a twofold orientation.

However when the particles are around 1–2 nm, it is possi-
ble to observe the fivefold orientation more frequently. This
is probably due to truncations on the surface in contact with
the substrate. An example of this contrast and an experi-
mental example are shown in Figure 79.

When a bimetallic particle is synthesized, the frequency of
the icosahedral particle increases, particularly at the smallest
sizes [107].

5.5. Single Twinned and Complex Particles

Twinning is a very general phenomenon which might happen
in the very early stages of growth and does not necessarily
result in a decahedral or icosahedral particle. In many cases,

10 nm

Figure 75. Large irregular decahedral particle grown from a distorted
decahedral particle.
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10 nm

Figure 76. Bright field of an icosahedral gold particle showing a typical
hexagonal profile.

we can observe a pyramidal particle with a single twin. This
particle is shown in Figure 80.

We have observed particles down to 1.5 nm in size which
present single twins. Therefore, it is safe to assume that, in
some cases, twinning proceeds in the very early stages of
growth. However, when the particles grow to larger sizes,
coalescence can occur, leading to a more complex type of
particles. We have found by molecular dynamics that a dou-
ble icosahedral structure can be produced very often. In this
structure, we have two interpenetrating icosahedra to form
a double icosahedron, as shown in Figure 81. This structure

a b

c d

Figure 77. Calculated images of HREM icosahedral particles at (a)
threefold orientation, and (b)–(d) different twofold orientations.

a

c d

b

1 nm

5 nm

Figure 78. Experimental images of icosahedral particles and their
corresponding FFT. (a), (b) threefold orientation. (c), (d) twofold
orientation.

2 nm

20.00 Angstroms

Figure 79. Model and image simulations of an icosahedral particle in
fivefold symmetry (upper portion) and experimental images for a gold
particle in the lower part. In both cases, we include the FFT.

2.5 nm

Figure 80. HREM image of a single twin particle and its corresponding
FFT.
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a b

Figure 81. (a) Model for a double icosahedron obtained by molecular
dynamics. (b) simulated image. As can be seen, one part of the structure
is a fivefold orientation and the other one is at fivefold orientation.

2 nm

Figure 82. HREM image of a gold particle showing surface faceting.

corresponds to a minimum in the total energy, and has been
observed experimentally by Hofmeister’s group [108].

5.6. Surface Faceting in Nanoparticles

In many cases, the particles can present a surface faceting,
especially when they are annealed or heated in-situ. This
faceting is relevant since it can be related to the catalytic
activity of the particles; an example is shown in Figure 82.
The presence of steps will increase the particle curvature,
yielding an almost spherical particle. We have observed that
faceting results in (110) and (112) faces.

6. CONCLUSIONS
We have made a systematic description of the most signifi-
cant geometries which are formed in nanoparticles. We have
calculated the number of different atomic sites and growth
characteristics of the nanoparticles. It has been shown that
the models correspond closely with the experimental HREM
and diffraction data. New types of particles have been
described in this work, which correspond to a new family of
decahedral structures. We expect that, as the field advances
and new synthesis routes for particles ∼1 nm are devel-
oped, all the if predicted clusters will be observed. This work
also illustrates the richness of the crystallography of nano-
particles and clusters. Unlike the bulk materials, fivefold
symmetry in nanoparticles produces a very rich landscape of
structures.

LIST OF SYMBOLS
� Order of the cluster of Number of crusts

in the cluster
z Total coordination
N� Number of surface sites
N Total number of sites in the cluster
N�

shell Number of layers in the shell �
NT

shell Total number of shells in the cluster of order �
S Squared face
T Triangular face
H Hexagonal face
RF Rectangular face
R Rhombohedral face
TR Trapezoidal face
PF Pentagonal face
TF Equatorial triangular face
TI Isosceles triangular face
TE Equilateral triangular face
E Edge
EE Edge on the equator
EV Vertical edges on the equator
ET Edges between PF and TF
EI Edge between TI faces
ER Edge between R faces
EP Edge toward pole sites
ES Edges between square and hexagonal faces

in truncated octahedrons
EH Edges between hexagonal faces in truncated

octahedrons
EV ′ Edges joining V’
E34 Edges joining V3 and V4
V Vertex
V ′ Vertex at the end of truncated EP
VE Vertex on the equator
VP Vertex on pole sites
V 3 Vertex where converge TI, TE and RF
V 4 Vertex where converge TI and RF
SE Sites in a plane just over the equator
EC Sites on the equator
SEC Layer of the total of SE sites plus the total

of EC sites
NI Number of I sites, I= S, T, H, R, RH,
NtSE

Total number of SE sites in the cluster
NtEC

Total number of EC sites in the cluster
fcc Face-centered cubic
fccc Face-centered cubic with a central site
OCTAC Octahedron with a central site type fccs
OCTTC Truncated octahedron with a

central site type fccs
fccs Face-centered cubic without a central site
OCTAS Octahedron without a central site type fccs
OCTTS Truncated octahedron without a central site

type fccs
bcc Face-centered cubic
DODE Dodecahedron
CO cubooctahedron
ICO Icosahedron
T Ih Truncated icosahedron
decmon Decahedron of Montejano, described originally

by J. M. Montejano-Carrizales
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mrdec Montejano’s reconstructed decahedron, described
originally by J. M. Montejano-Carrizales and
J. L. Rodrı́guez-López

TEM Transmission electron microscope/microscopy
STEM Scanning transmission electron

microscope/microscopy
HREM High resolution electron microscope/microscopy
MEMS Micro-electro-mechanical system
FFT Fast Fourier transform

GLOSSARY
Equivalent sites Sites located at the same distance from
the origin, which occupy the same geometric place and have
the same environment, that is, the same number and type of
neighbors.
EC layer The layer formed by the total of sites in the plane
of the equator of decahedral structures.
Geometric characteristics The set of the number of the
different type of sites, the number of sites for each type of
site, the number of sites by shell, of surface sites and the
total of sites for each structure.
SE layer The layer formed by the total of sites in the plane
just above the equator of decahedral structures.
SEC layer The layer formed by the joint between the SE
layer and the EC layer.
Site coordination The number of first nearest neighbors
of the site with layers of its same shell, with interior and
exterior shells, and it will be characteristic of each site.
Standard coordinates Site coordinates described by triads
(a� b� c), a, b and c are integers, where the total number of
sites is obtained by doing permutations and commutations
of the positive and negative values of a, b and c.
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1. INTRODUCTION
The interaction of two or more molecules which results
in significant changes in their properties without establish-
ing covalent chemical bond(s) between them is the subject
of the supramolecular chemistry. Because one molecule is
the possible smallest unit of any compound, the smallest
nanostructure is a few nanometer sized molecular structure.
A larger cylinder-shaped molecule, which is able to include
another smaller molecule (of adequate size and polarity)
into its axial cavity itself is a capsule of molecular size.
The temporary or static inclusion of other molecules into

the cavity of a so-called “host” molecule without establishing
covalent bond results in broadly and practically very well
utilizable effects, which belong to the ultimate limits of the
nanotechnology.
The cyclodextrins are toroidal (conical cylinder) shaped

hollow molecular structures; their outer diameter is 13.7 to
16.9 nanometers, height uniformly 7.8 nanometers, and their
axial cavity about 0.57 to 0.95 nanometers wide. They are
produced by a relatively simple enzymic conversion technol-
ogy from starch.
A cyclodextrin (CD) molecule is the possible smallest

(nano)capsule: in most cases another, smaller molecule can
be inserted into its axial cavity. This “molecular encapsula-
tion” results in smaller or larger changes in the physical and
chemical properties of the encapsulated molecules.

While in the 1970s this possibility was not more than a
scientific curiosity, by the beginning of the 21st century it
became a widely used industrial technology; cyclodextrins
are produced and utilized in thousand ton amounts. The
number of cyclodextrin containing products and cyclodex-
trin utilizing technologies increases steadily—the cyclodex-
trin market increases yearly by about 15 to 20%.
By end the of 2002, the number of CD-related publica-

tions is more than 26.000, representing more than 170,000
printed pages [1–26].
While 30 years ago about four to five CD papers were

published monthly, in 2002 that many are published daily.
About 16% of all CD-relevant publications are dedi-

cated to the fundamentals of cyclodextrin chemistry and
technology (i.e., the physical and chemical properties of
cyclodextrins, their enzymology, toxicology, production, and
derivatives). This section also includes the numerous review
articles on CDs.
Nearly 22% of the publications are dedicated to studies

of the CD-inclusion phenomena. These works are gener-
ally not directly practice-oriented, dealing with energetics
and kinetics of inclusion, X-ray, Fourier transform infrared,
liquid and solid phase nuclear magnetic resonance (NMR),
electron paramagnetic resonance, circular dichroism, Raman
spectroscopy, enhancement of luminescence and phospho-
rescence, thermal analysis, interaction of CDS with specific
guest types, enzyme modelling with CDs and CD derivatives,
preparation, analysis of cyclodextrin complexes, etc. These
methods, as well as the correlation between the complex-
ation and various structural and external parameters, form
the basis for all practical applications of CDs.
The largest group of CD papers, nearly 25%, is dedicated

to the pharmaceutical application of CDs. The large number
(nearly 5000) of drug/CD related papers and patents is a lit-
tle misleading, because many authors publish the same result
in different journals under different titles, but with virtually
identical content. Rediscoveries are published frequently,
simply because the authors did not read the earlier liter-
ature; in essence they have discovered something that was
published earlier. Because of the many repetitions, and the
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nonfeasible ideas, only about 30% of the published papers
disclose really new and significant results.
Actually only 7% of the CD-related papers are dedicated

directly to the food, cosmetic, and toiletry applications of
CDs, but at the same time about 70% of all cyclodextrins
produced are used in this field. The approval process for
CD-containing products in this field is much simpler and
faster than in the case of the drug/CD formulations. The
amount of CD used in a single cosmetic or toiletry prod-
uct might be larger, by orders of magnitude, than the total
amount used in drugs.
Presently, about 11% of the CD literature is dedicated to

the application of CDs in the chemical and biotechnological
industries.
About 25% of the CD literature involves the application

of cyclodextrins in analytical chemistry and diagnostic
preparations. The analytical applications of CDs refer
mainly to the application of cyclodextrins in gas chro-
matography, in high performance liquid chromatography,
and in capillary zone electrophoresis, but some dozen
papers are dedicated to thin-layer chromatography, to
enhancement of ultraviolet-visible (UV-VIS) absorption,
luminescence/phosphorescence by CDs, and to increasing
the sensitivity of the related analytical methods. Apparently,
it is difficult to find a separation problem on an analytical
scale which could not be solved by using the appropriate CD.

2. CYCLODEXTRINS

2.1. Chemistry

Cyclodextrins comprise a family of three well known indus-
trially produced major and several rare, minor cyclic
oligosaccharides [1, 4, 9, 19]. The three major cyclodextrins
are crystalline, homogeneous, nonhygroscopic substances,
which are toruslike macrorings built up from glucopy-
ranose units (Fig. 1). The �-cyclodextrin (Schardinger’s
�-dextrin, cyclomaltohexaose, cyclohexaglucan, cyclohex-
aamylose, �CD, ACD, C6A) comprises six glucopyranose
units, �CD (Schardinger’s �-dextrin, cyclomaltoheptaose,
cycloheptaglucan, cycloheptaamylose, �CD, BCD, C7A)
comprises seven such units, and �CD (Schardinger’s �-
dextrin, cyclomaltooctaose, cyclooctaglucan, cyclooctaamy-
lose, �CD, GCD, C8A) comprises eight such units (Fig. 1).
The most important characteristics of the CDs are summa-
rized in Table 1.
As a consequence of the 4C1 conformation of the glu-

copyranose units, all secondary hydroxyl groups are situ-
ated on one of the two edges of the ring, whereas all
the primary ones are placed on the other edge. The ring,
in reality, is a cylinder or, better said, a conical cylinder,
which is frequently characterized as a doughnut or wreath-
shaped truncated cone. The cavity is lined by the hydrogen
atoms and the glycosidic oxygen bridges, respectively. The
nonbonding electron pairs of the glycosidic oxygen bridges
are directed toward the inside of the cavity producing a high
electron density there and lending to it some Lewis-base
characteristics.
The C-2-OH group of one glucopyranoside unit can form

a hydrogen bond with the C-3-OH group of the adjacent
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Figure 1. Chemical structure of �-, �-, and �CDs.

glucopyranose unit. In the �CD molecule, a complete sec-
ondary belt is formed by these H-bonds; therefore the �CD
is a rather rigid structure. This intramolecular hydrogen
bond formation is probably the explanation for the observa-
tion that �CD has the lowest water solubility of all CDs.
The hydrogen-bond belt is incomplete in the �CD

molecule, because one glucopyranose unit is in a distorted
position. Consequently, instead of the six possible H-bonds,
only four can be established simultaneously. The �CD is a
noncoplanar, more flexible structure; therefore it is the more
soluble of the three CDs.
Figure 2 shows a sketch of the characteristic structural

features of CDs. On the side where the secondary hydroxyl
groups are situated, the cavity is wider than on the other
side where free rotation of the primary hydroxyls reduces
the effective diameter of the cavity.
The cyclodextrins are produced from starch by enzymic

conversion [9, 17].
The starch might be of any origin: maize, potato, tapioca,

etc. All starch consists of two essential components: the amy-
lose (2 to 70%), which is a linear glucose polymer (several
hundreds or thousands of d-glucopyranose units are linked
by �-1,4 glucosidic linkages), and the amylopectin, which
is a ramified structure. The main linkage type between the
d-glucopyranoside units is also of �-1-4 type, but every 20th
to 30th glucose is connected to another polyglucan chain by
an �-1,6-glucosidic linkage.
Splitting the glucosidic linkage (catalyzed by acid, or

enzyme) the formed free carbenium cation will react imme-
diately with another hydroxyl-containing molecular entity. If
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Table 1. Characteristics of �-, �-, and �CD.

Parameter � � �

No. of glucose 6 7 8
Mol. wt. 972 1135 1297
Solubility in water (g/100 ml−1) at room temp. 14.5 1.85 23.2
���D 25� 150± 0.5 162.5± 0.5 177.4±0.5
Cavity diameter (Å) 4.7–5.3 6.0–6.5 7.5–8.3
Height of torus (Å) 7.9± 0.1 7.9± 0.1 7.9± 0.1
Diameter of outer periphery (Å) 14.6± 0.4 15.4± 0.4 17.5±0.4
Approx. volume of cavity (Å)3 174 262 427
Approx. cavity volume in 1 mol CD (ml) 104 157 256
In 1 g CD (ml) 0.10 0.14 0.20
Crystal forms (from water) hexagonal plates monoclinic parallelograms quadratic prisms
Crystal water wt% 10.2 13.2–14.5 8.13–17.7
Diffusion constants at 40 �C 3.443 3.224 3.000
Hydrolysis by A. oryzae �-amylase negligible slow rapid
pK (by potentiometry) at 25 �C 12.332 12.202 12.081
Partial molar volumes in solution (ml mol−1) 611.4 703.8 801.2
Adiabatic compressibility in aqueous solutions 7.2 0.4 −5�0
(ml mol−1 bar−1 104�

the reaction partner is water, the reaction is called hydrol-
ysis; the final product is glucose. If the reaction partner
is, for example, methanol, the reaction product is methyl-
glucopyranoside. If the reaction partner is the sixth, sev-
enth, or eighth glucopyranose unit of the same amylose

Primary OH-side

Secondary OH-side

0,14 ml0,10 ml

in one g :

in one mol :

CAVITY VOLUME

αCD βCD γCD

0,20 ml

256 ml157 ml104 ml

174 Å3 262 Å3 427 Å3

cross section

Hydrophobic region

Hydrophylic region

Figure 2. Dimensions and hydrophilic/hydrophobic regions of the CD
molecules.

molecule or amylopectin molecule side chain, the product is
a cyclodextrin. Because the minimum energy conformation
for both the amylose as well as the segments of the amy-
lopectin molecule is the helical (wormlike) structure, one
turn is composed of six, seven, or eight glucose units. Con-
sequently the sixth, seventh, or eighth glucopyranose unit
will be in the immediate vicinity of the newly formed carbe-
nium cation. This “splitting and the ring closing” process is
catalyzed by the so called cyclodextrin-glucosyl-transferase
enzyme.

2.2. Production

The cyclodextrin glucosyl transferase enzyme (CGT-ase)
is produced by a large number of microorganisms, like
Bacillus macerans, Klebsiella oxytoca, Bacillus circulans,
Alkalophylic bacillus No. 38-2, etc. Genetic engineering
has provided more active enzymes, and probably, in the
future, mostly these enzymes will be used for industrial CD
production [17].
The first step in CD production is the liquefaction of

the starch at elevated temperature. To reduce the viscosity
of the rather concentrated (around 30% dry weight) starch
solution, it has to be hydrolyzed to an optimum degree.
The prehydrolyzed starch must not contain glucose or low
molecular oligosaccharides, because they strongly reduce the
yield of the formed CDs. After cooling to the optimum
temperature, CGT-ase enzyme is added to the starch solu-
tion. In the so-called nonsolvent technology, the formed �-,
�-, and �CDs have to be separated from the complicated
partially hydrolyzed mixture. In the case of the solvent tech-
nology, an appropriate complex-forming agent is added to
the conversion mixture. If toluene is added to this system,
the formed toluene/�CD complex is separated immediately,
and the conversion is shifted toward the formation of �CD
(Fig. 3). If n-decanol is added to the conversion mixture,
mainly �CD will be produced, while in case of cyclohex-
adecenol the main product is �CD. Various other complex-
forming agents can be used. The selection depends on price,
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toluene/beta-CD-complex

CGT-ase

CH3

CH
3

CH
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CH
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CH
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+

maltodextrins

amylose

Figure 3. Production of �CD: in the presence of toluene the formed
�CD is converted immediately to a water-insoluble toluene/�CD com-
plex. Therefore the main product will be �CD. In the presence of
decanol �CD, hexadecenol �CD is the isolated final product.

toxicity, and explosivity, but mainly on the efficiency of the
removal of the solvents from the crystalline end-product.
The insoluble complexes are separated from the conversion
mixture by filtration. The removal of the solvents from the
filtered and washed complex is generally made after sus-
pending it in water by distillation or extraction. The aqueous
solution obtained after removal of the complexing solvent
is treated with activated carbon and filtered. The cyclodex-
trins are then separated from this solution by crystallization
and filtration. The homegeneity of the industrially produced
cyclodextrins is generally better than 99%.

2.3. Biological Effects

2.3.1. Absorption and Metabolism
For application of cyclodextrins in the pharmaceutical and
food industry, the fate of cyclodextrins in the mammal
organisms is a crucial question. Cyclodextrins are consumed
by humans or animals (as orally administered pharmaceu-
ticals, or as food additives) either as free cyclodextrins or
their inclusion complexes, containing some drug, flavor, or
other guest substance. The inclusion complexes undergo
very rapid dissociation under physiological conditions in the
gastrointestinal tract; therefore only the absorption of the
free cyclodextrin deserves attention [8, 16, 17].
Summarizing the available data and experimental obser-

vations the following conclusions can be drawn. The CD
molecule is a relatively large molecule. Its outer surface
is strongly hydrophilic. It is a true carrier. It brings the
hydrophobic guests into solution, keeps them in dissolved
state, and transports them to the lipophilic cell membrane,
but after delivering the guest to the cell (because it has
higher affinity to the guest than the cyclodextrin), the
cyclodextrin remains in the aqueous phase.
Only an insignificant amount of orally administered CD is

absorbed from the intestinal tract in intact form. The source
of eventual CD-elicited toxic phenomena might be that
CDs can solubilize and facilitate the otherwise insoluble,
nonabsorbable toxic compounds, like polyaromatic hydro-
carbons, pesticides, etc. The preponderant part of orally
administered cyclodextrin is metabolized in the colon, by

the colon microflora. The primary metabolites (acyclic mal-
todextrins, maltose, and glucose) are then further metabo-
lized, absorbed like the starch, and finally excreted as CO2
and H2O.
While the metabolism of starch takes place in the small

intestines, the cyclodextrin is metabolized in the colon. Cor-
respondingly the maximum intensities of metabolism are
observed for starch around 1 to 2 hours and for CDs 6 to 8
hours after consumption, respectively.
The metabolism of �CD is slower and that of �CD is

much faster than that of �CD. The chemically modified CDs
are, however, very resistant to enzymic degradation. Methy-
lated and hydroxypropylated CDs (and probably all other
more or less substituted CD derivatives) can be absorbed
from the intestinal tract to a quite considerable extent and
can get into the circulation.

2.3.2. Toxicology
Upon parenteral administration all CDs can interact with
the components of cell membranes, but the extent of this
interaction is very different. This cell-damaging effect can
be characterized by CD concentration, which results in an
50% haemolysis of the erythrocytes or which reduces to 50%
the luminescence of an Escherichia coli suspension. In these
experiments, the more hydrophobic (but very well soluble)
derivatives like dimethyl �CD showed the largest effects.
Because the cell-damaging effect is a consequence of CD
complexation of cell-wall components like cholesterol and
phospholipids, �CD and particularly its more hydrophobic
derivatives, like the dimethyl �CD, show the strongest cell-
membrane damaging effect among all CDs. The �CD and its
derivatives are less toxic, because their affinity (through the
wider CD cavity) to cholesterol and phospholipids is lower.
Administering the CDs at a rate that their actual concentra-
tion does not reach the haemolytic threshold concentration
(slow infusion, or absorption from the intestinal tract, or
through the skin), this immediate toxic consequence can be
avoided, but not the kidney-toxic effect. Parenteral admin-
istration of �CD is not possible, because it forms the most
stable cholesterol/CD complex, which will be accumulated in
the kidneys, destroying cells. Apparently �CD is free from
this noxious property: it is well soluble and does not form
stable, easily crystallizable complexes with any vital compo-
nent of the circulation. The cavity of �CD is too large and
that of the �CD is too small for cholesterol.
HP�CD (hydroxypropyl �CD) does not form insoluble

kidney-damaging cholesterol complex crystals; therefore it
can be injected even in rather large doses without any irre-
versible consequences, but chronic treatment again showed
unwanted side-effects: it forms soluble cholesterol/HP�CD
complex in the circulation. In the kidneys this less stable
complex dissociates. The HP�CD will be excreted, but the
cholesterol remains in the kidneys. Long-term parenteral
administration of HP�CD will heavily load the kidneys with
cholesterol—not considering other toxic effects of HP�CD.
Parenterally only such CDs can be administered that have

a low affinity to cholesterol. The best CD would be the one
that is stable in aqueous solution, has a high drug solubi-
lizing and stabilizing capacity, but after injecting into the
circulation rapidly decomposes. Regrettably we have not yet
such a derivative.
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3. CYCLODEXTRIN DERIVATIVES

3.1. Aim of Derivatization

For a series of reasons (price, availability, approval status,
cavity dimensions, etc.) the �CD is the most widely used
and represents at least 95% of all presently produced and
consumed CDs. It is used for many purposes; however, its
anomalous low aqueous solubility (and the low solubility of
most of its complexes) is a serious barrier in its wider utiliza-
tion. Fortunately by chemical or enzymatic modifications the
solubility of all CDs can be strongly improved, and instead
of the 18 g/L aqueous �CD solutions 500 g (or more)/L
aqueous �CD derivative solutions can easily be prepared.
In the cyclodextrins every glucopyranose unit has 3 free

hydroxyl groups which differ in both their functions and
reactivity. The relative reactivities of C(2) and C(3) sec-
ondary and C(6) primary hydroxyls depend on the reaction
conditions (pH, temperature, reagents). In �CD 21 hydroxyl
groups can be modified substituting the hydrogen atom or
the hydroxyl group with a large variety of substituting groups
like alkyl-, hydroxyalkyl-, carboxyalkyl-, amino-, thio-, tosyl-,
glucosyl-, maltosyl-, etc. groups, thousands of ethers, esters,
anhydro-deoxy-, acidic, basic, etc. derivatives can be pre-
pared by chemical or enzymatic reactions. The aim of such
derivatizations may be:

• to improve the solubility of the CD derivative (and its
complexes)

• to improve the fitting and/or the association between
the CD and its guest, with concomitant stabilization of
the guest, reducing its reactivity and mobility

• to attach specific (catalytic) groups to the binding site
(e.g., in enzyme modeling),

• to form insoluble, immobilized CD-containing struc-
tures, polymers, (e.g. for chromatographic purposes).

3.2. Derivate Types

From the thousands of CD derivatives described in hundreds
of scientific papers and patents only a few can be taken
into consideration for industrial scale synthesis and utiliza-
tion. Complicated multistep reactions, using expensive, toxic,
environment-polluting reagents and requiring purification of
the products by chromatography, are feasible to prepare
derivatives only on laboratory scale. To produce tons at
an acceptable price only about a dozen of the known CD
derivatives can be taken into consideration.
Among industrially produced, standardized, and available

(even in ton amounts) �CD derivatives the most impor-
tant ones are the heterogeneous, amorphous, highly water
soluble methylated �CD and 2-hydroxypropylated �CDs
(Fig. 4). Due to its heterogeneity the HP�CD cannot be
crystallized, which is an important advantage (e.g., at pro-
ducing liquid drug formulations).
The first hydroxypropyl-�CD and hydroxypropyl-�CD

containing drug formulations are already approved and mar-
keted in several countries.
A methylated �CD is more hydrophobic than the �CD

itself; therefore it forms a more stable (but soluble) complex
with cholesterol. Its affinity to cholesterol is so strong that it
extracts cholesterol from the blood cell membranes, result-
ing in hemolysis already at around 1 mg/mL concentration.

CH2OM
e

CH2OMe

CH
2OM

e

C
H 2

O
M

e CH 2
OMe

CH
2 OMe

C
H 2

O
H CH2

OCH2
CHCH3

CH
2 CHCH

3

C
H

2 O
HCH

2OH

CH2OCH2CHCH3

CH2CHCH3 C
H

2H
O

CH
2 OH

OCH2
CHCH3

OH

H
O

H
O

HO

HO

HO

H
O

OH

H
O

OHOH

OH
O

H
O

H

OH

OH

O
O O

O

O

O

O

OO

O

O

O
O

O

O

O

C
H

2 O
M

e

MeO

M
eO

MeO
MeO

M
eO

M
eO MeO

O

O

O

O
OO

O
O

O

O

O
O

O O
HO

H
O

HO
HO

H
O

H
O

HO

Figure 4. Structure of the heptakis (2,6-O-dimethyl)-�CD and of a
hydroxypropyl �CD of DS∼4.

A particular methylated �CD, the heptakis (2,6-di-O-
methyl-�CD) is a crystalline product (Fig. 4). It is extremely
soluble in cold water but insoluble in hot water. Therefore,
its purification, and also the isolation, of its complexes
is technically very simple. Up to now no better solu-
bilizer has been found among the CDs. It is available
in better than 95% isomeric purity for injectable drug
formulation (for example radio-pharmaceuticals) but for
widespread industrial application the cheaper noncrystaliz-
able randomly methylated �CD (called RAMEB) is pro-
duced and marketed.
Enzymatically modified CDs are produced, for example,

by reacting �CD with starch in the presence of pullulanase
enzyme. One or two maltosyl or glucosyl groups will be
attached to the primary side of the CD ring with �-1,6 gly-
cosidic linkage. The product is the so-called “branched” CD
(mono- or dimaltosyl or mono- or diglucosyl CD) which is
very well soluble in water, being a heterogeneous, noncrys-
tallizable substance. It is produced and used in the food
industry, mainly in Japan, for example, for production of
stable flavor powders.
There has been increasing interest toward the per-acyl-

CDs. All acetylated CDs from per-acetyl to per-octanoyl
esters have been studied partly as retarding drug carriers
and partly as bioadhesive, film-forming substances to be
used in transdermal drug delivery systems. The heptakis-
(sulfobutyl)-�CD is very well soluble in water, is noncrys-
tallizable, and even at extreme high doses seems to be free
from any toxic side-effects. It can be used as a chiral sep-
arating agent in capillary zone electrophoresis, but the aim
of the intensive research is to use it as a parenteral drug
carrier, for preparation of aqueous injectable solutions of
poorly soluble drugs. A few such drug complexes are already
approved and marketed.
The CD sulfates possess many similar properties as the

heparin without its anticoagulating effect. Apparently they
can reduce the blood supply of tumor tissues through
inhibiting the formation of new arteries (=antiangiogenesis).
The monochloro-triazinyl �CD is produced on industrial

scale from CDs and cyanuric chloride. It is reactive with
cellulose fibers in alkaline medium (see at the application of
CDs in textiles).
To elongate the actual CD cavity substituents are attached

to the primary or secondary side. This elongation may be
hydrophylic in which case hydroxyalkyl groups are attached
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to the ring, or it might be hydrophobic. For example sub-
stituting the primary hydroxyl groups with long fatty-acid
chains, “medusa”-like molecules can be prepared. These
molecules behave as detergents while retaining their com-
plex forming ability. The coming years will decide how uti-
lizable these derivatives are.
The chair conformation of the CD ring can be modified

by inverting the position of some hydroxyl groups. For exam-
ple eliminating the tosyl group in alkaline medium from
a CD-tosyl derivative, 2,3-anhydro derivatives can be pre-
pared. Opening the anhydro ring one hydroxyl group will
take up an inverted position, and this way cycloaltrins are
formed. Eliminating an appropriate leaving group from the
primary side, 3,6-anhydro-CDs are formed. Because of the
twisted conformation of the anhydro glucopyranose unit
the properties of CDs—for example, their solubility—are
strongly increased.
It is possible to close one side of the CD cavity, for exam-

ple, by overbridging the primary or secondary side with an
appropriate bifunctional substituent. It is expected that these
overbridged CDs will form more stable complexes with cer-
tain guests.
A dozen various CD derivatives are used in gas chro-

matography, liquid chromatography, and capillary zone elec-
trophoresis.
For other industrial purposes where toxicological

demands do not play a decisive role, epichlorohydrin cross-
linked, hydroxyethylated, or sometimes (apparently rather
fancy, but by its use justified) mixed ethers–esters, like hep-
takis (2,6-di-O-methyl)-3-O-trifluoracetyl-�CD and similar
derivatives, are produced and utilized.
It seems to be very probable that for drug carrier purposes

four or five different CD derivatives will be developed and
produced in the future, because no one of them is able to
fulfill alone all the very strict requirements, which are usual
in the case of a parenteral drug carrier.
For other industrial purposes the production of hun-

dreds of tons of alkylated, hydroxyalkylated, and acylated
CDs is prognosticated by end of first decade of the 21st
century.

4. INCLUSION COMPLEXES

4.1. Mechanism and Equilibria

In an aqueous solution, the slightly apolar cyclodextrin cav-
ity is occupied by water molecules which are energetically
unfavored (polar–apolar interaction) and therefore can be
readily substituted by appropriate “guest molecules” which
are less polar than water (Fig. 5). The dissolved cyclodextrin
is the “host” molecule, and the “driving force” of the com-
plex formation is the substitution of the high-enthalpy water
molecules by an appropriate “guest” molecule. One, two, or
three cyclodextrin molecules contain one or more entrapped
“guest” molecules. Most frequently the host:guest ratio is
1:1. This is the essence of “molecular encapsulation” [17].
This is the simplest and most frequent case. However, 2:1,

1:2, 2:2, or even more complicated associations and higher
order equilibria exist, almost always simultaneously.
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Figure 5. Schematic representation of the association–dissociation of
the host (CD) and guest (p-xylene). The formed guest/host inclusion
complex can be isolated as a microcrystalline powder.

The formed inclusion complexes can be isolated as sta-
ble crystalline substances. Upon dissolving these complexes,
an equilibrium is established between dissociated and asso-
ciated species, and this is expressed by the complex sta-
bility constant Ka. The association of the CD and guest
(D) molecules, and the dissociation of the formed CD/guest
complex is governed by a thermodynamic equilibrium:

CD+D � CD ·D

K1�1 =
�CD ·D�
�CD��D�

Generally, the study of the interaction between a CD
and a potential guest begins with registration of the sol-
ubility isotherm (phase solubility diagram, Fig. 6). Adding
the potential “guest” to an aquous solution and agitat-
ing (stirring, shaking) until the equilibrium is attained
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Figure 6. Registering the solubility of a poorly water soluble guest as a
function of the CD concentration in aqueous solution, different solubil-
ity isotherms can be obtained, depending on the type of CD and prop-
erties of the guest. Solubility isotherm types: So = solubility of guest
in the absence of CD; St = concentration of dissolved guest (free +
complexed); and Sc = solubility limit of the poorly soluble complex.
Isotherm types Ap, AL, and AN = very soluble complexes formed (sol-
ubility limit determined by solubility of the CD). Isotherm BS = com-
plex of limited solubility is formed. Isotherm BI = insoluble complex is
formed.
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(from 3 h to 1), the following visual observations may be
expected:
If the guest is well soluble in water then

• No visual change, but a shift in the UV spectrum, a
change in the NMR chemical shift values, enhanced
fluorescence, or induced circular dichroism, etc. may
recorded.

• Precipitate is formed already at low concentrations of
the guest which allows one to conclude to the complex
formation. (The majority of water miscible solvents at
high concentration precipitate the CDs, but it does not
necessarily mean complex formation.)

• Solubility of the CD increases significantly (e.g., solu-
bility of �CD increases from 18 to over 100 mg/ml)
which points to a strong interaction with the CD, but
not necessarily inclusion.

If the guest is poorly soluble in water, and it is able to form
complex with the CD, then its solubility as a function of the
CD concentration in most cases will change. This change
may be an increase, either monotonously or only to a certain
limit, or it may even decrease. The correlation between guest
solubility and CD concentration is illustrated by Figure 6.
If only dissolved complex is formed the phase-solubility

isotherm is of “A” type, whereas if the solubility of the
formed complex is limited, then the isotherm is of the
“B” type. In cases where the formed complex is insoluble
(type BI, Fig. 6) the solubility of the guest remains unal-
tered until all guest molecules are converted into insoluble
complexes. Thereafter the concentration of dissolved guest
begins to decrease.
When the complex is more soluble than the free guest,

but its solubility limit can be reached within the studied CD
concentration range, the (St) first increases from the aque-
ous solubility of the guest (SO) until point “A,” where the
solubility limit of the complex is reached.
Any further increase in the CD concentration results in

no further increase in solubility, but in precipitation of the
microcrystalline complex (BS-type isotherm). Reaching point
“B” means that all solid guest has been converted to a less
soluble inclusion complex, therefore adding even more CD
to the system. The association–dissociation equilibrium will
be shifted to association, and the solubility asymptotically
approximates to the inherent solubility limit of the com-
plex (Sc).
Theoretically the concentration increase from So to A

should be identical with the one from zero to Sc (i.e., at
point “A” the solution is just saturated for both the guest
and its complex). This is, however, only a theoretical case,
because in many instances the stoichiometry of a formed
complex depends on the concentration ratios. While at the
beginning only a 1:1 complex is formed, at higher CD
concentration the stoichiometry is more complicated (1:2,
2:3, etc.).
The prevailing complex structure and stoichiometry are

not necessarily identical in solution and in the solid state.
If within the studied CD-concentration range the sol-

ubility limit of the complex is not reached, the isotherm
is of type “A,” and “AL” means a linear increase with
unchanged stoichiometry. The “AP”-type isotherm shows a

positive deviation from linearity and this indicates a contin-
uous increase in the stoichiometry of the complex, (i.e., the
original 1:1 complex tends to associate with further guests,
forming 2:3, etc. compositions). If the isotherm is of “AN”
type, the system is even more complicated because it can
point either to an increase of the host ratio within the com-
plex (1:1 to 2:1) or a change in the solute-solvent interaction
(hydration, ionization of the guest) or both.
The determination of the complex stability constants and

the problems associated with their interpretation are treated
in Section 6. The theoretically incorrect, but for practical
purposes utilizable, apparent complex stability constant KC
(association constant) for a 1:1 complex can be calculated
from the slope and intercept of the initial straight line por-
tion of the diagram as follows:

Kc
�St − So�

So��CD�t − �St − So��
= tan�
So�1− tan��

The stoichiometry of the inclusion compound can be
deduced by analyzing the length of the plateau region, AB,
according to the following equation:
�guest�
�CD�

= (total guest added to system)− �guest in solution at point A�
�CD�t corresponding to plateau region

This equation means that the concentration of CD, corre-
sponding to the plateau, is equal to that of the host which
is consumed for the conversion to the solid inclusion com-
pound, with no free solid guest remaining at point A. The
stoichiometry thus estimated by this method should be con-
firmed by isolation and chemical analysis of the solid inclu-
sion compound. In the case of the B1-type diagram, the
initial rise is not detectable because the inclusion compound
is practically insoluble. In the same way, the Kc value is
calculated from the AL-type diagram according to the first
equation. From the Ap-type diagram Kc is calculated by iter-
ation. The value of Kc cannot be calculated from an AN-type
diagram.

4.2. Stoichiometry and Crystal Structure

Geometrical rather than chemical factors are decisive in
determining the kind of guest molecules which can penetrate
into the CD cavity [9, 17]. The �-, �-, and �CDs, with differ-
ent internal diameters, are able to accommodate molecules
of different size. Naphthalene is too bulky for �CD, and
anthracene fits only into �CD. Propionic acid is compati-
ble with �CD, but it has no satisfactory fitting in the large
cavities. (Fig. 7). The included molecules are normally ori-
ented in the host in such a position as to achieve the maxi-
mum contact between the hydrophobic part of the guest and
the CD cavity. The hydrophilic part of the guest molecule
remains, as far as possible, at the outer face of the complex.
This ensures maximum contact with both the solvent and
the hydroxyl groups of the host.
Complex formation with molecules significantly larger

than the cavity may also be possible. This is done in such
a way that only certain groups or side chains penetrate into
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Figure 7. Examples of CD complexes: the same CD with different
guests, and the same guest with different CDs. Toluene/�CD (A),
diphenylamine/�CD (B), long-chain fatty acid/CD (C), short chain fatty
acid + diethyl ether ternary �CD complex (D), prostaglandin E2/�CD
(E), prostaglandin E2/�CD complex (F), prostaglandin E2/�CD (G) [9].

the carbohydrate cavity (e.g., aromatic amino acid moieties
of a polypeptide or protein).
The fitting between host and guest can be visualized by

computer graphics. Computer programs are available which,
using crystallographically determined bond length and bond
angle values and appropriate interaction energy functions,
can rapidly ascertain the most probable conformations of
a complex. However, if an inclusion can be established on
the screen of a computer monitor, it does not necessarily
mean that the complex can really be prepared, because the
crystallographic data cannot take into account those factors
that exist only in aqueous solutions: hydration, ionization,
and concomitant torsion of the conformation.
A 2:1 complex of CD and a guest molecule may be formed

when the guest is too large (long) to find complete accom-
modation in one cavity, and its other end is also amenable to
complex formation. Such complexes are formed in the case
of the vitamin D3/�CD complex and the much “slimmer”
aliphatic chains of n-alkanes and �CD.
In solution both the �- and �CD are highly associated

with benzoic acid, but only the �CD complex can be readily
crystallized. A crystalline 2:1 complex with �CD and ben-
zoic acid will give a low yield. �CD will perfectly include a
benzoic acid molecule; the carboxyl group forms a hydrogen
bond with one secondary CD hydroxyl.
The role of substituents in complex formation is demon-

strated by the methylnitrophenols. Relative to 4-nitrophenol,
methyl groups in positions 2 and 6 have no significant influ-
ence on the stability of the �CD complex, but one methyl
group in the 3-position will lower the stability of the com-
plex by about two orders of magnitude. 3,5-Dimethyl-4-
nitrophenol fails to give a complex at all.
Strongly hydrophilic molecules (very soluble in water) and

strongly hydrated and ionized groups are not or are only very
weakly complexable. Only molecules which are less polar
than water can be complexed by CDs.

Excessively strong cohesive forces between the molecules
of the guest impede their separation, which is a precondi-
tion for the inclusion. A measure of the cohesion between
the molecules of a crystalline substance is the melting point.
When the melting point is higher than 250 �C a stable CD
complex cannot generally be prepared.
The structure of crystalline CD complexes is not necessar-

ily identical to that of the complexes in solution. In the dis-
solved state the guest molecule or its corresponding group
is located within the cavity of the CD and the whole com-
plex is surrounded by a multilayer hydrate shell. In the crys-
talline state, however, guest molecules and also some CD
molecules include only water molecules; consequently they
are incorporated into the crystal lattice as water complexes.
Therefore, the isolated amorphous or crystalline complexes
are practically never of strictly stoichiometric composition;
however, they are stable even if the ring cavities are only
partially saturated by apolar guest molecules.
In solution the association–dissociation equilibrium deter-

mines the uncomplexed/complexed ratio for the guest and
the host. However, depending on properties such as size
and shape of the guest, not only 1:1, but also 1:2, 2:1,
or 2:2 host:guest complexes may coexist in solution. This
will also depend on the CD and/or guest concentration.
Even two identical or different guest molecules may be
included in one host (ternary complex). For example sodium
1-pyrenesulphonate with �CD forms a 1:1 low stability (k =
1 M−1� complex, but with �CD a very stable (k = 106 M−1�
2:1 complex is formed. At higher �CD concentrations, how-
ever, one further �CD will react, resulting in a 2:2 com-
plex. Similarly, �CD forms a 1:1 complex with methyl orange
in dilute solution; depending on the concentration 1:2 and
2:2 complexes can also occur. Generally, in aqueous solu-
tion with no extreme concentrations, the 1:1 complex is
predominant.
CD inclusion complexes always contain water as crystal

hydrate. For example, the p-iodoaniline/�CD complex con-
tains four and the krypton and the methanol/�CD com-
plexes contain five molcules of water of crystallization.
In crystalline �CD inclusion complexes, the packing

depends largely on the type of guest molecule. The cage-type
structure (see Fig. 8) is characteristic for small guests, which
fit completely into the cavity. The channel type is observed
when the guest is so large that it protrudes on both sides of
the cavity.
The structure of the complex changes from the cage to

channel type in the homologous series of carboxylic acids.
Acetic, propionic, and butyric acids form cage-type struc-
tures, but valeric acid is too long to be accommodated in
the cage, and from valeric acid onward, only channel-type
structures are formed. The ionization of a small guest also
results in the conversions of the cage to channel structure.
Thus, acetic acid forms a cage-type structure, whereas the
ionic potassium acetate prefers a channel-type arrangement.
The brickwork-type cage structure is characteristic of

small, neutral, but not fully incorporated guests, which only
weakly protrude on one side of the cavity (e.g., monocyclic
aromatic compounds). This kind of brick-type cage arrange-
ment has so far only been observed with �- and not with
�- and �CD.
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Figure 8. Channel (A), herringbone (B), brick-wall (C), head-to-tail
(D), and head-to-head (E) alignment of CD rings in their complex crys-
tal structures.

The �CD complexes crystallize with a fishbone, dimeric
cage or channel structure.
The typical fishbone structure has been observed only with

a few small guests: water, methanol, and ethanol. Larger
guests, such as n-propanol, are accommodated in cavities
which are formed by two �CD molecules arranged in a
head-to-head fashion, although n-propanol is small enough
to be enclosed in a monomeric cavity. It appears that the
head-to-head dimer formation is favored by �CD.
These “double volume cages” (i.e. head-to-head arranged

dimers or even tetramers) are arranged side-by-side in lay-
ers. Such adjacent layers are displaced so that the cavities of
the dimers or tetramers are closed at both ends, or they are
stacked on top of each other. This leads to cage-type struc-
ture formation, although the �CD molecules are arranged
in a channel-type form. In fact, all the channels formed by
�CD are more or less irregular because this molecule has
seven glucose units in one ring.
If �CD is crystallized as an “empty” molecule from water,

it arranges in a fishbone-type cage structure similar to that
observed for �- and �CDs. If, however, a small guest, such
as n-propanol, is added, a channel-type structure is formed
in which the �CD molecules, with an eightfold symmetry,
are stacked along a fourfold symmetry axis, and exactly lin-
ear channels are produced.

4.3. Effects of Inclusion

The most important primary consequences of the interac-
tion between a poorly soluble guest and a CD in aqueous
solution are as follows:

(a) The concentration of the guest in the dissolved phase
increases significantly, while the concentration of the
dissolved CD decreases. This latter point is not always
true, however, because ionized guests, or hydrogen-
bond establishing (e.g., phenolic) compounds may
enhance the solubility of the CD.

(b) The spectral properties of the guest are modified.
For example, the chemical shifts of the anisotropi-
cally shielded atoms are modified in the NMR spectra.
Also, when achiral guests are inserted into the chi-
ral CD cavity, they become optically active and show
strong induced Cotton effects on the circular dichro-
ism spectra. Sometimes the maximum of the UV spec-
tra are shifted by several nm and fluorescence is very
strongly improved, because the fluorescing molecule
is transferred from the aqueous milieu into an apolar
surrounding.

(c) The reactivity of the included molecule is modified.
In most cases the reactivity decreases (i.e., the guest
is stabilized), but in many cases the CD behaves as
an artificial enzyme, accelerating various reactions and
modifying the reaction pathway.

(d) The diffusion and volatility (in case of volatile sub-
stances) of the included guest decreases strongly.

(e) The formerly hydrophobic guest, upon complexation,
becomes hydrophilic; therefore its chromatographic
mobility is also modified.

And in the solid state:

(f) The complexed substance is molecularly dispersed
in a carbohydrate matrix forming a microcrystalline
or amorphous powder, even with gaseous guest
molecules.

(g) The complexed substance is effectively protected
against any type of reaction, except that with the CD
hydroxyls, or reactions catalyzed by them.

(h) Sublimation and volatility are reduced to a very low
level.

(i) The complex is hydrophilic, easily wettable, and
rapidly soluble.

When, in an aqueous system, the formation of the CD-
inclusion complex can be detected (e.g., by NMR or circular
dichroism, or through a catalytic effect), this does not mean
necessarily that a well-defined crystalline inclusion complex
can be isolated. The two main components of the driv-
ing force of the inclusion process are the repulsive forces
between the included water molecules and the apolar CD
cavity, on the one hand, and between the bulk water and the
apolar guest, on the other hand. This second factor does not
exist in the crystalline (dry) state. Therefore it is not uncom-
mon that the complex formation is convincingly proven in
solution, but the isolated product is nothing other than a
very fine dispersion of the CD and the guest.
The absolute majority of all practical applications of CDs

are based on their inclusion complex forming capacity.

4.4. Preparation of CD Complexes

The preparation of cyclodextrin inclusion complexes is sim-
ple; however, the conditions have to be “tailor made” for any
guest substances [2, 4, 17]. The complexation may be per-
formed in homogeneous solution, or in a suspension, under
pressure, or by simple mixing of the components, by melting
together the potential guest with the CD. The principle is
illustrated in Figure 9.
When preparing a CD complex in solution the presence

of water is absolutely necessary. Either pure water or some



292 Cyclodextrins and Molecular Encapsulation

crystalline
complex

inclusion
complex

dissolved
CD

isolation

in water
hydrophobic
poorly
soluble
drug

Figure 9. Schematic representation of the production of a CD complex.

aqueous system containing an organic solvent can be used.
The use of organic solvent is necessary when the guest
molecule is hydrophobic, or its melting point is over 100 �C.
Therefore it cannot be dispersed finely in an aqueous CD
solution. In such a case, organic solvents have to be used for
solubilization of the guest.
Only a very limited number of organic solvents can be

used, because the majority of them are excellent complex-
forming partners. Using ethanol, at least a small amount of
it will be retained very firmly in the formed complex (seldom
more than 1–2% by weight of the product). Other solvents,
like diethyl ether, do not form a stable complex with �CD;
however, together with, for example, prostaglandin-F2�, a
small amount of a ternary complex is formed, and then the
diethyl ether cannot be removed, even at 105 �C in vacuo.
Complex for gases (xenon, chlorine, ethylene, krypton,

carbon, dioxide, etc.) can be prepared by exposing a satu-
rated �CD solution to the gas at 7–120 atm for 5–8 days at
20 �C.
In the so-called “slurry” method the CD and the guest are

not dissolved but only finely suspended in water at ambient
temperature with vigorous stirring. (The use of ultrasonifi-
cation may even improve the procedure by accelerating the
dispersion of solid phase.)
The reaction mixture is stirred intensively for 4–8 h (gen-

erally in the case of light oils, e.g., essential oils, terpenoids),
or even for several days (24–72 h) in the case of heavy oils
(e.g., natural waxes, higher terpenoids, balms) or when the
guest substance is solid and no solvent is used. This method
is the most feasible for industrial purposes.
A variation of this method uses even less water.
In the so-called “kneading” method the cyclodextrin

is intensively kneaded with a small amount of water to
which the calculated amount of the guest component is
added directly without using any solvent. Because the ini-
tial cyclodextrin–water complex is energetically less favored
than the CD–guest complex, the cavity water molecules will

be substituted by the guests. Besides this, the crystal lattice
of the complex is also different from that of the water–
CD complex. Therefore the reaction runs toward inclusion.
Owing to their different crystal structure, the molecular lay-
ers of the inclusion complex formed on the surface of the
parent cyclodextrin will dissociate from the crystal. Thus the
entire cyclodextrin crystal quickly becomes disorganized and
transformed into the guest–CD complex.
Industrially the solution or slurry is freeze-dried in

the case of expensive and very sensitive guests, like
prostaglandins, vaccines, and taxanes, or spray-died like
omeprazole, or simply kneaded and dried in air or in vacuo
like nitroglycerin, essential oils, etc.

5. INDUSTRIAL APPLICATIONS

5.1. Pharmaceutical Industry

The complexation of a drug molecule with a CD should be
taken into consideration when the bioavailability and/or the
chemical stability of the drug is not satisfactory, or the usual
formulation methods do not result in an acceptable product.
Indications for CD complexation include:

• The bioavailability of the drug (upon oral, dermal,
pulmonar, mucosal, etc. application) is incomplete or
irregular, because the drug is poorly soluble.

• The rate of dissolution is low; even in case of a com-
plete absorption, the time to reach the effective blood
level of the orally administered drug is too long.

• The drug is chemically unstable (on account of its
autodecomposition, polymerization, or degradation by
atmospheric oxygen, absorbed humidity, light, etc.). No
marketable formulation with satisfactory shelf-life can
be produced.

• The drug is physically unstable. Volatilization or sub-
limation result in losses. By migration the originally
homogeneous product becomes heterogeneous. On
account of its hygroscopicity it liquifies by atmospheric
humidity.

• Because of the low solubility no aqueous eye-drop or
injectable solution (or other liquid formulation) can be
prepared.

• The drug is a liquid, but its preferred pharmaceuti-
cal form would be a stable tablet, powder, aqueous
spray, etc.

• The drug is incompatible with other components of the
formulation.

• The dose of the lipid(like) hardly homogenizable drug
is extremely low. Therefore content uniformity of the
product is problematic.

• The acceptability of the drug is bad, because of bad
smell, bitter, astringent, or irritating taste.

• Relief of serious side-effects (throat, eye, skin, or stom-
ach irritation) is required.

• Because of the extreme high biological activity (in case
of drugs of extremely low doses) working with such
powder is rather dangerous.
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The advantageous results of CD complexation of (CD-
complexable) drugs are as follows:

• improved bioavailability from solid or semisolid formu-
lations (Fig. 10),

• enhanced stability, elongated shelf-life,
• reduced side-effects,
• uniform, easy to handle powders, even from liquids,
and

• aqueous, injectable solution from poorly soluble drugs.

Speaking only of the numerous advantages of drug/CD
complexation can be bitterly misleading, because there are
just as many limiting factors which restrict the applicabil-
ity of CDs to certain types of drugs, because not all drugs
are suitable for CD complexation. Many compounds can-
not be complexed, or complexation results in no essential
advantages. Inorganic compounds generally are not suitable
for CD complexation. Exceptions are nondissociated acids
(HCl, HI, H3PO4, etc.) halogens, and gases (CO2, C2H4, Kr,
Xe, etc.). Inorganic salts as KCl, Fe salts, etc. can not be
complexed.
General preconditions (not without exceptions!) to form

a medicinally useful CD complex of a drug molecule are the
following:

• More than five atoms (C, P, S, N) form the skeleton of
the drug molecule.

• Its solubility in water is less than 10 mg/ml.
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Figure 10. The bioavailability of a poorly soluble drug will be improved
by CD complexation, because it will be dissolved faster, will attain a
higher solubility, will be absorbed faster [the time between administra-
tion and onset of biological effect (e.g., pain reduction) will be shorter],
and will result in a more complete absorption.

• Its melting point temperature is below 250 �C (other-
wise the cohesive forces between the molecules are too
strong).

• The molecule consists of less than five condensed rings.
• Its molecular weight should be between 100 and 400
(with smaller molecules the drug content of the com-
plex is too low; large molecules do not fit the CD
cavity).

Strongly hydrophilic, too small or too large molecules
(e.g., peptides, proteins, enzymes, sugars, polysaccharides,
etc.) generally cannot be complexed. Nevertheless, when
large water soluble molecules contain appropriate com-
plex forming side-chains (e.g., an aromatic aminoacid in a
polypeptide) it will react with CDs in aqueous solutions,
resulting in modified solubility and stability (e.g., the stabil-
ity of an aqueous solution of insulin or many other peptides,
proteins, hormones, and enzymes is significantly improved
in presence of an appropriate CD).
An unavoidable limiting factor in selecting the drug for

complexation is the dose of the complex that has to be
administered. A fundamental requirement is that the mass
of a tablet should not exceed 500 mg. Since the drugs to
be complexed have molecular weights between 100 and 400,
and the CDs have rather large molecular weights (972, 1132,
and 1297 for �-, �-, and �CDs) a 100 mg complex contains
only about 5–25 mg of active ingredient. If the single dose
of a drug is not more than 25 mg then even a complex of
5% active substance content can carry the necessary dose in
a single tablet of 500 mg weight. Otherwise the possibility
of a powder sachet or sparkling-tablet formulation has to
be taken into consideration. Thus, in the case of complex
forming drugs, the relationship of the required dose and the
molecular weight determines the feasibility of oral adminis-
tration in CD complexed form.
Similarly, the volume of an injection should be less than

5 ml, or even better not more than 2–3 ml (i.e., to dis-
solve the necessary amount of the drug in 2–3 ml of 40%
HPBCD solution 800–1200 mg HPBCD can be used). In liq-
uid formulations the use of CD derivatives in large excess
is possible. For example, in the case of prostavasin injection
the molar ratio of prostaglandin E1 to �CD is 1:11 (20 �g
PGE1 + 646 �g �CD/dose). In slow infusion the parenteral
administration of several grams of a noncrystallisable CD
derivative is possible. For example, in a liquid itraconazole
formulation the weight ratio of the drug to hydroxypropyl
�CD is 1:40! One single intravenous infusion dose of the
commercial product Sporanox� contains 250 mg itracona-
zole and 10,000 mg HP�CD.
A 3000 I.U. D3-vitamin tablet contains only 0.075 mg

cholecalciferol. A prostarmon-E tablet contains only 0.5 mg
PGE2. The active ingredient content of a nitroglycerin tablet
is 0.5–4 mg. These and similar drugs are ideal for CD com-
plexation, but even the 20 mg piroxicam containing Brexin�
tablet is a widely marketed, successful product.
If the Ka stability constant of a complex is low (less

than 102 mol−1� the existence of the complex can be evi-
denced in solution, but removing the water the obtained
product is not seldom only a mixture (e.g., a coprecipi-
tate) which contains the host and guest in an intimately
fine dispersion. Removing the water is also an impor-
tant component, as the driving force for complexation is
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eliminated: the repulsive forces between water and the
hydrophobic drug. Upon contacting with water the com-
plex formation is an instantaneous process (i.e., in solu-
tion the guest is really included in the CD cavity, and the
dissociation–association equilibrium is reached within sec-
onds). In such cases the guest is not protected against exter-
nal destructing factors, like oxygen or humidity, but if the
guest is stable enough, only its low solubility means prob-
lems. Such intimate mixtures can be utilized for prepara-
tion (e.g., solid formulations of improved bioavailability).
If, however, the guest is instable then only a full, also in
anhydrous state prevailing complexation can help.
In the case of extremely high complex stability con-

stants (over about 104 M−1� the bioavailability can even
be reduced. The complex is practically not absorbed,
only the released, molecularly dispersed (=dissolved) drug
molecules. In such cases the co-administration of an even
better complex forming competitor molecule (e.g., pheny-
lalanine) can help.
Hundreds of published examples illustrate the stabilizing,

solubility, and bioavailability enhancing, side-effect reduc-
ing, and advantageous technological effects of CD com-
plexation of the instable, poorly soluble, locally irritating
drugs. Table 2 illustrates a selection of CD containing drugs,
approved and marketed in various countries.

5.2. Food Industry

Flavor substances are generally volatile, easily deteriorating
substances. Most of them (e.g., terpenoids, phenylpropan
derivatives) form stable complexes with CDs and in dry
complexed form remain stable for long time, without any
further protection, at room temperature. Such powder fla-
vors are approved, produced, and used in several countries

Table 2. Some approved and marketed CD-containing pharmaceutical products.

Drug Trade name Formulation Indication Company/country

PGE1-�CD Prostavasin intraaterial chronic arterial occlusive Ono, J. Schwarz, D.
20 �g/amp. disease, etc.

PGE1-�CD Prostadin 500 infusion controlled hypotension Ono, J.
500 �g/amp. during surgery

PGE1-�CD Prostarmon E sublingual tablet induction of labor Ono, J.
OP-1206-�CD Opalmon tablet Buerger’s disease Ono, J.
Piroxicam-�CD Brexin, Cicladol tablet, sachet, Analgesic, antiinflammatory Chiesi, I, Masterpharma, I.D.,

and suppository B., NL., etc.
Garlic oil-�CD Xund, Tegra, Allidex, dragées antiatherosclerotic Bipharm, Hermes, D.,

Garlessence Pharmafontana, H., D., USA
Benexate-�CD Ulgut, Lonmiel capsules anti-ulcerant Teikoku, J., Shionogi, J.
Iodine-�CD Mena-Gargle garling throat disinfectant Kyushin, J.
Dexamethanose, Glymesason ointment analgesic, antiinfammatory Fujinaga, J.
Glyteer-�CD

Niroglycerin-�CD Nitropen sublingual tablet coronary dilator Nippon Kayaku, J.
Cefotiam-hexatil-�CD Pansporin T tablet antibiotic Takeda, J.
New oral cephalosporin Meiact tablet antibiotic Meiji Seika, J.
(ME 107)-�CD

Thiaprofenic acid-�CD Surgamyl tablet analgesic Roussel-Maestrelli, I.
Chlordiazepoxide-�CD Transillium tablet tranquilizer Gabor Ar.
Hydrocortisone-HP�CD Dexacort liquid mouthwash against ahpta, Icelandic Pharm., Isl.

gingivitis, etc.
Itraconazol-HP�CD Sporanox liquid AIDS, oesophagal candidiosis Janssen, B
Diclofenac-Na Voltaren Ophtha eyedrop anti-inflammatory Novartis CH,D,F, etc.

like France, Japan, and Hungary. For example lemon-peel
oil/�CD complex mixed with powdered sugar is used in pas-
tries or spice-flavor mixtures complexed with CDs in prepa-
ration of canned meat and sausages. Peppermint oil/�CD
complex is used in chewing gum, etc. In Germany garlic
oil/�CD complex is marketed as odorless dragées (to substi-
tute garlic and a number of various unstable garlic prepara-
tions, consumed to reduce blood cholesterol level).
�CD cannot be considered tasteless. Its taste threshold

value is lower than that of sucrose (detection: 0.039% cf.
0.27%; recognition: 0.11% cf. 0.52%). An aqueous solution
of a 0.5% �CD was as sweet as sucrose, and a 2.5% solution
was as sweet as a 1.71% sucrose solution. When �CD is used
in food processing, its sweetness cannot be ignored. Sucrose
sweetness and �CD sweetness are additives.
Emulsion stability, water retention, and storability can be

improved in many cases by addition of cyclodextrins to the
food component or food. A solid composition containing
sugars and amino acids for food or pharmaceutical purposes
is known to undergo browning and caking. This can be pre-
vented by incorporating in such a composition at least 40%
of an oligo- or polysaccharide, such as dextrin, starch, or
CD, with a water content of not more than 3%. For exam-
ple the addition of 20% �CD to a powdered juice consisting
of anhydrous glucose, sodium l-aspartate, dl-alanine, citric
acid, and inorganic salts resulted in a product of excellent
stability. After 30 days at 40 �C there was no apparent
discoloration or caking. The control, without �CD, began to
cake on the second day and to turn brown on the fourth.
CD can be utilized for the preparation of stable water-in-

oil emulsions, such as mayonnaise and salad dressing. Nat-
ural food coloring components in tomato ketchup can be
stabilized by adding 0.2% �-CD. The ketchup thus prepared
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did not discolor on heating at 100 �C for 2 hours, whereas
the control did. Addition of CDs to emulsified foods or
cheese can increase water retention and shelf life. In pro-
cessed meat products CD improves water retention and
texture.
The addition of 0.005 to 1% �CD to canned citrus prod-

ucts prevents precipitate formation, which is mainly due to
the poorly soluble, bitter tasting hesperidin and naringin.
When the concentration of these substances is too high in
grapefruit juice resulting in a bitter taste, they can be selec-
tively removed by passing the fruit juice through a cyclodex-
trin polymer filled chromatographic column.
In Belgium low-cholesterol butter is produced. The

molten butter is mixed with �CD which does not react with
triglicerides but forms complexes with cholesterol, and the
�CD complex is easily removable from the butter. More
than 90% of the cholesterol can be removed in one step.
The butter does not retain any CD. Other low-cholesterol
milk products, like cheese, cream, or even low-cholesterol
eggs, are produced by this technology.
CDs, incorporated into food packaging plastic films very

effectively, reduce the loss of aroma substances. Incorporat-
ing fungicide CD complexes into films—for example, pack-
aging of hard cheeses—significantly elongates the shelf life
of the product by inhibiting the rapid development of mold
colonies on the surface of the packaged cheese.

5.3. Cosmetics and Toiletry Industry

Many active principles of interest in cosmetics have been
complexed with cyclodextrins achieving very positive, inter-
esting results. For instance, the inclusion of retinol in
hydroxypropyl-�-cyclodextrin leads to a water-soluble prod-
uct, sufficiently stable, of higher bioavailability and lower
toxicity compared to free retinol. Similarly to retinol, it is
possible to include in cyclodextrins almost all (fat-soluble)
vitamins, with unquestionable advantages as concerns their
stability and bioavailability. The main advantages of using
CD complexes in functional dermocosmetics are similar to
those in the pharmaceutical formulations:

• increase of the bioavailability of incorporated active
components (vitamins, hormones, glycolic acid, depig-
menting agents, etc.)

• protection from oxidation (vitamin A, retinol, hydro-
quinone, arbutin, DHA, etc.)

• reduction of toxicity and aggressivity (glycolic acid,
hydroquinone, essential oils, fragrances, etc.)

• formation of hydrosoluble complexes even if the incor-
porated molecule is liposoluble

• increased stability of emulsion and gel products
• easy formulation (the complex is added to the final
formulation, dispersing it in the aqueous phase at 35–
40 �C)

• no added preservatives

Some special advantages were observed for the sunscreen
agent/CD complexes:

• increased stability (photostability) of cream formula-
tions

• decreased cytotoxicity

• increased/improved functional activity
• reduced smell
• reduced fabric staining

Thus the markedly increased photostability is associated
with decreased phototoxicity and/or photosensitization risk
coming from the production of free radicals primed by the
sun photochemical attack on the filter molecule itself.
Cyclodextrins are suitable not only for real skin treatment

products, but also for the formulation of make-up cosmetics
which are to stay on the face and skin for a number of hours
(about one whole day).
CD complexation can be used to stabilize emulsion, color,

and perfume or aroma. For instance, most perfume con-
centrates, such as rose oil, citral, and citronellal, can form
complexes and can be used in any solid preparation, such
as powdered detergents. The collateral irritant effect caused
by a scent in a shampoo can be reduced through the use of
CD complexes. A solution of iodine-�CD can be used as a
deodorant for the body, for baths, or as a refresher for the
oral cavity. CD complexes with detergent molecules can act
as antifoam agents, etc.

5.4. Textile Industry

The first cellulose-CD copolymer was described in 1980.
Alkali-swollen cellulose fibers were reacted with CD and
epichlorohydrin. The chemically bound CD retained its
complex forming ability and could be “loaded” with bio-
logically active guests, like drugs (to prepare medical ban-
dages), insect repellents, antimicrobial agents, etc. The drug
is adsorbed partly to cellulose and partly complexed with
CD. Upon contact with skin the fabrics made from such
fibers ensure immediate drug release from cellulose and a
sustained drug release from CD.
�-, �-, and �CD has been grafted onto a nonwoven

polypropylene support. The fabric was first activated by elec-
tron beam irradiation, followed by the graft polymerization
of glycidyl methacrylate, a polymerizable monomer carrying
epoxide groups. CDs were then fixed onto the fibers by reac-
tion with the epoxide groups. The final CD content after this
second step of the reaction increased to 150 mmol per gram
of support (20% in weight). 2-Naphtol and p-nitrophenol
were sorbed in batch and dynamic filtration systems by the
CD grafted supports.
Polycarboxylic acids such as citric acid, 1,2,3,4-buta-

netetracaboxylic acid, or polyacrylic acid have been used as
cross-linking agents of cyclodextrins depending on the reac-
tion conditions, and according to the adapted experimental
process, polyesters of CDs or textiles carrying CDs could be
obtained. Permanent fixation of CDs onto textiles occurred
either through reaction of the functional groups of the fibers
(covalent bonding), or through the formation of a cross-
linked polymer that is tangled up in the fibers (noncovalent
bonding) (Fig. 11).
Presently the use of monochlorotriazinyl-�CD seems to

be the most promising approach. �CD was condensed with
cyanuric chloride in an aqueous medium at 0–5 �C in the
presence of NaOH to give a 4-chloro-6-hydroxy-triazin-2-
yl-�CD Na salt with degree of substitution of active Cl
0.4. This product is a reactive CD derivative that can be
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Figure 11. Fiber-cyclodextrin binding types: (a) triazinyl chloride
reacted with cyclodextrin and the product reacted with the fiber;
(b) polycarboxylic acid reacted with the fiber, the formed ester con-
verted to cyclic anhydride, and then it reacted with cyclodextrin; and
(c) the cyclodextrin and epichlorohydrine reacted with strong alkaly
treated cellulose.

covalently fixed to nucleophilic substrates by a condensa-
tion reaction carried out by the usual finishing procedure.
This new type of surface modification means a permanent
transfer of CD properties to the treated materials. The fin-
ish is applied by standard methods—analogous to those of
reactive dyeing—on conventional equipment. The dissolved
monochlorotriazinyl-�CD (MCT-�CD) is drawn up from a
dipping bath, the textile is squeezed, and the CD is fixed on
the fiber at elevated temperature. Unattached CD is sim-
ply removed by washing. Both alkaline and acidic methods
for MCT-�CD finishes have been developed. While fixing
temperatures and times are the main parameters for the fix-
ing reaction, other variables such as dampness of the fabric
and the MCT-�CD concentration are also important. An
MCT-�CD finish is wash resistant. Cotton for T-shirts, sports
socks, and so forth is particularly amenable to CD modifica-
tion. However, the latest studies also reveal that very good
fixing results may be obtained with blended fabrics, such
as cotton/polyurethane and cotton/polyurethane/polyamide.
This is especially important for top-of-the range lingerie.
Given suitably adapted processes, moreover, wool can also
be finished with MCT-�CD. Encapsulation of sweat or
cigarette smoke greatly reduces the intensity of odors on
articles of clothing or furniture textiles. In the washing
machine, the encapsulated substances are washed out, and

the CD is free again to trap odors. CD textiles can be
recharged selectively with the most diverse guest substances
by dipping or spraying. Particularly interesting is the treat-
ment with fragrances and antimicrobial or pharmaceutical
preparations which can be released continuously over a
long period on exposure to moisture. The higher the level
of moisture, the more guest substance is liberated. CD-
modified fabrics, therefore, “respond” to varied ambient
conditions (Fig. 12).
In Germany 5 million people suffer from neurodermi-

tis, 2 million from psoriasis, and a further 3 million from
dermal diseases of occupational origin (like hairdressers’
allergic reactions on the hands, athlete’s foot, etc.). The cor-
responding article of clothing (underwear, gloves, socks) can
be loaded with the necessary antifungal, antihistaminic, anti-
inflammatory, etc. agents.
A further application is towels, which start smelling

after drying one’s hands. Also bed linen may release a
pleasant odor after going to bed. Curtains with cyclodextrins

+

+

+
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fatty acid
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Figure 12. Guest exchange, for example, perfume release and sweat
component entrapment. (A) Loading the fixed cyclodextrin with per-
fume. (B) During wearing, upon the effect of sweat, humidity, and
excreted short chain fatty acids, the guest will be exchanged, the per-
fume gets released, and the fatty acids are entrapped.
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can be used to improve the air in rooms or offices with
smokers.
The identification of the organic compounds excreted

from patients through their skin enables new methods in
medical diagnostics. Up to now blood or urine tests have
normally been used due to the problems of taking a sweat
probe from a patient. This becomes easy by wearing for
24 hours a T-shirt which contains chemically bound
�CD. After extraction of the T-shirt, the substances—
characteristic, for example, of metabolic disorders—excreted
through the skin are detectable by gas chromatography. The
complexation of organic substances from sweat results in a
preconcentration and their identification becomes easier.
Mixing CD or CD–polymer fragrance complexes to the

melt mixtures of synthetic fiber polymers (e.g., polyester)
and weaving the fabric from such fibers, washfast fragrant
fabrics can be produced.

5.5. Biotechnology

The majority of biotechnology processes mean an enzyme-
catalyzed transformation of a substrate in aqueous medium.
The main difficulties which used to arise were the following:

• The substrate is hydrophobic, sparingly (or hardly) sol-
uble in water.

• The enzyme or the enzyme-producing microbial cells
are sensitive to the toxic effects of the substrate or
to inhibitors which can even be the product of the
transformation.

• The substrate or the product is unstable under the con-
ditions of the enzymatic transformation.

• Isolation of the product from the very heterogeneous
system is difficult.

Cyclodextrins and their derivatives enhance the solubility of
complexed substrates in aqueous media and reduce their
toxicity, but they do not damage the microbial cells or the
enzymes. As a result, the enzymatic conversion of lipophilic
substrates can be intensified (accelerated, or performed
at higher substrate concentrations), both in industrial pro-
cesses and in diagnostic reagents, the yield of product-
inhibited fermentation can be improved, organic toxic
compounds are tolerated and metabolized by microbial cells
at higher concentrations, and compounds in small amounts
can be isolated simply and economically from complicated
mixtures.
Examples illustrate the rapidly growing and promising

uses of cyclodextrins in various operations: the intensifica-
tion of the conversion of hydrocortisone to prednisolone,
the improvement in the yield of fermentation of lankaci-
dine and podophyllotoxin, the stereoselective reduction of
benzaldehyde to l-phenylacetyl carbinol, and the reduc-
tion in toxicity of vanillin to yeast, or organic toxic sub-
stances to detoxificating microorganisms. In the presence of
an appropriate cyclodextrin derivative (e.g., 2,6-dimethyl-�-
cyclodextrin), lipidlike inhibitor substances are complexed.
The propagation of Bordatella pertussis and the production
of pertussis toxin therefore increases up to a hundredfold.
Cyclodextrin and their fatty acid complexes can substitute
mammalian serum in tissue cultures.

In recent years Leprae bacillus (Mycobacterium leprae)
was considered to be not cultivable under in vitro con-
ditions. The most important energy source for bacillus is
palmitic (or stearic) acid which, however, cannot penetrate
through the thick strongly hydrophilic shell of the Mycobac-
terium. Solubilizing, however, the fatty acids (or fatty alco-
hols) with dimethyl-�-cyclodextrin, the Mycobacterium can
be cultivated in vitro, on synthetic medium. This discovery
will facilitate the screening of drugs against similar difficultly
cultivable microorganisms.
The biological remediation of carcinogenic polyaromatic

hydrocarbon polluted soils is a very slow process, because
the dangerous polluting hydrocarbons are adhered very
strongly to the soil particles. They are not available for
the soil micro-organisms. Adding CDs (for example, the
randomly methlyated �CD) to such soils, the CD mobi-
lizes the hydrocarbons and makes them available for the
micro-organisms, resulting in an accelerated remediation of
the soil.

5.6. Chemical Industry

Fragrant paper or paper containing protective substances
can be prepared using CD complexes of perfumes, insec-
ticides, rust inhibitors, mold- and mildew-proofing agents,
fungicides, and bactericides. For example, fenitrothion �CD
complex sprayed on a wet paper web, passed between drying
rollers heated to 100 �C, resulting in an insecticide contain-
ing paper, was shown to be effective for more than 6 months.
Conservation of wood-made products which are prone to

attack of micro-organisms, like frames of windows, doors,
and buildings constructed from wood, usually has been made
by impregnating the wood with fungicides, which are gen-
erally water insoluble. Therefore they had to be dissolved
in organic solvents. After impregnation the solvents escaped
into the atmosphere. A new process dissolves the fungi-
cides in aqueous CD solutions; the impregnation and con-
servation of the woods can be made without using organic
solvents.
Emulsion-type coatings (paints) contain emulsion poly-

mer binders, to give—after drying—a resistant, continuous
protecting film on the coated surface. To ensure the for-
mation of a good film, the applied layer has to contain
various compatible components, like solvent, pigment, thick-
ener, and binder. The rheological properties of the paint are
determined by the thickener, which is usually a hydrophobi-
cally modified polymer, like polyurethane, polyacrylamides,
cellulose ethers, etc. To avoid a concomitant too high vis-
cosity (which makes difficult the formation of a uniform
coating of the surface to be covered) viscosity suppressors
has to be added to the emulsion. Adding organic solvent
to such emulsions, the viscosity can be reduced, but use
of organic solvents has to be avoided because of safety,
health-damaging, environmental polluting effects. Also sur-
factants can strongly reduce the viscosity of such emulsions,
but their use results in the formation of a less resistant
coating.
The viscosity enhancing effect of hydrophobically mod-

ified macromolecules in aqueous emulsions is based on
the hydrophobic–hydrophobic interactions between these
molecules. Adding CDs to this emulsion the CD molecules
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will associate with the hydrophobic sites and, being strongly
hydrated, inhibit the association of the macromolecules,
resulting in a strong reduction of the viscosity. The RAMEB
was shown to be the most effective viscosity suppressor.
The CD complexes are compatible with thermoplastic

resins. Mixing a dry pulverized CD complex of a perfume,
for example, a geraniol �CD complex, with a thermoplastic
resin (polyethylene), and molding it yielded plastic products
with a long lasting (at least 6 months) fragrance. Rapid loss
of the perfume by volatility and thermal decomposition can
be avoided in this way.
Mixing CD complexes of thymol, eugeneol, isobutylquino-

line, etc., to molten PVC (=polyvinylchloride) a natural
leather odor emitting (leatherlike) material was prepared
(e.g., for automobile door internal coverings).
The epoxyresin adhesives are produced and stored as sep-

arated components mixed just before utilization. Complex-
ing the curing agent (polymerization catalyst) with �CD a
one-package composition can be prepared. Upon layering
such a composition between metal plates and heating to
130 �C for 5 min, binding will take place.
Properties of cyanacrylate adhesives can be improved sig-

nificantly by heptakis(2,6-di-O-butyl-3-O-acetyl)-�CD. The
ethyl-2-cyanacrylate monomer is stabilized with 20 ppm
phosphoric acid, 20 ppm SO2, and 100 ppm hydrochinon.
Various amounts of the dibutyl-acetyl-�CD were added to
this mixture, and using an adhesive, for example, to bind
hard cartoon papers by quick heating to 200 �C, the poly-
merization (binding) of cyanacrylate has been accelerated,
and the tear-strength of the binding increased significantly.
Explosive substances, like nitroglycerin or isosorbide-

dinitrate, when complexed can be handled without any dan-
ger. The pernitro-�CD complex of the extremely explosive
nitramine can be used as a controlled missile propellant.
Important properties such as relative sensitivity and the

fog of silver halide containing photographic materials can be
improved by adding CDs to the light sensitive photographic
gelatin layers.
Additives, dyes, stabilizers, and fog inhibitors used in the

photographic industry should be fixed to a certain layer
of the film or photopaper. This can be achieved by using
derivatives with “heavy” side chains. It seems to be more
convenient to prepare the water soluble polymer complexes
of these substances. In complexed form their mobility is
markedly reduced, and they become fixed to the required
layer. A diminished diffusion can be observed either on
preparing, processing, or storing the film. Another advan-
tage of the soluble polymer complex is that poorly soluble
or even water insoluble stabilizers can be applied to the film
in aqueous solutions. A CD-gelatin composition as photo-
graphic layer shows a lower water absorption and acceler-
ated diffusion of the developing agents.
Silane resins are made using a 1,5-cyclooctadieneplatinum

catalyst. Once the catalyst is added, the reaction proceeds.
Complexing the catalyst with �CD, it became possible to
produce a single component heat-curable silicone with a
shelf life exceeding 7 months since complexation prevented
immediate catalysis and reaction. No gelation occurred at
ambient temperature, only when the mixture was heated up
to 150 �C.

Active ingredients of pesticides (insecticides, fungicides,
herbicides, etc.) can be complexed with the same technolo-
gies and same consequences as drug molecules.
The selectivity of an insecticide can be improved. For

example, complexing an insecticide, which kills herbivorous
insects, will not be toxic for the honey-bee. Stability against
sunlight accelerated decomposition of pyrethroids can be
improved ensuring a longer lasting insecticidal effect. Wet-
tability or solubility of poorly soluble benzimidazole type
antifungicides can be improved, allowing the reduction of
the dose and the pollution of the environment. The possi-
bilities of utilization of CDs in pesticide formulations have
already been elucidated in numerous scientific papers. How-
ever, until recent years the price of �CD did not allow its
utilization for such purposes because the pesticide industry
is very cost sensitive. By the end of the 20th century the price
of �CD dropped to such a low level that the price will no
longer be a restricting factor in its utilization for pesticide
formulations.
The preparative- and technical-scale chiral resolution of

enantiomers is one of the biggest challenges in industrial
utilization of CDs. The utilization of CDs in this area is still
in its infancy but some results are encouraging. For exam-
ple, a continuous method for separation of dichlorophenyl-
dichloronapthalenone enantiomers has been published using
different �CD derivatives in a multiple solvent extraction
technology. A continuous, easy to scale up preparative chi-
ral separation device, a slowly moving “chiral” belt coated
with 3,5-dimethyl-phenyl-carbamoyl-�CD, enters into and
passes through different solutions in separate troughs. The
solutions contain different solvents: trough 1 contains the
racemic analyte (R�S-oxprenolol), troughs 2 and 3 are filled
with a hexane:i-propanol mixture for enantioselective des-
orption of analyte, while only hexane is in trough 4 for
rinsing/regenerating the belt. The continuous process results
in 2 hours in the enrichment of R-oxprenolol isomer in
trough 1, while trough 3 becomes rich in the S-isomer (about
68%). Despite the encouraging results in the preparative
scale resolution a reliable and economic technology for the
routine enantiomer separations in 1 or 10 g pure enantiomer
per batch still remains a challenging task of the future.

5.7. Analytical Chemistry

5.7.1. Chromatographic Separations
CDs and mainly specific derivatives are widely used in chro-
matographic separations. In 1990–2000 about 25 papers
were published monthly on successful application of CD in
gas or liquid chromatography. In gas chromatography the
CDs are used only in the stationary phase, while in high
pressure liquid chromatography (HPLC) the CD is used
either as dissolved in the mobile phase or bound to the sur-
face of the stationary phase. In capillary zone electrophore-
sis the most used chiral selectors are the CDs and their
anionic, cationic, or alkylated derivatives.

5.7.2. Diagnostics
The actually used and marketed chiral separation products
include HPLC, gas chromatographic columns, and capillary
electrophoresis buffer additives.
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In medicinal diagnostic kits frequent problems are the
limited, uncertain solubility of some essential component,
the stability, and the storability of the kit. Complexing with
CDs as the typical components, such problems can be elim-
inated. Frequently intensity of color reactions or of fluores-
cence can be significantly enhanced by the presence of CDs,
resulting in a higher sensitivity of the method.
In the following a few examples illustrate the application

of CDs in clinical sample preparation, in enhancement of
sensitivity of analytical methods, CDs used for solubilization
and/or stabilization of reagents, and CD based sensors and
indicators.
In clinical chemistry:

• �CD is used for the selective and highly effective
extraction of serum Digoxine in one single run enabling
the convenient determination of the drug in biological
samples by the RIA method.

• �CD is also used for the determination of steroid hor-
mones in human serum traditional solvent extraction
of serum samples, followed by a re-extraction of the
steroids into an aqueous cyclodextrin solution.

• A pre-column containing immobilized �CD-sulfate was
successfully applied for the on-line enrichment and sep-
aration of heparin binding proteins.

• The treatment of lipemic serum with aqueous solutions
of CDs will produce an immediate and quantitative pre-
cipitation of the lipoproteins. �CD was found to pre-
cipitate chylomicrons, very low, low, and high density
lipoproteins.

• CDs can selectively remove disturbing components
from complex biological samples. The presence of fatty
acids in blood samples disturbs colorimetric analysis
and causes an underestimation of the actual Ca2+ level.
�CD was found to eliminate this interference, com-
pletely.

• An automated LDL-cholesterol assay has been recently
marketed that employs �CD together with Mg ions to
effectively mask interfering lipoproteins present in clin-
ical samples.

Through complexation of analyte and/or the color-
forming reagent by CDs in the spectrophotometric determi-
nation of a wide variety of compounds, the sensitivily of the
method is significantly improved. For example:

• The spectrophotometric determination of copper in
leaves and in human hair was improved by CDs, as
the sensitivity of the color reaction of Cu(II) and
mesotetrakis-(4-methoxy-3-sulfophenyl) porphyrin was
enhanced by 50% in the presence of �CD.

• In the determination of microamounts of Zn based on
the Zn-dithizone color reaction sensitized with �CD,
the apparent molar absorptivity at 538 nm is 8.37 times
larger than that in the absence of �CD.

• CDs often can result in significant enhancement of
the fluorescence or phosphorescence of the complexed
analyte. A substantial enhancement of the fluorescence
emission of aflatoxins in the presence of aqueous solu-
tions of �- and �-di-O-methyl-�CD and hydroxypropyl-
�CD was observed, which enabled the determination
of minute amounts of these toxins in food samples.

• Determination of selenium in biological matrices was
improved using �CD by which the relative fluorescence
of the reagent 4,5-benzopiaselenol is about 150-fold
higher than that without CD.

• The application of �CD in beryllium analysis allowed
the determination of 10–40 ng/mL beryllium, compared
to 60–500 ng/mL in the absence of the CD.

• CD-assisted spectrofluorimetric assay enabled the
detection of mescaline in the 0.8–1.4 ppm range.

• The application of CD enabled a limit of detection of
0.07 �g/ml zirconium.

• �CD stabilizes dichlorofluorescein against autoxidation
and enhances its fluorescence, a dual benefit that can
be used to improve the determination of serum uric
acid and glucose.

• Improved sensitivity was reported on trace cadmium
determination from hair, nails, water, etc., which was
based on the enhancement of the chromogenic reaction
due to �CD complexation. This method enabled the
determination of about 0.4 ng/ml cadmium.

The solubilizing effect of cyclodextrin complexation for
lipophilic reagents or analytes provides the possibility to
replace organic solvents and detergents with aqueous CD
solutions. For example:

• Complexation of the unstable, insoluble substrate
l-�-glutamyl-4-nitroanilide with CDs eliminated the
errors occurring in the determination of �-glutamyl-
transferase activity caused by its poor solubility.

• Poorly soluble antigens can be solubilized by �CD in
immunoassay used for determination of progesterone
in human serum by the solid phase EIA (enzyme
immunoassay) method.

• Fluorescent labeling of proteins done with dansyl-
chloride organic water-soluble complex with �CD
enables the labeling of proteins in aqueous solutions.

• SIN-1A/�CD complex is a stable analytical standard
suitable for reliable determination of NO and calibra-
tion of NO detectors.

• By complexing highly unstable ortho-phenylene-
diamine, an immunodiagnostic reagent with �CD, and
simply tabletting the solid complex, a stable reagent
with extended shelf life was prepared.

5.7.3. Sensors
CD-based supramolecular assemblies or covalent new chem-
ical entities have been developed as selective sensors, detec-
tors, and indicators. For example:

• A benzene-vapor detecting piezoelectric quartz crys-
tal was constructed by coating the surface with 2,6-
O-tert-butyl-dimethyl-silyl-�CD. This detector is highly
selective for benzene even in large excess of methane,
propane, butane, pentane, ammonia, nitrobenzene, and
toluene.

• �CD fixed on a quartz oscillator surface was shown a
very sensitive sensor for cholesterol suitable for deter-
mination of blood cholesterol level.

• Various compounds including steroids, bile acids, ter-
penes, etc. have been selectively detected with a specif-
ically designed cromphore bearing CD derivatives.
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• Voltammetric responsive sensors based on organized
self-assembled �CD derivatives in monolayers on gold
electrodes were studied for analysis of electroinactive
organic analytes.

• A fiber-optic CD-based sensor was developed using
laser excitation and fluorescence detection, with �CD
as the reagent phase immobilized at the tip of an opti-
cal fiber. The sensitivity of the fiber-optic CD-based
sensor was found to be 14 times greater than that of a
bare optical fiber.

• Lipophilic cyclodextrins were used for construction of
guanidinium ions and choline, acetylcholine selective
sensors.

5.7.4. Standards
CD complexation offers the possibility for preparation of
flavor standards.
There are cases when human taste and smell sensors can-

not be substituted even by the most sophisticated analytical
instruments. In organoleptic evaluation, comparison of iden-
tical food products of different origin—for example, beers—
the dosing of extremely small but exactly known amounts of
flavor components (for example ppm amounts of mercap-
tanes, butyric acid, hydrogen sulphide, etc.) is necessary. To
store and dose these volatile, unstable substances becomes
very simple when they are complexed with CDs, diluted with
inert excipient to the appropriate grade, and filled in known
amounts into hard gelatine capsules. Adding the content of
one or more capsules of different flavors to the sample at
sensoric “titration,” the differences between the products
can be expressed unambiguously and numerically.

6. CYCLODEXTRIN BASED
NANOSTRUCTURES

Cyclodextrins belong to the most appropriate rotaxane form-
ing molecules. A long slim guest molecule can be threaded
through the CD cavity. Then both ends can be terminated
by bulky groups or the terminal group can be ionized and
therefore the threaded molecule cannot slip out of the cavity
(Fig. 13). Upon various environmental effects (pH, irradia-
tion, electric field, etc.) this threaded molecule may rotate
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Figure 13. Principle of the CD-rotaxane formation.
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around its axis; otherwise its mobility is restricted. Similarly
the CD-ring mobility is also restricted; it can move only
along the axis.
This way a molecular “shuttle” or “switch” can be con-

structed. Threading an azobenzene derivate through an
�CD ring, the azo-bridge will be allocated in the CD cav-
ity. Attaching 2,4-dinitrophenyl-bipyridinium “stoppers” to
both ends of the threaded axis molecule, a shuttle rotax-
ane is formed. Irradiation of its aqueous solution with UV
light (360 nm) causes isomerization of the azobenzene moi-
ety from a trans to cis configuration: the isomerization can
be reversed when the solution is irradiated with visible light
(430 nm). This configuration change is reflected in a dra-
matic alteration of the geometry (Fig. 14). The �CD ring
resides around the azo-bridge; when the azobenzene unit
adopts the trans configuration the �CD ring migrates toward
one of the bis-(methylene) spacers. The photoswitching pro-
cess is reversible, and this is an excellent example of a light
driven molecular shuttle.
Threading a long slim guest through a number of CD

rings, a “molecular necklace” can be prepared (Fig. 15).
Recently the nylon/CD complex, by reacting the �CD com-
plex of hexamethylene diamine with CD-complexed diacyl-
chloride, has been published. This way new materials with
quite interesting properties can be produced.
“Molecular tubes” can be prepared for example by com-

plexing polyethylene glycol-bis-amin with �CD; then the
formed polyrotaxane is reacted with 2,4-dinitrofluoro ben-
zene. This way both ends of the long chain guest are ter-
minated by bulky groups. Reacting this polyrotaxane with
epichlorohydrine the vicinal CD rings will be interconnected
through glyceryl bridges between the primary and secondary
sides of the CDs. Finally, upon the effect of strong alkali,
the dinitrofluorobenzene groups will split off and the long
polymer chain will slip out from the polymeric tube (Fig. 15).
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If the threaded molecule itself is closed to form a closed
ring, then the formed structure is called catenane or, if it
includes more than one CD ring, polycatenane (Fig. 16).
Metal ions can be complexed with CDs in different ways:

• The metal ion reacts with the hydroxyl groups of the
CD molecule.

• The metal ion forms a coordination complex with the
usual organic ligands and this coordination complex
will be included in the CD cavity.

• The metal atom is bound covalently in a metallorganic
compound which will form a regular inclusion complex
with a CD molecule.

• The metal ion is bound by an anhydro-CD.

In the first case, a hydroxo complex is not an inclusion
complex; more likely it is an outer sphere complex (e.g.,
Cu2+ or Mn2+ ions in alkaline solutions form such CD-
hydroxo-metal complexes).
The second case means the formation of ternary com-

plexes: CD+organic ligand+metal ion. This is a real second
sphere coordination metal complex. For example, a fer-
rocene is a coordination complex which consists of an iron

[2]-Catenane [4]-Catenane Polycatenane

Figure 16. Various catenanes.

ion, sandwiched between two cyclopentadiene molecules,
forming a stable iron-coordination complex. This coordina-
tion complex can form a true inclusion complex with CDs
and this inclusion strongly modifies the physical and chem-
ical properties of the included coordination complex. The
technecium-99 ethylcysteinate dimer for brain imaging or
the technecium-99 nitrido-dithiocarbamate for myocardial
scintigraphy can be used only after solubilizing them with an
appropriate CD.
In the third case, the complexation of organometallic

compounds—this is a binary complex—also results in the
modification of important properties of the included com-
pound (e.g. in pharmaceutical preparations).
The ferrocene complexes can be prepared easily, in crys-

talline form, with good yield. The excess of sublimable fer-
rocene can easily be removed by vacuum sublimation, while
the CD-bound ferrocene is stable up to the temperature of
the caramelization of CDs.
The orientation of an ionizable ferrocene within the CD

cavity depends on the pH of the solution (Fig. 17). On the
basis of circular-dichroism spectra the ferrocene carboxylic
acid was assumed to orient itself inside the CD cavity paral-
lel to its axis, while the ionized carboxylate ion was perpen-
dicular to it (at pH 9 in water).
In aqueous solution the antitumor carboplatin forms an

1:1 complex only with �CD, but not with �- or �CD
(Fig. 18). The cyclobutane ring penetrates the CD cav-
ity, with additional stability arising from hydrogen bonds
between the ammine ligands and hydroxyls. Also dimethyl-
�CD forms a similar complex with carboplatin. In contrast,
the platinum phosphine complex trans-Pt(PMe3� Cl2(NH3�
forms an 1:1 complex with �CD but not with �CD, and the
hydrophobic trimethylphosphine ligand resides in the CD
cavity.
The 3,6-peranhydro-2-O-methyl-�CD showed a surpris-

ingly high affinity for lead (1�2× 107 M−1) and for strontium
(1�8× 104 M−1). Eventually this and similar CD derivatives
will be utilizable for decontamination or detoxication by
sequestering selectively certain metal ions from the contam-
inated environment, or even from intoxicated organisms.
The essence of the photodynamic tumor therapy is that

such compounds have to be delivered to the tumor tissues,
which upon strong light irradiation become toxic through
isomerization, splitting, etc. In this case upon strong light
irradiation the photosensitive molecules will become toxic
just for the tumor cells. For such targeting of the drug very
stable (105–107 M−1) complexes are needed. The duplex
or triplex homo- or heterodimers of CDs (constructed only
from one or two different CDs) form complexes which are

Fe Fe

COO- COOH

Figure 17. Orientation of an included ionizable ferrocene depends on
the pH of the solution.
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Figure 18. Structure of carboplatin.

more stable by orders of magnitude than the singular CDs
(Fig. 19). Interconnecting two CDs with appropriate bridges
such duplex CD derivatives have been prepared which can
form stable complexes with photosensitive porfirinoid struc-
tures and to transport them to the target organs.
In “antennae” bearing CDs receptor specific oligosaccha-

ride units are attached to the CDs, which will be bonded in
the living organism only to certain specific receptors. The
aim of this effort is to synthetize a receptor-targeting car-
rier; that is, the drug complexed with an antenna bearing
duplex CD would transport the specific drug just to the tar-
get organ.
CDs are considered to be not very selective receptors for a

very large number and variety of relatively small (CD-cavity
compatible) molecules. A promising new challenge is the
synthesis of such artificial receptors, which will show selec-
tivity for nanometer scale large molecules. One promising
approach is molecular imprinting. Polymerizing (with appro-
priate cross-linking agents) the cholesterol/�CD complex
and then removing the guest (e.g., by excessive organic sol-
vent extraction) the obtained “empty” polymer will show an
interesting specific affinity for cholesterol. No other poten-
tial guest will fit so correctly into the cavity of the ordered
assembly than cholesterol. A nonimprinted �CD polymer
hardly bounds any cholesterol.
The assembly of CDs is ordered by the template (=guest)

molecule, which facilitates the fixing of the position and
orientation of the CD units by cross-linking just in the
most advantageous position for maximum cooperation in

Cyclodextrine-Trimer

HN

S S
NH

Figure 19. A triplex CD.

binding the guest. Using this principle a large variety of sin-
gle molecule specific “accommodations” can be memorized
by such ordered and fixed assemblies (Fig. 20).
The most complicated CD derivatives are synthetized for

enzyme-modeling experiments. For all enzymes it is char-
acteristic that they have a substrate binding site and an
active, catalytic group. The CDs are similar; the axial cavity
is the binding site, and the hydroxyl group can attack, for
example, an ester linkage of an included ester-type guest.
This enzymelike activity is, however, weak and restricted
to only a few well studied examples. Very active and spe-
cific artificial enzymes can be constructed by using the CD
molecule as a scaffold. The axial cavity can be elongated
(e.g., by alkaline substitution on the primary face) and one
or more CD hydroxyls can be substituted by active, pros-
thetic groups. This way artificial hydrolase, isomerase, lyase,
transferase, oxydoreductase, etc. enzyme models have been
synthesized. In some cases their activity approaches well
the activity of natural enzymes. Combining the molecular
imprinting technique with enzyme modeling, very probably
artificial enzymes of high activity and specificity will be pro-
duced, both for industrial applications and for in vivo (e.g.,
detoxicating) purposes.
A �CD dimer (Fig. 21) with a linker containing a bipyridil

group can form a coordination complex with metal ions.
These are very effective at hydrolyzing ester substrates which
have two hydrophobic arms that can be fixed by the CD
cavities of the catalyst.

A B

+

C

D

crosslinking

Figure 20. Principle of molecular imprinting: a guest (A) is complexed
with a CD in solution (B). Then the CDs will be cross-linked with an
appropriate agent (C) forming either a water-soluble oligomer (Mw <
∼10�000) or a water-insoluble polymer (Mw > ∼10�000). Finally the
guest is removed (e.g., by an appropriate organic solvent) from the
imprinted structure. The size, shape, and allocation of binding sites are
memorized. This cavity hardly fits with other potential guests but shows
high selectivity for the original “template” guest.
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Figure 21. A cyclodextrin dimer which can bind both ends of a sub-
strate and hold it onto a catalytic metal ion (La3+) is a very effective
catalyst for ester hydrolysis.

Attaching four CD molecules to a porphyrin, or only 2
but in the A–C (or B–D) position, it will bind sufficiently
long bifunctional “inclusion” guests (E of F) and keep them
stretched with their aliphatic or olefinic section in close
proximity to the center of the porphyrin structure. If the
nitrogens of prophyrin are coordinated with an Mn(III)
atom, then the aliphatic segment of the guest will be hydrox-
ylated or the olefinic segment will be epoxidated (Fig. 22).
When the two CDs are linked at the vicinal (A–B, B–C,
C–D) positions no guest binding takes place.
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Figure 22. Porphyrin carrying four attached CD rings binds strongly
to an appropriate two-armed guest and, forcing its oxidizable center
near to the Mn3+ ion atom, results in hydroxylation of a –CH2– unit or
epoxidation of an olefinic bond.

GLOSSARY
Administration routes Mode of incorporation of a drug
into the organism: i.v. = intravenous, p.o. = per oral, i.m. =
intramuscular, s.c. = subcutaneous, i.p. = intraperitoneal,
etc.
AUC value (area under curve) The integrated area under
the curve blood level versus time (counted from time of
administration till end of the observation, e.g. 24 h).
Bioavailability The absorption (penetration) of drugs
through the absorption sites (gastrointestinal system, skin,
lung, mucous membranes, etc.) is frequently far from
being complete, and biological utilizability (bioavailability)
depends on numerous factors, but the prevailing one is the
solubility, and dissolution rate of the administered drug.
CTG ase (cyclodextrin trans glucosylase enzyme) This
enzyme splits the glucosidic linkages between the sixth, sev-
enth, eight (etc.) glucopyranose units in the amylose or
amylopectin molecules (components of starch of any origin)
then establishes new glucosidic linkages between both ends
of the formed break-down products resulting in formation
of cyclic dextrins = cyclodextrins.
Cyclodextrin 6,7,8 (or more) glycopyranose units are
bound through �-1,4-glycosidic linkages. The outer surface
of these conical torus-shaped (doughnut shaped) molecules
is hydrophilic, in aqueous solution strongly hydrated but the
internal cavity of well defined diameter and length is apolar,
ready to incorporate appropriate apolar guest molecules.
Cyclodextrin catalysis Cyclodextrins similarly to all
enzymes have a substrate binding site (the CD cavity) and
active catalytic moieties, the secondary and/or primary
hydroxyl groups. Substituting one or more CD hydroxyls
with appropriate substituents aritificial enzyme models can
be synthetized.
Cyclodextrin derivatives The hydrogen from one or more
hydroxyl group or the complete hydroxyl group are replaced
by substituent(s), resulting in ester, ether, deoxy-, amino-,
carboxy-, halogen-, etc. derivatives of CDs.
Degree of substitution Number of substituents, attached
to the CD ring.
Guest molecule A molecule, which at least one part of it
can penetrate into the CD-cavity, to form an “inclusion”
complex.
Host molecule A molecule, which has an open cavity of
appropriate size and polarity for incorporation of an appro-
priate “guest” molecule.
Inclusion complex A guest molecule (or a part of appro-
priate size and polarity of it) is included, and bound by non-
covalent forces in the cavity of a host molecule.
Molecular necklace Rotaxane, which consists of long slim
axis guest molecule and several CD-hosts around it.
Molecular encapsulation Inclusion complexation.
Molecular switch (or shuttle) In a rotaxane the host CD
changes its position along the axis guest molecule, upon
external effects (light, pH) or the orientation of the (partly)
included guest is modified relative to the CD-cavity.
Outer-sphere complex The host (cyclodextrin) is linked
through a non-covalent bond to a non-incorporated guest
(e.g., by hydrogen bond, through the CD-hydroxyls).
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Rotaxane A long slim guest molecule threaded through
one or more CD cavity, then both ends are terminated by
“stopper” moieties, which cannot penetrate through the CD-
cavity, impeding the “slip out” of the axis guest molecule.
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1. INTRODUCTION

1.1. Nanocrystalline Materials

Nanostructure science and technology is a broad and inter-
disciplinary area of research, and development in this field
has been growing very significantly worldwide in the past
few years. It has the potential for revolutionizing the ways in
which materials and products are created and the range and
nature of functionalities that can be accessed. It is already
having a significant commercial impact, which will assuredly
increase in the future. Nanotechnology implies direct con-
trol of materials and devices on molecular and atomic scales,
including fabrication of functional nanostructures with engi-
neered properties, that takes advantage of physical, chemi-
cal, and biological principles that originate in the nanometer
scale. New observed properties are attributed to a reduc-
tion in length scales to the point where known models for
physical phenomena and interactions become larger than the
actual size of the structure. New behavior at the nanoscale is
not necessarily predictable from that observed at large size
scales. The most important changes in behavior are caused
not by the order of magnitude size reduction, but by newly
observed phenomena intrinsic to or becoming predominant
at the nanoscale, such as size confinement, predominance
of interfacial phenomena, and quantum mechanics effects.
Once it is possible to control feature size, it is also possible
to enhance material properties and device functions beyond
those that we currently know or even consider as feasible.

Few reviews on the basic concepts, physics, structural fea-
tures, properties, and applications of nanocrystalline mate-
rials (NCM) have been written in the past few years [1–8].
Many researchers in recent years have increasingly focused
on the synthesis and processing of NCM, which have a great
potential for functional applications (see next Section).
Mechanical testing of NCM is characterized by features

that are different from those documented for coarse-grained
materials. The amount of the NCM produced by advanced
processing methods is often small, and it is therefore difficult
to prepare large bulk samples with nanocrystalline structures
in comparison with those for conventional materials. The
gauge length of testing specimens, unlike those used in test-
ing coarse-grained materials, is usually on the order of sev-
eral tens of micrometers to a few millimeters. However, due
to the fact that the grain size is in scale of nanometers, it is
anticipated that the experimental data obtained from these
miniature specimens would still represent the bulk behavior
of materials.

1.2. Severe Plastic Deformation

There are many different methods developed for the pro-
duction of NCM such as mechanical alloying [9], evapo-
ration and condensation [6], precursor decomposition [10],
powder consolidation [6], electrodeposition [11� 12], sput-
ter deposition [13� 14], thermal or plasma spraying [15],
crystallization from the amorphous state [16], and severe
plastic deformation [17� 18]. Reviews on some of these meth-
ods were made by Morris [8] and by Froes et al. [19].
Nevertheless, as it was determined by recent investigations
[20� 21], properties in NCM are very sensitive to their ini-
tial microstructures. Two grades of a nanocrystalline mate-
rial (same composition and structure) that are prepared
by different procedures and that have a similar grain size
may exhibit different mechanical properties. On this basis,
discrepancies may exist when comparing experimental data
reported by investigators who used different processing
techniques in producing the same nanocrystalline material.

ISBN: 1-58883-058-6/$35.00
Copyright © 2004 by American Scientific Publishers
All rights of reproduction in any form reserved.

Encyclopedia of Nanoscience and Nanotechnology
Edited by H. S. Nalwa

Volume 2: Pages (305–316)



306 Deformation Behavior of Nanocrystalline Materials

Moreover, it is very difficult to produce large bulk NCM that
is free from porosity and other flaws and that has a wide
range of grain size. Because of this difficulty, the depen-
dence of strain rate on stress, grain size, and temperature
in NCM is at present unclear and can be controversial.
From the methods mentioned above, the technique of severe
deformation under pressure (SePD) can produce bulk NCM
free of porosity and surface flaws. This technique includes
such methods as equal channel angular pressing (ECAP)
[17], high pressure torsion (HPT) [17], and multiple forging
(MF) [18� 22], and has been intensively applied for produc-
ing of NCM. The current analysis on superplastic behavior
is made for NCM produced mostly by HPT. The basic idea
of torsion straining (Fig. 1) is to apply a very large pressure
(5–7 GPa) to a sample and then twist to introduce large
amount of torsion strain (up to true strain of 7) into the sam-
ple. The detailed description of this method can be found
in [17].

1.3. Theoretical Predictions

NCM materials contain a very large density of interfaces,
causing them to differ structurally from crystals and glasses
with the same chemical composition. Based on the classi-
cal scaling laws developed for conventional coarse-grained
materials (grain size, d > 10 �m), expected behavior would
include very high yield strength, �y, at low temperature due
to constraints on dislocation motion (e.g., the Hall–Petch
model predicts �y ∝ d−1/2) and low strength/high ductility at
higher temperatures due to short diffusion paths (e.g., the
strain rate,

�
	, in Coble creep scales as

�
	 ∝ d−3). In addi-

tion, one might expect deviations from the classical scaling
laws as grain size decreases. For example, when grain size
becomes so very small, usual predictions based on disloca-
tion theory may not be valid, and Hall–Petch behavior is
expected to break down when the crystallite size becomes
smaller than the average dislocation spacing or stable loop
size. Diffusional flow might also deviate as the volume frac-
tion of triple junctions increases.
Past, experimental studies focused on (a) whether the

Hall–Petch relation, which is well-established for coarse-
grained materials, is valid for grain sizes in the nano-
crystalline range [23]; (b) whether grain boundary diffusion
creep [24], which is expected to be dominant at moder-
ate temperatures (0.4–0.6Tm), where Tm is the melting point

Figure 1. High pressure torsion (HPT).

of the material, and low stresses, becomes significant at
low temperatures (for example, room temperature); and
(c) whether structural superplasticity [25], which has been
observed at high temperatures (T > 0�5Tm) and moderate
strain rates (10−5–10−2 s−1�, can be observed at low temper-
atures and high strain rates.
There have been several reports on the variation of hard-

ness with grain size that deviates from the normal Hall–
Petch relationship [20� 21]. Attempts have been made to
calculate an approximate value for the grain size at which
the Hall–Petch relationship breaks down (see for exam-
ple [26]). Several derivations of the Hall–Petch equation
are based on the concept of dislocation pile-ups at grain
boundaries. (For a review of Hall–Petch theories, see for
example [27].) However, transmission electron microscopy
(TEM) evidence indicates that yielding involves the emis-
sion of dislocations from grain boundaries, rather than pile-
ups against them [28� 29]. As it was shown by Gryaznov and
Trusov [30], parametric dependencies for the Hall–Petch
relationship in NCM will be different from that for typi-
cal polycrystals, because the basic defects responsible for
nanocrystal deformation are interface dislocations having
Burgers vectors smaller than lattice dislocations. The large
volume fraction of intercrystalline regions must strongly
affect mechanical behavior. The nature of the structure of
grain boundaries in NCM has been a controversial area.
Early studies [31] proposed that interfaces in NCM repre-
sent a new class of solid-state structure lacking both short-
and long-range orders. More recent studies [28� 32� 33] have
disputed this view, and it is now concluded that the bound-
aries in NCM do not differ fundamentally in nature from
those in coarser-grained materials. However, specific inter-
face structures with a large amount of atomic disorder have
been observed by Ranganathan et al. [33] in nanocrystalline
palladium and titanium thin films.
Theoretical discussion of nanomaterial at ambient tem-

perature usually relates to the following: Starting with the
concept of intragranular dislocation plasticity, as the grain
size is progressively decreased, the formation of contin-
uum dislocation pile-ups should become more difficult, and
transition to discrete pile-up behavior will occur (end of
Hall–Petch correlation). At smaller values of grain size, a
pile-up approaches the limit of one dislocation. Then only
an Orowan bowing type of mechanism is admissible. Finally,
at some critical and yet lower length scale, no dislocations
can be formed. Beyond this point, these authors believe [34]
along with Masumura et al. [35] that plasticity, if it still
exists, has to be interface driven. All of these transitions
from traditional dislocation behavior can lead to a new grain
size dependence of strength and plasticity, which may cause
a fundamental change in deformation behavior of NCM.
Intensive investigation of the deformation processes in

NCM focuses on the main question of whether lattice dis-
locations exist and play the same role in nanograin interi-
ors as with conventional coarse grains. As pointed out in
the literature [36–38], the existence of dislocations in either
free nanoparticles or nanograins composing a nanocrystalline
aggregate is energetically unfavorable if their characteristic
size, nanoparticle diameter, or grain size is lower than some
critical size. And the critical size depends on such material
characteristics as the shear modulus and the resistance to
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dislocation motion. The dislocation instability in nano-
volumes is related to the effect of the so-called image forces
occurring due to the elastic interaction between dislocations
and either free surface of nanoparticle or grain boundaries
adjacent to a nanograin [36–38]. The lack of mobile dislo-
cations in nanograins has been well documented in electron
microscopy experiments [21� 39]. Moreover, it was suggested
that mechanisms of plastic flow may be different in nano-
crystals in comparison to usual polycrystals [40� 41].
However, if the available literature concerning deforma-

tion behavior of NCM at room temperature was inten-
sively investigated, we would find that very little is known
about creep behavior and the actual diffusional accommoda-
tion at elevated temperatures [41]. At very low stresses and
small grain sizes, early theoretical considerations indicated
that vacancies, rather than dislocations, may be responsible
for the production of creep strain. Two models, Nabarro–
Herring creep [42� 43] and Coble creep [24], have been for-
mulated to account for such plastic flow. Nabarro–Herring
creep [42� 43] involves the diffusion of vacancies through the
grain volume; the creep rate is given by

�
	NH = ANH

DlGb

KT

(
b

d

)2 �
G

(1)

where ANH is a dimensionless constant, Dl is the lattice dif-
fusivity, G is the shear modulus, b is the Burger’s vector, K
is Boltzmann’s constant, T is the absolute temperature, d is
grain size, and � is the applied stress. In Coble creep [24],
vacancies diffuse along the grain boundaries; the creep rate
is given by

�
	Co = ACo

DgbGb

KT

(
b

d

)3 �
G

(2)

where ACo is a dimensionless constant and Dgb is the grain
boundary diffusion coefficient.
The Nabarro–Herring and Coble processes represent two

independent and parallel mechanisms, so the faster process
controls the creep behavior. Coble creep should predomi-
nate over Nabarro-Herring creep when

(
b

d

)
Dgb

Dl

>
ACo

ANH
(3)

This condition prevails at low homologous temperatures
and very small normalized grain sizes. On this basis, it is
expected that due to the ultrafine grain size and the large
fraction of intergrain areas in NCM, Coble creep (diffu-
sional creep along grain boundaries) would become impor-
tant in these materials when crept at low temperatures.
Room temperature diffusional creep, however, predicted
to be appreciable in nanocrystalline samples, was not con-
firmed in subsequent investigation [44]. At the smallest grain
sizes the significant volume associated with triple points
must also become important [45]. However, according to a
model proposed by Suryanarayana et al. [46], when the grain
size is about 30 nm, which is very close to the grain size
in Ni-P and Fe-B-Si used by Wang et al. [47], Deng et al.
[48], and Xiao and Kong [49], the volume fraction of triple
junctions is less than 1%, while the fraction of grain bound-
aries is about 10% by assuming grain boundary thickness of

1 nm. Based on this information, the triple junction process
is likely to be important when the grain size is less than
10 nm [45].
Another important prediction for NCMs is their high abil-

ity for superplastic deformation. The ability of some mate-
rials to exhibit extensive plastic deformation, often without
the formation of a neck prior to fracture, is generally known
as structural superplasticity. Superplastic behavior is indi-
cated in tension tests by large elongations, usually greater
than 200 percent and sometimes in excess of 2000 percent.
The two basic requirements for the observation of structural
superplasticity are (a) a temperature greater than about one-
half of the melting temperature, Tm, and (b) a fine and
equiaxed grain size (<10 �m) that does not undergo signif-
icant growth during high-temperature deformation. In addi-
tion to these two requirements, grain boundaries need to be
mobile, high-angled, and able to resist tensile separation.
Superplasticity in microcrystalline materials is well estab-

lished as a grain size dependent phenomenon that can
be described by the constitutive equation for conventional
superplasticity [25]

�
	 = A

DGb

kT

(
b

d

)p(�

E

)2
(4)

where
�
	 is the strain rate, D is the appropriate diffusiv-

ity (lattice or grain boundary), G is the shear modulus, b
is the Burger’s vector, K is the Boltzmann’s constant, T
is the test temperature, d is the grain size, p is the grain
size exponent (usually 2 for lattice diffusion controlled flow
and 3 for grain boundary diffusion controlled flow) and �
is the applied stress. Behavior described by this equation
has been observed for metals, intermetallics, and ceram-
ics materials. According to this relationship between grain
size, superplastic strain rate, and superplastic temperature,
a shifting of the optimum strain rate to higher values and/or
the optimum temperatures to lower values with microstruc-
tural refinement has been predicted. Both aspects happen
to have attractive technological significance and were exten-
sively studied. For example, mechanically alloyed aluminum
alloys having a typical grain size of 0.5 �m exhibit super-
plasticity at strain rates >1 s−1, which is comparable to con-
ventional hot forming rates. In comparison, the superplastic
strain rates of a material with a typical grain size of 15 �m
are 10−4–10−3 s−1 [50]. The relationship between grain size
and optimum strain rate of aluminum alloys is shown in
Figure 2a (data taken from [50]) while Figure 2b shows the
variation of superplastic temperature with grain size (data
taken from [51� 52]). From these figures, it is clear that by
manipulating the grain size it is possible to (a) increase the
superplastic strain rate and (b) decrease the superplastic
temperature.
The purpose of this chapter is to review the experimental

data reported for deformation behavior of SePD processed
NCM at elevated temperatures including our own results.

2. DEFORMATION BEHAVIOR
Because of specific microstructural features (very small
grain sizes, high volume fraction of grain boundaries and
triple points, lattice distortions, etc.), it is not surprising
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Figure 2. The relationship between grain size and (a) optimum strain
rate or (b) superplastic temperature demonstrates that by reducing the
grain size it is possible to increase the strain rate or decrease the super-
plastic temperature (data taken from [50–52]). Both effects have tech-
nological significance.

that NCMs reveal specific variations of several fundamen-
tal physical parameters as compared to their large-grained
counterparts, such as Curie and Debye temperatures, elastic
modulus, diffusion coefficients [53], etc. Consequently, novel

Table 1. A summary of observation of superplasticity in nanocrystalline materials.

Stress at Max.
Gain sizea Strain 	 = 0�1 stress

Material and reference (nm) rate (s−1) Temp. (�C) (MPa) (MPa) Elong. (%) Remarks

Al-Ni-Mmb 70 7× 10−1 600 18 — 500
(Higashi et al., 1993)

Ti-6 Al-3.2 Mo 60 5× 10−4 600 150 — 600 Stress at � = 40%
(Salishchev et al., 1993)

Zn-Al 80 5× 10−4 120 18 — 230
(Mishra et al., 1997)

Ni3Al alloy 50 1× 10−3 650 400 1530 380 Extensive strain
(Mishra et al., 1998) 725 270 790 560 hardening

Al-Mg-Li-Zr alloy 100 1× 10−1 250 106 154 330 Extensive strain
(Mishra et al., 1998) 300 33 146 850 hardening

Ti-6 Al-4 V 70 1× 10−3 575 165 — 215
(Unpublished, 1998)

a Denotes the starting average grain size.
b This alloy showed significant coarsening during heating, so the microstructure during testing was not nanocrystalline.

physical and mechanical properties are obtained; for exam-
ple, brittle ceramics may become ductile in nanocrystalline
state [54]. However, it should be noted that data on mechan-
ical properties of nanocrystals show contradictory trends.
The possible reason for this is an expected difference in
structure (porosity, density gradients, contaminations, inter-
nal stresses, defects including microcracks, etc.) of samples
prepared in different laboratories even for the same grain
size. Often this difference in structure is due to uncertain
processing history and/or lack of proper control of process
variables. Thus, most of the novel properties are found to
be very sensitive to the procedure for sample preparation
[20� 21]. Thus, NCM produced by the powder sintering pro-
cedure did not demonstrate any superplasticity [55]. More-
over, among the NCM produced by other methods, some of
them have shown the ability for superplastic flow, while oth-
ers did not. The summary of our data and some additional
literature data on deformation behavior of SePD NCM are
given in Table 1.
On the basis of the experimental results on SePD NCM,

Mishra et al. [56] proposed an “exhaustion plasticity” mech-
anism. It is known that severe plastic deformation introduces
a large population of dislocations into the specimen. In this
“exhaustion plasticity” mechanism, the flow stress at the ini-
tial stage of deformation is not high enough to nucleate
new dislocations for slip accommodation because of the very
small value of grain size. The applied stress moves the pre-
existing dislocations, and grain boundary sliding is accom-
modated by the movement of these dislocations. As the easy
paths of grain boundary sliding and dislocation movement
get exhausted, the flow stress increases, which is indicated by
a strain hardening stage observed in the superplastic defor-
mation of the NCM. According to Mishra et al. [56], the
peak flow stress can be viewed as the critical stress required
to generate new dislocations during grain boundary sliding.
Hence, the experimental results on commercially pure Ti
and NiTi alloy have confirmed that nanostructure as well as
excess of dislocations are not sufficient conditions for SePD
materials to show superplasticity.
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According to literature [57], the deformation of micro-
crystalline commercially pure Ti is associated with dis-
location climb controlled by lattice diffusion. The stress
exponent obtained by different investigators is close to 5,
and activation energy is found to be 210–250 kJ/mol. This
mechanism of deformation, namely five-power-law creep
seems to be also operative in Ti in the nanocrystalline
range at temperatures higher than 0.4Tm and at “conven-
tional” strain rates (10−4 · · · 10−2 s−1� [12]. Apparent acti-
vation energy for both microcrystalline and nanocrystalline
states seems to be higher than that for lattice diffusion
reported for commercially pure Ti (153 kJ/mol [58]). In a
NiTi alloy with nanostructure obtained by the same method
(HPT), the deformation mechanism seems to be related
to viscous glide of dislocations with a stress exponent of 3
[12]. Such a deformation mechanism is common for ordered
structures. There is a lack of data on diffusion related pro-
cesses in NiTi in the literature, but an approximate estima-
tion of activation energy for self-diffusion gives a value of
220–230 kJ/mol [12]. So, the apparent activation energy of
210 kJ/mol calculated from the experimental data is in good
agreement with such estimation, assuming that the activa-
tion energy for viscous glide, which is controlled by Darken
interdiffusivity, is close to volume self-diffusivity in this case.
Despite the fact that the grain size of this material is on the
nanometer scale, and the volume fraction of grain bound-
aries is therefore significant, it seems that grain boundary
sliding or operation of Coble creep are suppressed in NiTi.
The results on NCM that did undergo superplastic defor-

mation have established a number of general trends of the
mechanical behavior of NCM at elevated temperatures such
as excessive strain hardening during tensile tests, high flow
stresses (compared to microcrystalline materials at compa-
rable temperature and strain rate), a correlation between
microstructural instability (in terms of onset of grain growth),
and superplasticity, which will be discussed below.
In microcrystalline superplasticity, the stress concentra-

tion that arises at grain boundary triple points (or ledges)
due to grain boundary sliding is accommodated by diffu-
sional processes or by (dislocation) slip processes. One of
the fundamental issues in nanocrystalline superplasticity is:
Which of the two accommodation processes is most impor-
tant? In recent years, the possibility of superplasticity in
NCM has been discussed in terms of diffusional flow. How-
ever, a grain boundary sliding mechanism with diffusional
accommodation will not be able to explain all of the trends
described above. These trends indicate that the mechanism
of superplasticity in NCM is significantly different from the
well-established mechanisms in microcrystalline materials.

2.1. Significant Differences

2.1.1. Excessive Strain Hardening
Figure 3 shows flow curves of SePD 1420-Al and Ni3Al
alloys, commercially pure Ti, Ti-6Al-4V, and NiTi alloys.
Excessive strain hardening was observed for all these mate-
rials when their grain size does not exceed 100 nm. Intensive
grain growth at high temperatures (Fig. 3c and e) or low
testing strain rate (Fig. 3d) leads to dramatic change in the
deformation flow, and no strain hardening was observed. It
is important to note that the strain hardening in the 1420-Al
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Figure 3. Flow curves for (a) 1420-Al alloy at different strain rates,
(b) Ni3Al alloy at different temperatures, (c) CP Ti at different tem-
peratures, (d) Ti-6Al-4V alloy at different strain rates, and (e) NiTi
intermetallic at different temperatures show excessive strain harden-
ing. Note the increase in strain hardening with increasing strain rate in
1420-Al alloy and Ti-6Al-4V alloy.

alloy (Fig. 3a) and Ti-6Al-4V alloy (Fig. 3d) increases with
increasing strain rate. We have observed a similar trend in
other SePD processed materials as well, for example, Zn-Al
and 2124-Al alloys [59� 60].
Similar elongations were reached in CP Ti (with initial

grain size of about 120 nm) at 450 and 550 �C and at a
strain rate of 1 × 10−4 s−1 (157% and 166% respectively,
but the shape of the flow curve has changed dramatically
with decrease of test temperature (Fig. 3c). The flow curve
at 450 �C shows an extensive hardening period and stress
dependence on strain (Fig. 3c, curve 1), whereas the curve
at 550 �C, when grain size was already more than 200 nm,
has a shape typical for nearly steady state flow with relatively
low stress flow (Fig. 3c, curve 2).
These observations establish a trend. There is some grain

growth in these NCMs during superplastic deformation.
Because of the grain size dependence in the constitutive
relationship for superplastic flow, strain hardening during
superplasticity has been conventionally explained in terms of
grain growth. However, such an explanation would not pre-
dict higher strain hardening at higher strain rate. A detailed
microstructural investigation is required to explain this
trend.
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Figure 4. A comparison of flow curves for Ni3Al alloy in microcrys-
talline and nanocrystalline state. Note the higher flow stress in the
nanocrystalline state, although both specimens showed similar ductility.

2.1.2. High Flow Stresses
Figure 4 shows a comparison of the flow curves during
superplasticity in a Ni3Al alloy. This alloy was tested in both
microcrystalline and nanocrystalline states. The high flow
stresses during superplasticity of the nanocrystalline Ni3Al
alloy are apparent. Although the test temperature and grain
size is different for the two microstructural conditions, the
comparison is interesting because the overall ductility in
both cases is similar. One of the features of conventional
superplasticity in microcrystalline material is low flow stress.
The observation of superplasticity with high flow stresses in
NCM needs a new approach to explain the origin of such
high flow stresses. First, the starting flow stress is around
170 MPa. Second, after significant strain hardening, the flow
stress reaches the level of 780 MPa at 725 �C. At 650 �C,
the flow stress values are even higher (Fig. 3b).
Figure 5 shows the variation of normalized stress with

temperature and grain size compensated strain rate for
Ti-6Al-3.2Mo alloy. The raw stress-strain rate data were
taken from Salishchev et al. [18� 22]. Also, the data for
a microcrystalline Ti-6Al-4V alloy [61] and the expected
behavior from the grain boundary diffusion controlled mech-
anisms of deformation [62] are included. Titanium alloys
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Figure 5. The variation of normalized flow stress with temperature
and grain size compensated strain rate for Ti alloys (data taken from
[18� 22� 61� 62]).

exhibit slip accommodated lattice-diffusion controlled grain-
boundary sliding. Two things are apparent from Figure 5:
(a) the data for microcrystalline alloy agree well with the
expected trend for slip accommodated lattice-diffusion con-
trolled grain-boundary sliding, and (b) the data for the
submicrocrystalline alloy and nanocrystalline material show
higher flow stress. Higher flow stresses have been also
observed for NCM, produced by other methods [63]. This
suggests a transition in micromechanisms or additional diffi-
culty in grain boundary sliding, which is opposite to some of
the earlier expectations of enhanced superplasticity in NCM.
One way to explain the origin of higher flow stresses for

superplasticity in NCM is to consider the possible influence
of grain size on slip accommodation during grain boundary
sliding. Recently, Mishra and Mukherjee [64] have suggested
that dislocation nucleation is difficult in NCM. A prelimi-
nary estimate of the stress required for nucleating such a dis-
location can be obtained by using a relationship proposed by
Hirth and Lothe [65] for dislocation generation by a Frank–
Read source in the crystal lattice, which after simplification
can be written as

� = �b

4�L�1− ��

(
ln

L

b
− 1�67

)
(4)

where L is the distance between the pinning points, � is the
Poisson’s ratio, and � is the shear stress required to generate
the dislocations. For superplastic deformation, the tensile
stress needed to nucleate dislocation for slip accommodation
can be calculated by approximating L = d/3, � = 0�33, and
� = √

3 � . The choice of L = d/3 is based on the fact that
the edge of the tetrakaidecahedron grain is one-third of the
distance between the faces of the grains [66]. Equation (4)
does not have (a) strain rate dependence (which is an inte-
gral part of high temperature deformation), (b) temperature
dependence other than the modulus, and (c) the details of
dislocation generation from grain boundaries. These effects
can be significant, as the flow stress at high temperatures is
known to be strain rate and temperature dependent in the
superplastic region.

2.1.3. Parametric Dependencies
In general, in order to understand the nature and origin of
deformation mechanisms at high temperatures, information
related to the dependence of strain rate on stress, temper-
ature, and grain size is essential, and constitutive equations
are very helpful in this case. For superplasticity, it is custom-
ary to evaluate the stress exponent, activation energy, and
grain size exponent. Based on the values of these parametric
dependencies, one can decide on the dominant micro mech-
anism of deformation. So far, there is very limited data on
stress exponent and activation energy for superplastic flow in
NCM. These data are listed in Table 2. We note that during
some of the tests used to obtain the values mentioned below,
significant grain growth occurred. The extent to which the
results summarized below are influenced by concurrent grain
growth is not clear. The stress exponent values for the alloys
are close to the theoretically expected value of 2 for grain
boundary sliding mechanisms. The activation energy in some
cases is significantly higher than the activation energy for
grain boundary diffusion. This is intriguing, because with
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Table 2. Parametric dependencies for superplastic flow in nanocrystalline materials.

Activation energya

Superplastic parameters (kJ/mol)

Activation energy For lattice For grain boundary
Material and reference Stress exponent (kJ/mol) diffusion diffusion

Al-Ni-Mm alloy ∼2 151 142 84
(Higashi et al., 1993)

Ti-6 Al-3.2 Mo alloy 2.3 315 150 97
(Salishchev et al., 1993)

Al-Mg-Li-Zr alloy ∼2�5 90 142 84
(Mishra et al., 1998)

CP Ti 5.8 270 150 97
(Sergueeva et al., 2001)

Ti-6 Al-4V alloy ∼2�5 ND 150 97
(Sergueeva et al., 2001)

NiTi 3 210 14b 44.9c

(Sergueeva et al., 2001)

a The activation energy values are for self diffusion of matrix element and these values are taken from Deformation
Mechanism Maps by Frost and Ashby (1982).

b The activation energy for diffusion of Ni in Ti (taken from Smithells Metals Reference book, 7th ed., 1992).
c The activation energy for grain boundary diffusion in Ni (taken from Smithells Metals Reference Book, 7th ed.,

1992).

the abundance of grain boundaries in NCM, an activation
energy for grain boundary related deformation mechanism
is expected at elevated temperatures.

2.1.4. Effect of Short Annealing
A unique experimental observation is related to the effect
of a short anneal on the flow behavior. An example of this is
shown in Figure 6. The annealing of SePD processed nano-
crystalline Ni3Al does not change the grain size significantly,
but it has a dramatic effect on the flow behavior. The ini-
tial flow stress increases and the shape of the flow curve
changes. The overall ductility reduces from 350% in the as
received condition to ∼100% after the short anneal.
It should be noted, that a strong effect of the short anneal-

ing of SePD Ti was revealed at room temperature tensile
tests. Thus, short annealing of SePD Ti at 300 �C results in
a 30% increase in strength combined with adequate plas-
ticity (Fig. 7, curve 2) as compared to as-deformed state
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Figure 6. Effect of a short anneal on flow behavior of a nanocrystalline
Ni3Al alloy.

(Fig. 7, curve 1) [67]. Annealing for a longer time even at
lower temperature decreases strength (Fig. 7, curve 3). A
number of tensile tests of severe plastic deformed CP Ti
after annealing at different temperatures for 10 min revealed
a strong dependence of strength characteristics on anneal-
ing temperature with a peak in the range of 250 �C to 300
�C. Microstructural analysis revealed a formation of specific
ordered structure in grain boundary regions (Fig. 8) [68],
which was not observed in as-deformed SePD Ti. In the
sample, which has demonstrated the highest strength, about
80% of grain boundaries have a such special structure.

2.1.5. Correlation Between Microstructural
Instability and Superplasticity

The driving force for grain growth is quite high in NCM
because of the high interfacial area per unit volume. We
have observed a nice correlation between the temperature
for microstructural instability and onset of superplasticity in
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Figure 8. HREM of GB region in CP Ti after HPT and annealing at
250 �C for 10 min.

NCM. In some ways this is to be expected because both
grain boundary migration and grain boundary sliding involve
diffusion. An important implication of this is that one needs
to establish the narrow temperature range in which there
is enough thermal activation for grain boundary sliding but
the grain growth rate is relatively low. This is important
for observing the grain boundary sliding regime without
significant influence of grain growth, particularly from the
viewpoint of obtaining parametric dependencies for consti-
tutive modeling. We are investigating the microstructural
instability by three different methods: differential scanning
calorimetry (DSC), in-situ TEM heating, and TEM of heat
treated specimens. The correlation between the DSC sig-
nal for thermal stability and increase in ductility is shown
for SePD processed 1420-Al and NiTi alloys in Figure 9.
The onset of grain growth was independently established by
analyzing the video recording of in-situ TEM heating. The
results show that the DSC can work as a very good tool to
establish the optimum superplastic temperature for NCM.

2.1.6. Microstructural Observations
We have conducted two types of TEM investigations:
(a) microstructural investigation of thin foils at room
temperature and (b) video recording of microstructural
changes during in-situ heating. We have established that
the present results at some temperatures reflect superplas-
ticity in the truly nanocrystalline state, as the microstruc-
ture remained nanocrystalline during the entire test. For
example, Figure 10 shows the microstructure of the nano-
crystalline Ni3Al alloy after testing at 650 �C to 380% elon-
gation. In general the dislocation activity appears to quite
limited. A few lattice dislocations were visible, as marked
in Figure 10. It is interesting to note that dislocation 2 has
one end in the grain boundary. The appearance of these
types of dislocations suggests the grain boundaries as sources
of dislocations. This would be consistent with slip accom-
modation during grain boundary sliding. The 1420-Al alloy
showed high strain rate superplasticity at a relatively low
temperature where the nanostucture was relatively stable.
It is necessary to note that in the earlier studies [69� 70]
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Figure 9. Combined plots showing variation of DSC signal and elonga-
tion with temperature for SePD (a) 1420-Al alloy and (b) NiTi.

intensive grain growth prior to testing or during testing to
the submicrocrystalline range was detected.
Microstructural investigation was also conducted of nano-

crystalline commercially pure Ti, which showed high elon-
gation but with parametric dependencies different from
that for classical superplasticity (Table 2). This material
has demonstrated a five-power-law creep that associated
with dislocation climb controlled by lattice diffusion. The
enhanced plasticity observed in this pure metal and TEM

Figure 10. A bright field transmission electron micrograph of a Ni3Al
specimen superplastically deformed at 650 �C to an elongation of 380%.
Some of the lattice dislocations are marked by arrows.
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observations of the structure after deformation suggest that
grain boundary sliding also took place during deformation
at elevated temperatures. Figure 11 presents the microstruc-
ture of Ti produced by severe plastic deformation and
deformed at 350 �C (Fig. 11a and b) and 600 �C (Fig. 11c,
d, and e) to strain of 65% and 190%, respectively. It is
seen that despite such high elongations the grains remain
equaxied in both cases. Twinning was not observed during
deformation at 350 �C (Fig. 11a and b), while at 600 �C
twins were formed (Fig. 11c). Moreover, some twins emerg-
ing from grain boundaries were revealed (Fig. 11d). Such
twinning can be formed as a result of grain boundary sliding
in order to resolve stress concentration on grain boundary.
So, during elevated temperature deformation there seems
to be a competition between these two mechanisms and
both of them play a role in the deformation process. As
shown by analysis of stress-strain curves, the rate control-
ling deformation mechanism in investigated range of strain
rates and temperatures is dislocation glide controlled by dis-
location climb. High dislocation activity should be noted in
the deformed structures (Fig. 11a and d). In the sample
deformed at higher temperature, stacking faults have been
also observed (Fig. 11e). Some of them look like regular
extended dislocation (marked as “A”), whereas the others

Figure 11. Microstructure of CP Ti produced by severe plastic defor-
mation and deformed at 350 [(a) bright field; (b) dark field images] and
at 600 �C [(c)–(e): (d) is enlarged image of the selected area on (c); (e)
is enlarged image of the selected area on (d).]

have triangular shape and might be formed by dissociation
of stair rod dislocations (marked as “B”).

2.1.7. Absence of Cavitations
Microcrystalline superplastic materials have shown clear evi-
dence for intergranular cavitation. This includes observation
on Al-Cu-Li-Zr alloy [71] and Ni3Al alloy [72]. However,
current investigation on NCM fails to reveal any evidence
of cavitation. A critical question may be: Can one main-
tain the stress concentration at grain boundary triple points,
grain boundary ledges, or at particles on the grain boundary
long enough so that cavity nucleation can take place? Or
can it be that diffusional relaxation in NCM is so fast that
one cannot maintain that condition? In an analysis of cavity
nucleation in superplasticity [73], the authors have proposed
a competition between the characteristic relaxation time for
grain boundary sliding leading to the development of stress
concentration at ledges. Cavities may nucleate at these sites,
if the incubation period for cavity nucleation is less than the
characteristic time for the relaxation of stress concentration
by localized diffusion creep. The analysis yields a quanti-
tative cavity nucleation map in terms of normalized stress
versus normalized cavity height/spacing. The analysis also
suggests that in such ultrafine grain materials, it is possible
for cavities to nucleate under some rather limited experi-
mental conditions.

3. MAIN ISSUES

3.1. Effect of Processing

On the basis of the experimental results on SePD NCM,
Mishra et al. [56] proposed an “exhaustion plasticity” mech-
anism. It is known that severe plastic deformation introduces
a large population of dislocations into the specimen. In this
“exhaustion plasticity” mechanism, the flow stress at the ini-
tial stage of deformation is not high enough to nucleate
new dislocations for slip accommodation because of the very
small value of grain size. The applied stress moves the pre-
existing dislocations, and grain boundary sliding is accom-
modated by the movement of these dislocations. As the easy
paths of grain boundary sliding and dislocation movement
get exhausted, the flow stress increases, which is indicated by
a strain hardening stage observed in the superplastic defor-
mation of the NCM. According to Mishra et al. [56], the
peak flow stress can be viewed as the critical stress required
to generate new dislocations during grain boundary sliding.
Mishra et al. [56] further predicted that the NCM prepared
by sintering of nanocrystalline powders would not exhibit
large tensile plasticity due to the lack of the large population
of pre-existing dislocations.
From the evaluation of the behavior of NCM, it is clear

that a nanocrystalline grain size does not appear to be a
sufficient condition for superplasticity. A number of pure
metals and alloys processed by severe plastic deformation
to grain sizes <100 nm did not exhibit classical superplas-
ticity (Table 1). The effect of short annealing on defor-
mation behavior (see above) has clearly demonstrated that
microstructural features other than grain size can play a con-
siderable role. Moreover, the ability of NCMs to deform
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by superplastic flow seems to be strongly dependent on the
method of their synthesis [74].
What are the necessary conditions for obtaining super-

plasticity in nanocrystalline materials? The answer is not
clear at present, but obviously some microstructural features
other than just grain size also can be responsible for the
material behavior.

3.2. Deformation Mechanisms

The specific characteristics of dependency of the hardness
and yield stress on grain size in NCM are definitely caused
by their structural details related to the nanoscale dimension
and the extremely high volume fraction of the grain bound-
aries. In this context, adequate theoretical understanding of
the grain size dependency of the yield stress in NCM will
essentially contribute, on one hand, to the understanding
of the fundamentals of structure-property relationships in
nanoscale solids, and, on the other hand, will serve as a basis
for development of newer technologies that exploit the out-
standing mechanical properties of NCM.
Slip accommodation is an important feature in superplas-

tic deformation of microcrystalline metallic materials. Most
of the superplastic models incorporate this feature [62� 75]
and transmission electron microscopy does indicate intra-
granular dislocation activity. However, as the grain size is
decreased, slip accommodation should become more diffi-
cult. In that case, the grain size dependence of superplas-
ticity may show a fundamental change for NCM. The most
fundamental question for the accommodation for stress con-
centration due to grain boundary sliding is: Diffusional
accommodation or Slip accommodation? In recent years the
possibility of superplasticity in NCM has been discussed in
terms of diffusional flow. However, a grain boundary slid-
ing mechanism with diffusional accommodation will not be
able explain all of the trends. The only way to explain strain
hardening by diffusional mechanisms is grain growth. Our
TEM investigation of a Ni3Al alloy before and after defor-
mation at 650 �C suggests that grain growth alone would not
be able to explain this behavior.
One of the open questions on the micromechanism of

superplasticity in NCM is the role of slip accommodation.
As noted earlier, the micrograined materials do show signif-
icant intragranular dislocation activity, and these dislocation
features are interpreted as evidence for slip accommodation.
On the other hand deformed NCMs have shown very lit-
tle dislocation activity, and theoretical calculations [36–38]
appear to support this lack of dislocation activity.

3.3. Modeling

The preliminary experimental data (Table 1) indicate that
the stress exponent and activation energy for superplastic
flow is similar for microcrystalline and NCM, although the
details are not clear at this stage. The initial results in the
last two years have established a number of trends: excessive
strain hardening, high flow stresses, a strong annealing effect
on flow behavior, and a correlation between microstructural
instability and superplasticity (Section 3). Based on the lim-
ited data, the kinetics of superplastic flow is suggested to
undergo a transition at a critical grain size.

The key points that are interesting for the future theoret-
ical studies of plastic deformation processes and associated
phenomena in NCM are as follows:

• A theoretical description of the critical grain size at
which the general equations for superplastic deforma-
tion will break down.

• A theoretical analysis of the specific features of plastic
flow in NCM.

• A development of the generalized model that will
describe the combined action of different deformation
mechanisms (such as lattice dislocation motion in grain
interiors, grain boundary sliding, grain rotation, and
diffusion based plasticity mechanisms associated with
grain boundary diffusion and triple junction diffusion)
whose contribution to plastic flow in NCM is dependent
on the material characteristics, grain size distribution,
and conditions of loading.

One of the problems in modeling of the deformation behav-
ior of NCMs is related to their high thermal instability and a
lack of experimental data on elevated temperature proper-
ties. Another problem is the limited data on diffusion coef-
ficients in the materials at significantly diminished length
scale. Recent analysis of the existing models based on classi-
cal diffusion creep and grain boundary sliding controlled by
dislocation climb from the head of a pileup [76] has shown
to be ruled out as not being consistent with the experimen-
tal observations. In concept of the increasing role of grain
boundaries with decreasing grain size, the model based on
the grain boundary structure seems reasonable. For exam-
ple, a model of secondary grain boundary dislocations [76],
which is based on the basic theory of grain boundary struc-
ture, was shown to cover such processes as grain rotation
and grain boundary migration. These mechanisms are pre-
dicted to play a sufficient role in deformation of materials
with grains in the nanometer range.
An increasing role of grain boundaries in NCM, espe-

cially as source and sink of mobile dislocations, was also
demonstrated by molecular dynamics simulation [77]. The
authors observed grain boundary generation of dislocations
in a 45 nm grain size high stacking fault energy metal
(12% strain) at room temperature (Fig. 12). Such dislocation
motion has already been captured by videocamera at room

Figure 12. Dislocation nucleation at grain boundary. Molecular dynam-
ics simulation of room temperature deformation of fcc high stacking
fault energy metal. Grain size = 45 nm.
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Figure 13. In-situ tensile testing of Ni3Al at room temperature. Note
dislocation A in nanosized grain. The dislocation was generated in the
grain boundary, moved through the grain interior, and disappeared in
the opposite grain boundary.

temperature in Ni3Al ordered matrix (Fig. 13). More
detailed information can be found in [78].

4. CONCLUDING REMARKS
Although NCMs are a subject of intensive investiga-
tion nowadays, there are no systematic data on their
mechanical behavior and superplasticity. The size limit of
nanocrystalline materials is often a matter of debate. In
some publications and reviews [3], only materials with a
microstructure the characteristic length scale of which is
on the order of a few (typically 1–10) nanometers are
determined as nanocrystalline or nanostructured materials.
According to others [79] the grain size for nanocrystalline
and nanostructured materials should be smaller than 500
nm. A most common definition for NCM is materials having
average grain sizes below 100 nm, and this review includes
mostly data on mechanical behavior of this type of materials.
Nevertheless, it seems reasonable to connect this definition
with characteristic features or quality changes in the mate-
rial properties. The critical grain size for such changes can
be slightly different for different materials but for most of
them it is in the range of 20–30 nm (deviation from Hall–
Petch relationship, sharp changes in magnetic properties,
etc.). This seems to be the lower grain size limit for most
well-known constitutive models on mechanical behavior of
the materials including superplasticity. Nanomaterials seem
also to have a limit in a minimum grain size, which is deter-
mined by the grain size limit of the crystalline state, and,
for example, for selenium was determined to be about 4 nm
[80]. It was also suggested by D. Wolf et al. [81] that below
a critical grain size NCM should be unstable with respect to
the amorphous phase.
Theoretical models of plastic deformation processes in

NCM are mostly restricted to room temperature behavior
with emphasis on Hall–Petch relationship [82]. Thus, an ele-
vated temperature behavior of NCM is an area of high
potential interest that has not been studied yet. Decreas-
ing grain size leads to changes in deformation mechanism
of the materials by eliminating some of them (a classical
dislocation glide, twinning) and activation of others (grain
boundary sliding, grain rotation, triple junction diffusion).

The analysis of their effect on the material properties and a
development of the generalized model, which will describe
the combined action of different deformation mechanisms,
are the major subjects of the oncoming theoretical and
experimental investigations.

GLOSSARY
Creep Time-dependent plasticity under a fixed stress at an
elevated temperature.
Equal channel angular pressing (ECAP) Deformation of
massive billets via pure shear that introduces an intense plas-
tic strain into materials without changing the cross section
area of billets.
High-pressure torsion (HPT) Torsion straining of the
materials under high pressure.
Nanocrystalline materials (NCM) Materials with grain
size in nanometer range.
Severe plastic deformation (SePD) A plastic deformation
of the materials under high pressure (up to 7 GPa) to high
strain (up to 7).
Superplasticity The ability of a polycrystalline material to
exhibit, in a generally isotropic manner, very high tensile
elongations prior to failure.
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1. INTRODUCTION
Dendrimers are macromolecules with a regular and highly
branched three-dimensional architecture. The first exam-
ple of an iterative synthetic procedure toward well-defined
branched structures was reported by Vögtle et al. [1], who
named this procedure a “cascade synthesis.” In the early
1980s, Denkewalter et al. [2] patented the synthesis of
L-lysine-based dendrimers. A paper concerning dendrimers,
which have received widespread attention, was presented by
Tomalia et al. in the first international polymer conference
at Kyoto in 1984 and was published in Polymer Journal in
1985 [3]. At the same time, Newkome et al. [4] reported on
“arborol” for branched polymers. In 1980s, many different
dendrimers were synthesized. Tomalia’s poly(amidoamine)
(PAMAM) dendrimers and Newkome’s arborol have been
obtained by the divergent method, while Fréchet et al. [5]
introduced the convergent approach for precise synthesis
of dendrimers. In the 1990s, for intriguing properties of
dendrimers as well as their synthesis and possible applica-
tions, many types of dendrimers systems were developed
[6–11].

Since dendrimers consisting of a regularly branched struc-
ture are controlled by chemical structure, molecular weight,
and its distribution as well as molecular size and molecular
shape, dendrimers are classified as unique macromolecules
with many functional properties. In addition, it is possible to
make molecular design of dendrimers from the standpoint of
core, branched chain, and surface functional groups, and the
pore space of dendrimers can also be utilized. Dendrimers
can provide a dimensional functionality which is different
from conventional linear polymers; although conventional

linear polymers can be modified by grafting branched chains,
dendrimers have superior properties to build up three-
dimensional molecular architectures.

Through intensive research developments, dendrimers
have been recognized to be important and interesting
materials from the standpoint of basic and applicable new
material. For example, dendrimers have many applicable
potentials such as nanocapsules, gene vectors, catalysis, mag-
netic resonance imaging agents, electron conduction, and
photon transduction. Large scale production of dendrimers
can also promote dendrimers as a new generation mate-
rial. Furthermore, the science of dendrimers has grown
through a deep connection with disciplines that include
physical and materials chemistry, biotechnology, and applied
physics. At the present, poly(amidoamine) dendrimers and
poly(propyleneimine) dendrimers are available commer-
cially which are made by the divergent method.

Since dendrimers can interact with many chemicals which
can be applied to many fields, synthesis and characteriza-
tion of dendrimer–metal nanocomposites are discussed in
this chapter.

2. SYNTHESIS AND CHARACTERIZATION
Before discussing synthesis of dendrimer–metal nano-
composites it is better to show some information about the
evolution of the size and shape of dendrimers. Figure 1
shows transmission electron microscope (TEM) images of
PAMAM dendrimers stained positively for G10 to G5,
respectively [12]. The dendrimer molecules appear as dark
objects on a light background of the amorphous carbon sub-
strate and they are spherical to a first approximation for
G10 to G7, with some molecules showing “edges” or slightly
polyhedral shapes. For G6 and G5, the shapes become
more indistinct because the substrate is closer in size to the
molecule and the edges become more difficult to delineate.
The mean and median diameters of each generation are
listed in Table 1, along with the standard deviation of the
measurement. In general, the agreement between the mean
and median diameters is good, indicating that the distribu-
tion is approximately Gaussian in shape. The mean diam-
eters range from 14.7 nm for G10 to 4.3 nm for G5. The
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Figure 1. PAMAM dendrimers positively stained with 2% aqueous
sodium phosphotungstate imaged by conventional TEM: (a) G10,
(b) G9, (c) G8, (d) G7, (e) G6, (f) G5. The scale bars indicate 50 nm.
For G6 and G5, a small amount of G10 has been added as a focusing
aid. Reprinted with permission from [12], C. J. Jackson et al., Macro-
molecules 31, 6259 (1998). © 1998, American Chemical Society.

diameters of PAMAM determined by size-exclusion chro-
matography are much smaller than those by TEM. Further,
the diameters of PAMAM dendrimers are larger than the
equivalent poly(propyleneimine) dendrimers [13].

Preparation of metal particles has been intensively inves-
tigated because metal nanoparticles have been applied in
electrooptical devices, electronic devices, imaging materials,
catalysis, and so on [14–20]. Fabrication of nanoparticles
becomes one of the important topics in nanotechnology. For
that purpose, it is required that reliable nanoscale devices
control particle size, shape, and size distribution of metal
nanoparticles.

Since dendrimers contain a large number of regularly
spaced internal and external functional groups, it is expected
that they operate as templates to grow inorganic crystal in

Table 1. Size measurements on PAMAM dendrimers from computer
analysis of TEM images.

Mean Median No. of Standard
Generation diameter (nm) diameter (nm) dendrimers deviation

10 14�7 14�8 413 1�1
9 12�4 12�5 1331 0�8
8 10�2 10�3 459 0�8
7 8�0 8�0 576 0�7
6 6�9 6�9 239 0�5
5 4�3 4�3 285 0�7

Source: Reprinted with permission from [12], C. J. Jackson et al., Macro-
molecules 31, 6259 (1998). © 1998, American Chemical Society.

the internal or external region of the dendrimer which pro-
vides organic–inorganic hybrid nanostructures [21–44].

When metal ions are mixed with PAMAM dendrimers
in solutions complex formation by ligand–metal ion inter-
action, acid–base interaction, and other interactions might
occur at the surface or inside of the dendrimers. After the
reduction the location of metal particles in nanocomposites
strongly depends on the place of the complex formation.
Accordingly dendrimer–metal nanocomposite structures are
schematically illustrated in Figure 2. In Figure 2a, metal ions
interact with surface functional groups of the dendrimers
and the resulting nanoparticles are present on the surface
of the dendrimers. Also, for lower generation dendrimers
whose diameters are smaller than those of metal particles
a nanocomposite structure as in Figure 2a might be sug-
gested. On the other hand, when metal ions are diffused
into the dendrimers complexed with the binding sites, metal
particles after the reduction are encapsulated into the den-
drimers as shown in Figure 2b. Such encapsulation might
occur in higher generation dendrimers. In addition, there is

Au

(a)

Au
Au

Au
Au

Au

(b)

Figure 2. Schematic illustration of dendrimer–metal nanocompos-
ite structures: (a) gold nanoparticle surrounded by dendrimers;
(b) dendrimer-encapsulated gold nanoparticles.
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a possibility of a mixed structures of Figure 2a and b. The
results of dendrimer–metal nanocomposites synthesized so
far are discussed below.

The dendrimer–copper nanocomposites were first syn-
thesized using PAMAM dendrimers with various surface
functional groups in aqueous solution [22, 23]. In the case
of copper sulfate and dendrimer with surface hydroxyl
group, chemical reduction of Cu2+-loaded G4 dendrimer
(G4-OH) with a fivefold molar excess of sodium borohy-
dride results in intradendrimer Cu clusters. The solution
color immediately changes from blue to golden brown: the
absorbance bands originally present at 605 and 300 nm
disappear and are replaced with a monotonically increas-
ing spectrum of nearly exponential slope toward shorter
wavelengths. This behavior results from the appearance
of a new interband transition arising from the formation
of intradendrimer Cu clusters. TEM results indicate the
presence of intradendrimer Cu clusters after reduction.
Micrographs of Cu clusters within G4-OH reveal particles
having a diameter less than 1.8 nm, much smaller than
the 4.5 nm diameter of G4-OH. Clusters formed in the
presence of G4-OH are stable for at least 1 week in an
oxygen-free solution. However, in air-saturated solutions the
clusters revert to intradendrimer Cu2+ ions overnight. When
G4 dendrimers with surface amino group are used as tem-
plates, they adsorb Cu2+ ions which bind primarily to the
surface amino groups. Reduction of a solution shows a for-
mation of Cu clusters having diameters more than 5 nm.
This large size is a consequence of agglomeration of Cu
particles adsorbed to the unprotected dendrimer exterior.
Another study for the synthesis of dendrimer–copper nano-
composites using copper acetate and hydrazine as a reduc-
tant agent suggests that copper particles are present at
both the interior and exterior of the dendrimer with surface
amino groups. Dendrimer–copper nanocomposites are also
synthesized using amine-terminated poly(propyleneimine)
dendrimer with a diaminobutane core. The size of copper
clusters decreases with increasing dendrimer generation. In
the case of fourth generation of dendrimer it is possible to
have some degree of encapsulation of the copper clusters.
Thus, depending on the polarity of the dendrimer surface
substitutes, the metallic particles may be directed near the
dendrimer surface or deeper into the interior.

The dendrimer–gold nanocomposites have been synthe-
sized by reduction of AuCl−4 with ultraviolet (UV) irra-
diation in aqueous solution [21]. The absorption band of
colloidal gold appears at around 520 nm, and its intensity
increases with an increase of the irradiation time. In the
case of the low generation PAMAM dendrimers the plasmon
band is shifted to longer wavelength with increasing UV
irradiation time due to coagulation of gold particles. Typical
TEM images of gold colloids obtained in the presence of G5
dendrimer with surface amino group (G5-NH2) and their
particle size distributions are shown in Figure 3. At the ratio
of [surface amino]/[HAuCl4� = 1 � 1, the particle size of gold
colloids is in the 2–18 nm range, having a broad size distri-
bution. When the ratio is increased to 4 � 1, monodispersed
gold particles with a diameter less than 1 nm are obtained.
The average particle sizes of gold colloids obtained in the
presence of G(0-5)-NH2 are shown in Figure 4. The average
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Figure 3. TEM images and particle size distribution of gold nano-
particles, molar ratio of surface amino group of PAMAM G5 and
HAuCl4: (a) 1 � 1; (b) 4 � 1. Reprinted with permission from [21],
K. Esumi et al., Langmuir 14, 3157 (1998). © 1998, American Chemical
Society.

particle size decreases with increasing concentration of sur-
face amino group for each dendrimer. In particular, it is
interesting to note that ultrafine gold colloids with a diame-
ter less than 1 nm are obtained in the presence of a higher
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Figure 4. Variation of average particle size of gold nanoparticles with
concentration of surface amino group of PAMAM dendrimers G(0-5).
Reprinted with permission from [21], K. Esumi et al., Langmuir 14,
3157 (1998). © 1998, American Chemical Society.



320 Dendrimer–Metal Nanocomposites

concentration surface amino group of higher generation
dendrimers. These results suggest that the dendrimers of
lower generation G0 do not operate as effective protective
colloids, but dendrimers of higher generations provide sites
for complex formation with AuCl−4 as well as an effective
protective action. Dendrimer–silver nanocomposites are also
synthesized in the presence of amino- (G4) or carboxylate-
terminated (G3.5) PAMAM dendrimers by UV irradiation
[38]. The silver nanoparticles with average size of about
7 nm diameter are obtained using amino-terminated den-
drimers, while a larger size (about 31 nm) is observed in the
case of carboxylate-terminated dendrimer.

By addition of reductants such as sodium borohydride into
noble metal ion–dendrimer aqueous solutions, dendrimer–
noble metal particles nanocomposites (gold, silver, plat-
inum, palladium) have also been synthesized [24–27, 30,
32, 37, 40–42, 44]. The average sizes of gold decrease with
an increase of the concentration of surface amino groups
for G(3–5) dendrimers, while the average sizes of platinum
particles are independent of the generation of the den-
drimers above a certain ratio of [amino group]/[Pt4+] [30].
It should be mentioned that a much higher concentration
of the dendrimers is required to stabilize platinum colloids
compared to that for gold colloids. Since it is expected that
Ag+ ions strongly adsorb on the dendrimers having sur-
face carboxyl groups through electrostatic attractive forces,
the reduction of AgNO3 by addition of sodium borohydride
in the presence of G(3.5–5.5) dendrimers has been carried
out. Figure 5 shows the change in optical spectra of silver
colloids obtained in the presence of G5.5 dendrimer with
various concentrations. Although a typical plasmon band
of silver colloids is observed at 380 nm at the ratio of

Wavelength / nm

200 300 400 500 600 700 800

A
bs

or
ba

nc
e

0.0

0.2

0.4

0.6

0.8

1.0

1:1

5:1

10:1

50:1

G5.5 / Ag

Figure 5. Absorption spectra of AgNO3 in the presence of PAMAM
dendrimer, G5.5, after reduction with NaBH4. Reprinted with permis-
sion from [30], K. Esumi et al., Langmuir 16, 2604 (2000). © 2000,
American Chemical Society.

[G5.5]/[Ag+] = 1 � 1, another band at around 450 nm
appears. Further, the absorbance at both bands consider-
ably decreases. The color of silver colloids also changes with
increasing concentration of G5.5 dendrimer; yellow at the
ratio of [G5.5]/[Ag+] = 1 � 1 turns to orange at the higher
ratios. In the case of G3.5 and G4.5 dendrimers, a result sim-
ilar to that of G5.5 dendrimer is observed. At above the ratio
of [G5.5]/[Ag+] = 5/1 we cannot observe any silver particles
by TEM because the particle size is too small to detect in
the condition used. From Fourier transform infrared (FTIR)
spectra it may be suggested that metal colloids adsorb on
the exterior of the dendrimers. On the other hand, by using
fourth-generation PAMAM with surface hydroxyl group, it
has been reported [24] that platinum or palladium nano-
particles can be encapsulated inside the dendrimer. This is
probably due to different interactions of metal nanoparticles
with various functional groups of dendrimers. In addition, it
has also been suggested [33] that the structure of dendrimer–
gold or –silver nanocomposites is a function of the dendrimer
structure and surface functional groups as well as the forma-
tion mechanism and the chemistry involved.

To verify the structure of dendrimer–gold nanocomposites
gold nanoparticles synthesized by reduction of HAuCl4 with
sodium borohydride in the presence of PAMAM with sur-
face amino groups (G2–G10) have been characterized by
TEM, SANS, and SAXS [32]. Figure 6 shows a TEM image
of gold particles containing G9 PAMAM dendrimer. The
image indicates that gold colloids are formed inside the den-
drimer. Under slow reaction conditions, one gold particle
per dendrimer is predominantly formed. The sizes estimated

(a)

(b)

Figure 6. TEM images of gold containing G9 PAMAM dendrimer
obtained for 1:1 loading. The dendrimers have been stained with phos-
photungstic acid and appear gray; the gold colloids appear black.
(a) Fast reduction (NaBH4 in 0.1 M NaOH); (b) slow reduction (NaBH4

in 0.3 M NaOH). Reprinted with permission from [32], F. Grohn et al.,
Macromolecules 33, 6042 (2000). © 2000, American Chemical Society.
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for the dendrimer and gold are 13 and 4 nm, respectively.
SANS measurements have been performed on solutions of
dendrimer–gold hybrid particles in deuterium oxide. The
radius of gyration obtained from Guinier extrapolation is
5�1 ± 0�1 nm. This is within the same experimental error as
the unmodified dendrimer, indicating that the hybrid parti-
cles also do not form larger aggregates in solution. Further-
more, the higher order sphere form factor features, which
are pronounced in the case of the unmodified dendrimer,
nearly completely disappear for the hybrid samples. SAXS
provides more detailed information about the colloid struc-
tures; an estimate of the dimensions of the inner-sphere
and outer-sphere diameter by SAXS confirms the diame-
ters of the gold (4 nm) and the dendrimer (13 nm) esti-
mated by TEM. More importantly, this result proves that
the gold is formed inside the dendrimer. Further, it has
been suggested for the dendrimers with various generations
that several dendrimers surround the surface of gold par-
ticle formed for G2–G4 dendrimers, while gold particles
are completely formed inside individual dendrimers for G6–
G10 dendrimers. For G10, multiple gold particles within one
dendrimer molecule are formed due to the more crowded
volume inside the dendrimer. Thus, such a transition has
been shown from colloid stabilization by low molecular mass
molecules to polymer nanotemplating with an increase of
molecular mass but unchanged chemistry of the stabilizing
species.

For metal ions that do not form either covalent bonds
or strong complexes with the interior amine groups of
PAMAM dendrimers a method for preparing dendrimer-
encapsulated metal nanoparticles has been reported [26].
For example, when G6 dendrimer (with surface hydroxyl
group)-encapsulated copper is exposed to a solution contain-
ing ions more noble than copper, the copper is displaced and
the more noble ions are reduced. By using this method, sil-
ver, gold, palladium, and platinum dendrimer-encapsulated
metal particles have been obtained.

Gold and silver nanoparticles can also be synthesized in
the presence of sugar-persubstituted PAMAM dendrimers
(sugar ball) without reductants [34]. Actually, the hydroxyl
groups of glucose residue of sugar balls can operate as
reductants. In the case of silver nanoparticles, the addition
of NaOH is required to reduce Ag+ ions. It is suggested
that gold or silver nanoparticles having diameters between 2
and 6 nm are present on the surface of sugar balls. In addi-
tion, the kinetics of the formation of gold and silver nano-
particles is affected by the generation of sugar balls as well
as the concentration of sugar balls. The observed rate con-
stants increase with the concentration of sugar balls, where
the rate constants for low-generation sugar balls are greater
than those for higher generation. Such noble metal–sugar
nanocomposites are of considerable interest in biochemical
and medical applications.

Dendrimer–gold and –platinum nanocomposites have
been synthesized [31, 36] in ethyl acetate by reduction
of respective metal salts with dimethylamineborane, where
PAMAM dendrimers with surface methyl ester groups have
been used. When ethyl acetate solution of HAuCl4 is added
to dendrimers in ethyl acetate, the formation of dendrimer–
Au3+complex is observed. HAuCl4 shows an intense absorp-
tion at 324 nm which can be assigned to the LMCT band of

AuCl−4 . On the other hand, G5.5 dendrimer shows a small
absorption maximum at 278 nm. On mixing Au3+ with the
dendrimer, a new band develops at 280 nm at the expense
of the 324 nm band and the latter completely disappears
in 15 minutes of stirring. In addition, an isobestic point is
found at 304 nm, indicating that a ligand substitution from
AuCl−4 to another Au3+ complex occurs through a participa-
tion of the dendrimer. It is also found from FTIR measure-
ments that the bands for surface methyl ester groups at 1044,
1200, 1438, and 1736 cm−1 do scarcely change by introduc-
ing Au3+, while the amide I band at 1647 cm−1 for interior
amide groups undergoes a high-frequency shift to 1649 cm−1

and a single peak for the amide II band splits into two peaks
by addition of Au3+. A similar result for the formation of
complex of dendrimer–Au3+ is obtained for G3.5 dendrimer.
Au3+ ions in the presence of the dendrimers in ethyl acetate
are readily reduced by adding an excess amount of dimethy-
lamineborane. Interestingly, it is found that at above the
ratio of [G]/[Au3+] ≥ 10 the maximum particle size of gold is
less than the hydrodynamic diameter of the dendrimer (G3.5
and G5.5), while in the case of G1.5 dendrimer the maxi-
mum size of gold is larger than the hydrodynamic diameter
of G1.5. These results may suggest that the encapsulation
of gold nanoparticles by G3.5 or G5.5 dendrimer occurs,
while gold nanoparticles are stabilized by adsorbing G1.5
dendrimers. These suggestions are supported by the results
of interactions between Au3+ and several model compounds
such as acrylamide, N -methylpropionamide, trimethylamine,
and N ,N -dimethylglycine methyl ester.

Gold nanoparticles have also been obtained by addition
of sodium borohydride into formamide solution of HAuCl4
in the presence of PAMAM dendrimer with surface methyl
ester group [39]. The particle size decreases with an increase
of the dendrimer concentration as well as the generation.
Further, the particle size of gold is affected by the elapsed
time for the solution before reduction because HAuCl4
in formamide is reduced to some extent without reduc-
tant. In N ,N -dimethylformamide in the presence of the
dendrimers relatively monodispersed gold nanoparticles are
obtained. It may be suggested that stable gold nanoparticles
are prepared by adsorbing a low dendrimer on the nanopat-
icles, while dendrimer-encapsulated gold nanoparticles are
obtained in the case of a higher generation dendrimer.

Platinum nanopaticles have also been synthesized in ethyl
acetate in the presence of PAMAM dendrimers with sur-
face methyl ester group [31]. The elapsed time after mix-
ing of H2PtCl6 and PAMAM dendrimers in ethyl acetate
is very important to control the particle size, which is dif-
ferent from the preparation of gold nanoparticles. Figure 7
shows TEM images of platinum nanoparticles obtained in
the presence of PAMAM 5.5 at 5 min of elapsed time after
mixing. One can see that even at different concentrations
of dimethylamineborane large (about 18 nm in diameter)
and small (about 3 nm in diameter) platinum particles are
formed. In particular, when the concentration of dimethy-
lamineborane is 90 times that of H2PtCl6, it is visualized
that the large particles are coated by PAMAM G5.5, where
the thickness of coating is about 4–5 nm and is smaller
than the hydrodynamic diameter (7.6 nm) of PAMAM G5.5
determined by dynamic light scattering measurements in
ethyl acetate. It is suggested that PAMAM G5.5 dendrimers
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Figure 7. TEM images of (A) platinum nanoparticles obtained in the
presence of PAMAM G5.5 after 5 min elapsed time. (B) Enlargement
of the particle in (A). (C) Enlargement of the particle in (B). Reprinted
with permission from [31], K. Esumi et al., Langmuir 16, 7842 (2000).
© 2000, American Chemical Society.

are flattened on the surface of the platinum particle. Actu-
ally, the structural distortion of the dendrimers on gold sur-
faces has been reported [45]: the height of PAMAM G8
on a naked gold surface ranges from 3.5 to 4.0 nm, which
is less than the ideal-sphere diameter of 9.7 nm. On the
other hand, it is seen that the small platinum particles are
encapsulated by PAMAM G5.5 in which the diameter of
a PAMAM G5.5-encapsulated platinum particle is about
10 nm. It seems that the PAMAM G5.5-encapsulated plat-
inum particle is flattened on the grid surface [46]. When
the concentration of dimethylamineborane is reduced to 10
times that of H2PtCl6, the image of visualized dendrimers is
not observed, although similar large and small platinum par-
ticles are obtained. It is speculated that the visualization of
PAMAM G5.5 dendrimer by TEM is caused by the interac-
tion between dimethylamineborane and PAMAM G5.5 den-
drimer. It should be mentioned that the visualization of
PAMAM G5.5 dendrimer from mixtures of dimethylamineb-
orane and PAMAM G5.5 dendrimer is not observed, sug-
gesting that platinum particles play an important role for the
visualization of PAMAM G5.5 dendrimer to some extent.
Such a formation of large and small platinum particles at
short elapsed time may occur due to nonuniform distribu-
tion of Pt4+ ions in the solution and in the PAMAM G5.5
dendrimer. When the elapsed time after mixing is increased,
the average particle diameter decreases: the average diam-
eters are about 1.7 nm (standard deviation 0.3 nm) at 1 day
of elapsed time and 0.8 nm (standard deviation 0.1 nm) at 3
days of elapsed time. Since the particle size is considerably
smaller than the diameter of PAMAM G5.5 dendrimer, it
is conceivable that many clusters of platinum are entrapped
in the interior of the PAMAM G5.5 dendrimer. When the
ratio of [G5.5]/[H2PtCl6] is varied from 150/1 to 50/1, the
average diameter of platinum is not appreciably changed.

Also, from the results of the reduction of PtCl−6 in the pres-
ence of PAMAM G3.5 or PAMAM G1.5 dendrimer in ethyl
acetate it is suggested that PAMAM G3.5-encapsulated plat-
inum particles are formed, while PAMAM G1.5 dendrimers
adsorb on the surface of platinum particles because the par-
ticle size of platinum obtained is larger than the diameter of
PAMAM G1.5 dendrimer.

In toluene, which is a less polar organic solvent than ethyl
acetate, dendrimer–gold nanocomposites have been synthe-
sized in which a hydrophobically modified PAMAM den-
drimer has been used [35]. The hydrophobically modified
PAMAM is synthesized by reaction of PAMAM with sur-
face amino group with 1,2-epoxydodecane [47, 48]. Solu-
tion of the hydrophobically modified PAMAM dendrimer
in toluene is carefully layered on top of HAuCl4 aqueous
solution. After the solution stood for several hours at room
temperature, a bright yellow color emerges in toluene. The
extraction experiment is continued for 1 day. Since HAuCl4
is not soluble in toluene solution, it is reasonable to con-
sider that AuCl−4 ions should be incorporated in the inte-
rior of the hydrophobically modified PAMAM in toluene.
Then, by addition of dimethylamineborane–toluene solu-
tion, AuCl−4 ions are reduced. The average diameters of
gold nanoparticles obtained range between 2.5 and 3.4 nm
which is smaller than the diameter (4.5 nm) of PAMAM G4.
This suggests that gold nanoparticles are encapsulated in the
hydrophobic PAMAM dendrimer. A similar result has also
been obtained using chloroform as an organic solvent.

Another approach for the preparation of dendrimer–
metal nanocomposites in toluene is a process driven by
acid–base chemistry and ion pairing [28]. At first, palladium
nanoparticles are synthesized by reducing aqueous K2PdCl4
with sodium borohydride in the presence of PAMAM G4
dendrimer where the pH of dendrimer solution is adjusted
to about 2. The low pH protonates the exterior amines to
a greater extent than the less basic interior tertiary amines.
Accordingly, Pd2+ binds preferentially to the interior tertiary
amines and upon reduction palladium particles form within
the dendrimer interior. After complete reduction, the pH of
solutions is adjusted back to about 8.5. Then, these nano-
composites can be quantitatively transported from the aque-
ous phase into toluene containing 10–20% of dodecanoic
acid. The transition is visualized by the color change: the
brown aqueous solution of PAMAM dendrimer–palladium
nanocomposites becomes clear after addition of the acid,
while the toluene layer turns brown.

In addition, dendron-stabilized gold nanoparticles have
been synthesized using Fréchet-type dendrons possessing a
single thiol group at the focal point, and their diameters are
2.4–3.1 nm [49].

3. PROPERTIES
Since dendrimers act as template and stabilizer for synthe-
sizing metal nanoparticles, we can control particle size and
particle stability. In addition, for dendrimer–metal nano-
composites metal nanoparticles are present in the interior
or exterior of the dendrimer. These two different struc-
tures allow different interactions with substrates. Accord-
ingly, dendrimer–metal nanocomposites would exhibit an
unique property in the field of catalysis.
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Dendrimer-encapsulated metal nanoparticles such as plat-
inum and palladium have been examined as catalysts
for hydrogenation and Heck reactions [40, 50–54]. The
catalytic hydrogenation of allylic alcohol to 1-propanol
has been carried out by dendrimer-encapsulated palla-
dium nanoparticles in water. The turnover frequency cal-
culated from the rate of hydrogen uptake is 218 mol of
H2(mol of Pd)−1 h−1 at 20 �C [55]. Similar data have
been obtained for dendrimer-encapsulated platinum nano-
particles. In addition, the turnover frequency for the allyic
alcohol reduction using toluene solutions of dendrimer-
encapsulated palladium nanoparticles is 760 mol H2 at 20 �C
[28], which compares favorably with the value in water.

Dendrimer-encapsulated palladium nanoparticles has
been applied to fluorous biphasic catalysis [56–58] in order
to facilitate recovery and recycling of soluble catalysts. These
catalysts are active in fluorous biphasic systems for the
hydrogenation of alkenes and for the isomerization of ter-
minal alkenes and are also recycled 12 times without appre-
ciable loss of catalytic activity [28].

Perfluorinated catalysts also allow the use of supercrit-
ical CO2 in which they are soluble. Using perfluorinated
dendrimer-encapsulated palladium nanoparticles, Heck cou-
pling between aryl halides and n-butylacrylate has been
carried out and it is 100% selective for the production
of n-butyl-trans-formylcinnamate with unoptimized isolated
yields up to 70% [59].

The effect of dendrimer generation on the catalytic activ-
ity using dendrimer–platinum nanocomposites has been
reported [60]. The time course of hydrogenation of cyclohex-
ene using PAMAM–dendrimer–platinum nanocomposites
synthesized in ethanol is shown in Figure 8. It is clearly
demonstrated that PAMAM G1.5–platinum nanocomposites

[Pt] = 0.1 mmol dm–3

[Cyclohexene] = 25 mmol dm–3

Reaction time / hour

0 1 2 3 4 5 6 7

C
on

ve
rs

io
n

/%

0

5

10

15

20

25

30

0 1 2 3 4 5 6 7
0

5

10

15

20

25

30

0 1 2 3 4 5 6 7
0

5

10

15

20

25

30

G1.5

G3.5

G5.5

Figure 8. Hydrogenation of cyclohexene by platinum nanoparticles pre-
pared in the presence of PAMAM dendrimers in ethanol. Reprinted
with permission from [60], K. Esumi et al., J. Jpn. Soc. Colour Mater 73,
434 (2000). © 2000, Japan Society of Colour Material.

have much higher catalytic activity than those of PAMAM
G3.5 or G5.5–platinum nanocomposites. At a reaction time
of 24 h, the conversion to cyclcohexane is about 86%
for PAMAM G1.5 dendrimer and 48% for PAMAM G3.5
and G5.5, respectively. Thus, the catalytic reaction can be
controlled using dendriemers of various generations. Such
characteristics may be derived from a unique structure of
dendrimer so that cyclohexene molecules are less able to
penetrate into the interior platinum nanoparticles of den-
drimers when the generation of dendrimer increases.

Optical properties of nanoscale metal domains in
dendrimer–metal nanocomposites are interesting and
strongly influenced by the surface plasmon resonance of
metal nanoparticles [61, 62]. In particular, gold, silver, and
copper nanoparticles exhibit characteristic plasmon bands.
This is relevant for the case of optical limiting where
the material’s absorption is dependent upon the intensity
of the input beam. It is demonstrated [63] that PAMAM
dendrimer–silver nanocomposites can exhibit large optical
limiting at 532 nm by factors up to 115. The mechanism
governing the optical limiting observed is nonlinear scatter-
ing, most probably due to bubble formation at the small
laser spot. This important finding indicates the feasibility
of using novel dendrimer–metal nanocomposites for appli-
cation in optical limiting devices and medicine. Further,
time-resolved fluorescence from dendrimer–gold or –silver
nanocomposites has been measured [64]. The dendrimer
architecture allows for strongly enhanced measurable flu-
orescence intensity from the metal nanoclusters. It is sug-
gested by fluorescence anisotropy measurements that the
metal emission shows a relatively polarized character while
the dendrimer host shows a relatively polarized emission.
The proposed mechanism of the emission decay is due to
electron–electron and electron–surface scattering processes,
and there may also be a contribution from the interaction of
emission dipoles of the dendrimer host and surface plasmon
of the metal.

Dendrimer–gold nanocomposites can be used to remark-
ably change the laser-induced optical breakdown threshold
of a material, owing to a large enhancement of the local
electric field [65]. The observed statistical behavior of the
breakdown process is attributed to a laser-driven aggrega-
tion of individual nanocomposite particles. The breakdown
threshold value of the nanocomposites has been found to
be up to two orders of magnitude lower than that of pure
dendrimers.

4. APPLICATIONS
Since fabrication of ordered semiconductor and metallic
nanoparticles on solid substrates has recently been a topic for
substantial research due to their multifunctional electronic,
optical, and catalytic properties, it is important to explore
a method to assemble dendrimer–metal nanocomposites
to form well-defined thin films. Formation of multilayer
thin film using dendrimer–metal nanocomposites has been
reported [66]. The dendrimer–gold nanocomposites have
been deposited as a multilayer thin film using electrostatic
layer-by-layer deposition techniques. The fabrication proce-
dure of poly(sodium 4-styrenesulfonate) (PSS)/dendrimer–
gold nanocomposite multilayers is schematically presented



324 Dendrimer–Metal Nanocomposites

in Figure 9. A negatively charged solid support is primed
by adsorbing a poly(dimethyldiallylammonium chloride)
(PDAC) layer onto its surface. The primed substrate is then
immersed in PSS solution. The modified substrate is then
rinsed with water and dried using nitrogen. It is subse-
quently immersed in a dendrimer–gold nanocomposite solu-
tion. This process is repeated. The multilayer formation has
been confirmed by using ultra violet-visible (UV-vis), TEM,
and atomic force microscopy.

Also, other methods for multiplayer construction using
dendrimers should be noted. The procedure involves the
deposition of PAMAM dendrimer with surface amino group
onto a Pt2+-bearing surface, followed by reactivation with
K2PtCl4 [67]. In a typical preparation, a silicon wafer is first
silylated with (3-aminopropyl)triethoxysilane, immersed in a
solution of K2PtCl4, and rinsed with water and methanol.
Repetition of this procedure yields corresponding multilay-
ers. The formation of multilayers of dendrimers has been
confirmed by ellipsometry and X-ray photoelectron spec-
troscopy studies. Multilayer films of dendrimers are also
fabricated by self-assembly of dendritic macromolecules of
two adjacent generations using electrostatic layer-by-layer
deposition [46]. PAMAM with surface amino groups for gen-
erations 4, 6, and 10 and with surface carboxyl groups for
generations 3.5, 5.5, and 9.5 has been used as building units.
All even generations are observed to form homogeneous,
stable monolayers on a silicon surface. The thickness of a
single monolayer varies with generation from 1.8 (G4) to
2.8 (G6) and 5.6 nm (G10). The average thickness of a
molecular layer in multilayer films is much smaller than the
diameter of ideal spherical dendritic macromolecules. The
model of molecular ordering of dendrimer films assumes
compressed dendritic macromolecules of oblate shape with
the axial ratio in the range from 1:3 to 1:6. A tendency to
higher spreading of high generation dendrimers corresponds
to the surface behavior predicted by molecular dynamic
simulations.

In addition, it is also important to describe preparation
and characterization of dendrimer monolayers adsorbed to
gold [68]. Single-component monolayers of PAMAM are
prepared by exposing an Au substrate to ethanolic solu-
tions of amine- or hydroxy-terminated PAMAM dendrimers.

PDAC solution PSS solution

Au dendrimer

Au dendrimer
nanocomposite

nanocomposite layer

PSS layer

PDAC layer

Water wash and dry Water wash and dry

Figure 9. Schematic illustration of the procedure for fabrication of the
PSS/gold–dendrimer nanocomposite film on the negatively charged sub-
strate and the architecture of the resulting film. Reprinted with permis-
sion from [66], J.-A. He et al., Chem. Mater. 11, 3268 (1998). © 1999,
American Chemical Society.

The resulting monolayers are highly stable and nearly close-
packed for dendrimer generations ranging from G4 to G8.
Electrochemical ac-impedance measurements indicate that
the dendrimer surface is very porous toward the elec-
troactive redox couple Fe(CN)3−/4−

6 . Exposure of higher
generation dendrimer monolayers to ethanolic solutions of
hexadecanethiol results in a dramatic compression of the
dendrimers and causes them to reorient on the surface from
an oblate to prolate configuration. The dendrimers orig-
inally present on the surface do not desorb as a conse-
quence of this configurational change. It is also suggested
that the structure and ion-transport function of the mixed
dendrimer/alkanethiol monolayers is somewhat analogous to
that of phospholipid/protein membranes. It is interesting to
note for the stability of dendrimer surfaces as chemically
sensitive interfaces that the response to volatile organic com-
pounds decreases in the order acid > alcohols > hydropho-
bic dosants. This response order is more pronounced for the
G4–G8-modified surfaces and is dictated by the PAMAM
structure which possesses hydrogen-bonding exoreceptors
and endoreceptors. The G4-modified surface is the most
responsive material probably; although it is the smallest of
the spheroidal dendrimers, its interior endoreceptors are
most accessible. G0 and G2 dendrimer films are not as effec-
tive at discriminating between the three different classes of
probes since these surfaces have few or no free amine termi-
nal groups and no coherent endoreceptors ability. An atomic
force microscopy investigation of PAMAM G4 and G8 den-
drimers adsorbed on Au surfaces has been carried out [69].
Heights measured for isolated, adsorbed dendrimers indi-
cate that they are substantially more oblate than expected
from their spherical shapes in solution. By controlling den-
drimer concentration and exposure time during adsorp-
tion, modified surfaces ranging from isolated molecules to
near-monolayer coverage are obtained. Exposure of surfaces
bearing adsorbed isolated dendrimers to hexadecanethiol
solutions changes their conformation from oblate to prolate
as more stable thiol–Au bonds replace some of the amine–
Au bond. Surfaces of near-monolayer coverage gradually
agglomerate, forming dendrimer “pillars” up to 30 nm high.

Vapor-sensitive thin-film resistors comprising gold nano-
particles and different types of dendrimers such as poly-
phenylene, poly(propyleneimine), and poly(amidoamine)
have been prepared via layer-by-layer self-assembly
and characterized by UV-vis spectroscopy, atomic force
microscopy, and conductivity measurements [70]. Dosing the
films with vapors of toluene, 1-propanol, and water signifi-
cantly increases the film resistances. It is demonstrated that
the chemical selectivity of this response is controlled by the
solubility properties of the dendrimers.

Interactions between alkanethiols and dendrimer–gold
nanocomposites in ethyl acetate have been investigated
by adding alkanethiols such as 1-decanethiol and 1,10-
decanedithiol into PAMAM dendrimers with surface methyl
ester group–gold nanocomposites [71]. In the case of
PAMAM G1.5 dendrimer–gold nanocomposites (diameter:
2.1 nm), the addition of 1-decanethiol leads to smaller
gold particles, while that of 1,10-decanedithiols provides the
formation of large, highly regular, spherical clusters with
diameters of 40–60 nm. On the other hand, in the case
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of PAMAM G5.5 dendrimer–gold nanocomposites (diam-
eter: 2.4 nm), the addition of 1-decanethiol shows a dis-
tinct tendency into smaller and larger spheres, whereas that
of 1,10-decanedithiols gives irregular spherical clusters with
diameters of 30 nm. Such morphology changes by addition
of alkanethiols occur due to stronger interaction between
gold and alkanethiols than that between PAMAM dendrimer
and gold.

Finally, bioapplications of dendrimer–metal nano-
composites are briefly described. Since PAMAM dendrimers
are able to solubilize many organic materials or inorganic
materials, bioactive materials may be combined in one
nanoscopic delivery vehicle such as dendrimer. Studies
using antibody/dendrimer conjugates in vitro and in vivo in
experimental animals have demonstrated these conjugates
to be nontoxic and able to target biologic agents to specific
cells [72, 73]. Dendrimer–silver nanocomposites display
antimicrobial activity comparable to or better than those of
silver nitrate solutions [74]. Interestingly, increased antimi-
crobial activity is observed with dendrimer carboxylate salts.
This effect may be caused by the very high local concen-
tration of nanoscopic size silver composite particles that
are accessible for microorganisms. PAMAM dendrimers
have been used for imaging but only after appropriate
surface modification. The potential of PAMAM–metal
chelate–antibody constructs in radioimmunotherapy and
imaging has been recognized [75]. Generally, fluorescent
markers, such as fluorescein, or chelated metal ions, such
as Gd3+ for magnetic resonance imaging, are used to gen-
erate a measurable signal [76, 77]. Radioactive dendrimer
nanocomposites also have the potential to be delivered to
the tumor.

GLOSSARY
Dendrimer Macromolecules with a regular and highly
branched three-dimensional architecture.
Dendrimer–metal nanocomposite Organic–inorganic
hybrid structure consisting of metal nanoparticles in the
internal or external region of dendrimer.
Plasmon resonance band of gold An extinction maximum
band due to the dipole resonance of small gold spheres.
Transmission electron microscopy Transmitted-light
microscopy using an electron beam and magnetic lenses to
produce a magnified image on a fluorescent screen.
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1. INTRODUCTION
The search for new materials with unusual properties is a
vital area of research. Since the original reported syntheses
by Newkome et al. [1] and Tomalia et al. [2], dendrimers
have assumed a prominent role in this search for new mate-
rials. In the past four years, this role has grown rapidly as
evidenced by the large numbers of papers appearing in lit-
erature since 1998. A cursory review of cited journals indi-
cates the importance and level of interest in the scientific
community concerning dendrimer research. The research
on dendrimers is now a multidiscipline effort involving syn-
thetic chemistry, inorganic chemistry, organometallic chem-
istry, analytical chemistry, and polymer science.

This level of scientific interest is driven by several prop-
erties of dendrimers. Among these are an unusual melt
viscosity due to the hyperbranched structure (as described
below), unusual properties when studied as thin films on sur-
faces, the ability to hold catalysts and influence the catalytic
properties of catalysts within them, an emerging ability to
foster cavities within them that can be used to bind small
molecules, and the ability to mimic biomolecules and poten-
tial for drug and gene delivery. Several of these properties
derive from the encapsulating abilities of dendrimers. The
phenomenon of encapsulation can be observed in a mul-
titude of different situations from atomic to macro scale.
Medicines are regularly encapsulated within water-soluble
capsules for delivery. Life exists because the components
of cells are encapsulated by plasma membranes. Enzymes
exhibit remarkable substrate binding specificity and perform
remarkable organic chemistry in aqueous environments
because active sites are encapsulated by the protein struc-
ture. Power cords are encapsulated by insulating material so
that electric current can be channeled to power computers
and lab equipment. In the broadest terms, encapsulation is

the establishment of a barrier to control the access of some
system to its surroundings.

Dendrimers represent a way to accomplish encapsulation
on the molecular scale. Molecules with potentially useful
physical and/or chemical properties can be encapsulated as
the core of dendrimers. Ideally, dendritic encapsulation will
result in new properties for the core molecules and ultimately
new materials. This is the essence of materials research.

1.1. Synthesis of Dendrimers

Dendrimers are a class of macromolecules consisting of one
or more polymeric, regularly branching arms, known as den-
drons, which radiate from a central core (Fig. 1). They
are synthesized in a stepwise iterative fashion which follows
either divergent or convergent methodology [3]. In the diver-
gent methodology, first used by Newkome et al. and Tomalia
et al. [1, 2], the core molecule serves as a polyvalent initi-
ation point and the dendrons are grown outward from the
core in a repetitive activate/couple cycle. Each time a cou-
pling cycle occurs, a new layer of branch points, referred to
as a “generation,” is added to the growing dendrimer. The
divergent methodology is fast, efficient, and can yield large
dendrimers. Its principal disadvantage is that the yield of
complete coupling decreases as the generation and thus the
number of reaction sites increases, creating some polydis-
persity in the molecular weight of the final product.

In the convergent methodology, first reported by Hawker
and Fréchet [4], the dendrons are synthesized by starting
at the tips, which will be the periphery of the dendrimer,
and working backwards to a single reactive functional group.
Again, each time a coupling cycle occurs, a new layer of
branch points is added and the “generation” of the den-
drimer increases. Once the dendrons are fully synthesized,
they are linked to the core in a final activate/couple cycle.
Monodisperse dendrimers can be obtained this way, but the
purification after each step renders a practical limit to the
size of the molecules that can be synthesized. Furthermore,
steric congestion may limit the efficiency of coupling in this
approach as well. The essential difference between the two
methodologies is in the fashion in which the dendrimer is
assembled. In the divergent methodology, as soon as the
activate/couple cycle begins, an actual dendrimer is synthe-
sized and subsequent repetitions of the activate/couple cycle
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Figure 1. Conceptual Dendrimer—The relative spatial orientation of
the various parts of the dendrimer are shown. The central core is
attached to the dendrons, which define the nanoenvironment around
the core. The peripheral functional groups define the solubility of the
dendrimer and/or provide multiple reactive sites for chemistry. The den-
drimer shown here has three layers of branch points in the interior and
would thus be designated a third-generation dendrimer.

serve to increase the size of the dendrimer. With the con-
vergent methodology, a dendrimer is not actually assembled
until dendrons of a desired size have been synthesized and
then coupled to a core. Numerous reviews and articles have
thoroughly covered dendrimer synthesis and the many types
of dendrimers that have been prepared using both method-
ologies [3, 5–12].

Dendrimers are particularly well suited for the function
of encapsulation (Fig. 1). When a dendrimer becomes suf-
ficiently large, normally measured by generation number, it
adopts a globular shape. This globular shape is the natural
result of an architecture in which large bulky dendrons are
focally attached to a central core. DeGennes dense pack-
ing, sterics, and simple mass effect cause the dendrons to
envelope the core molecule, thus leading to encapsulation.
While encapsulation by dendrimers can lead to alteration
of physical and chemical properties, there is some scientific
and semantic difficulty in defining the critical size or gen-
eration or molecular weight required to effect this change
[13]. The term “site isolation” is often used when encapsu-
lation is determined to be complete; this term is subject to
interpretation.

For dendrimers, it is possible to encapsulate many
different types of core molecules in different types of
“nanoenvironments” for the purpose of understanding
structure–property relationships. A basic understanding of
structure–property relationships is the key to the develop-
ment of new materials with unusual properties and is one
of the core tenets of scientific research. This ultimately is
the basis for the broad-based, multidisciplinary interest in
dendrimers.

1.2. Advantages of Dendrimers

As stated previously, encapsulation begins by surround-
ing a core molecule with a material. This effect could
be achieved using conventional polymers. However, stud-
ies comparing dendrimer versus polymeric encapsulation
have shown considerable differences between the two sys-
tems [14]. Structurally, dendrimers are composed of a core
moiety surrounded by dendrons radiating from the core
(Fig. 1). Such a structural arrangement predisposes den-
drimers towards encapsulation when compared to linear
polymers. There is substantial precedent for the synthe-
sis of dendrimers as monodisperse or nearly monodisperse
species. Linear polymers could be synthesized in the same,
stepwise fashion, but protocols to isolate and to purify these
types of molecules are less precedented. The mode of syn-
thesis of dendrimers also facilitates the installation of differ-
ent functionalities at the center and periphery. Dendrimers
are modular in construction and composition, thus allowing
the core, the interior dendrimer nanoenvironment, and the
dendrimer peripheral functional groups to be changed inde-
pendently of each other with relative ease [15]. The value of
the “modular” nature of dendrimers and the potential appli-
cations for encapsulation lead to a number of possibilities
for design of new functional molecules [16].

1.3. Dendrimer Cores

Dendrimer cores can be classified as “nonfunctional” or
“functional.” “Nonfunctional” cores are molecules that have
no specifically interesting chemical or physical properties;
and serve only as a polyvalent focal point of the den-
drimer. Dendrimers assembled with “nonfunctional” cores
either focus on materials applications other than encapsu-
lation [17], such as supramolecular constructs [18] and self-
assembly processes [19–23] or utilize the dendrimer as a
polyvalent scaffold, as in DNA transfection [7, 24, 25], drug
delivery [26–28], or even soluble solid-state synthesis [29]. In
some of these applications, the dendrimer is used for encap-
sulation of small molecule guests. This type of non-covalent
encapsulation is interesting and potentially useful, especially
for extraction, solubility, and drug delivery. It is not, how-
ever, treated in any detail here.

A second class of encapsulating dendrimers is based on
functional cores. “Functional” cores are moieties which, in
addition to serving as the polyvalent focal point for the
dendrimer, have some observable and potentially useful
physical and/or chemical property. For dendrons contain-
ing a “functional” core, encapsulation is the predominant
research focus. Observable physical/chemical properties fall
into three broad categories [30]: photophysics (absorbance,
luminescence, fluorescence, and phosphorescence), electro-
chemistry (kinetic electron transfer rate and thermodynamic
redox potential) [9, 31, 32], and ligand binding (ligands, gas
binding, and catalysis) [6, 8, 33, 34].

A wide variety of molecules have been employed as
“functional” cores (Table 1). Most can be classified in one
of four categories: porphyrins/phthalocyanines, inorganic
clusters, ionic complexes/organometallics, and fluorescent
dyes. Porphyrin and phthalocyanine moieties [30, 35, 36]
are especially useful because they exhibit three classes
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of observable properties: photophysics, electrochemistry,
and ligand binding. Many dendrimers have been synthe-
sized with porphyrin/phthalocyanine cores. Several different
types of inorganic clusters have served as cores. One impe-
tus behind the use of clusters as cores is ligand binding and
when mimicking and studying enzyme active sites [37, 38].
Clusters that have been used include iron-sulfur, Fe4S4 [39],
rhenium-selenide, Re6Se8 [40, 41], molybdenum-chloride,
Mo6Cl8 [42], oxymolybdo-sulfur, MoOS4 [37], and metal
nanoparticles [34, 43]. Ionic complexes and organometallics
[44, 45] have been popular because of the well-established
synthetic conditions by which a dendrimer may be assem-
bled around such a core. Examples of ions used to make
ionic/organometallic cores complexes include ruthenium(II),
osmium(II), iron(II), iridium(II), and various lanthanides.
The influence of the dendrimer on the photophysical and
electrochemical response of these cores has been studied.
Lastly, fluorescent dyes have been employed as cores for
their light emission properties. Tremendous interest in flu-
orescent dye core dendrimers has developed in the field of
organic light-emitting diode (OLED) research.

Table 1. Classification of the functional cores used in dendrimer
chemistry.

Molecule Properties Ref.

Porphyrins/Phthalocyanines

Si- Phthalocyanine U [36]
Zn-Porphyrin U, E, F, LB [47, 64, 65, 74–76]
Pd-Porphyrin P, LB [80]
Fe-Porphyrin U, E [72]
Free-base Porphyrin F [50, 63]

Inorganic Clusters

MoVOS4 EPR, E [37]
Fe4S4 E [39, 66]
Mo6Cl8 [42]
Re6Se8 U, E [40, 41]

Organometallic/Ionic Complexes

Ir(ppy)3 L, U [15]
Lanthanide, (Ln3+)–(RCOO−)3 FT-IR, U, E [59, 60]
Ferrocene E [67, 68]
Methyl Viologen E [69, 70]

Dyes

4-(N-methylamino)-1-nitrobenzene U [46]
p-dimethoxybenzene F [48]
Tryptophan F [49]
Coumarin 343, Pentathiophene L [51]
Rhodamine B F [52]
4-(dicyanomethylene)-2-methyl-6- F [81]

(4-dimethylaminostyrl)-4H-pyrane
3-[dimethylamino]phenoxy group F [57]
Coumarin 343 F [62]
Dansyl chloride FQ [77]
(S)-1,1′-bi-2-naphthol F, LB [78]

Note: U = UV-vis absorbance, F = fluorescence, FQ = fluorescence quench-
ing, P = phosphorescence, L = luminescence, E = electrochemistry, LB = ligand
binding, EPR = electron paramagnetic resonance, FT-IR = FT-IR.

2. ENCAPSULATION
Encapsulation has been defined as altering an observable
physical/chemical property of a molecule by surrounding it
with material. The very simplest example of encapsulation is
changing the solubility of a core molecule. Although influ-
encing solubility can be accomplished via methods other
than encapsulation, in the case of dendrimers, such control
of solubility has turned out to be extremely useful, especially
in OLED research. Most experiments that study the role
of dendritic encapsulation focus on the influence of encap-
sulation on photophysical behavior, electrochemical behav-
ior, and the kinetics and thermodynamics of ligand binding.
Altering these properties is less straightforward than making
something soluble and influencing them requires controlling
the nanoenvironment around the core [30]. Generally, cor-
relation of a change in one of these three properties, for any
given core molecule, to an increase in the generation of a
dendrimer indicates encapsulation.

2.1. Effects on Photophysical Properties

Observation of photophysical properties has been an
extremely useful tool for the evaluation of dendritic encap-
sulation. The absorbance and/or emission of light by a
core is easy to measure, is nondestructive, and is extremely
sensitive to the effects of dendritic encapsulation. Fréchet
and co-workers first reported dendrimer encapsulation when
shifts in the UV-vis absorbance maxima were observed
for a p-dimethylamino-nitrobenzene core aryl-ether based-
dendrimer (Fig. 2) in a variety of solvents [46]. In all sol-
vents used for UV absorbance, a noticeable increase in
the absorbance maximum occurred between the third- and
fourth-generation dendrimers. This increase was interpreted

Figure 2. First Demonstration of Encapsulation—Shifts in UV absorb-
ance maxima were observed between generation 3 and generation 4 of
this molecular architecture in various solvents. Adapted with permission
from [46], C. J. Hawker et al., J. Am. Chem. Soc. 115, 4375 (1993).
© 1993, American Chemical Society.
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to mean a significant change in the nanoenvironment around
the core indicative of encapsulation.

Initial evidence for actual “site isolation” was reported by
Aida and co-workers for aryl-ether-based dendrimers with
Zn-porphyrin cores [47]. In fluorescence studies, quench-
ing was observed between first-generation free-base den-
drimers and first-generation zinc porphyrin dendrimers. No
quenching was observed in the same experiments with
fourth-generation zinc porphyrin dendrimers substituted.
Attenuation of quenching was not universal as it was
observed that quenching by vitamin K3, a much smaller
molecule, was actually enhanced as the dendrimer grew
larger. Moore and co-workers reported shifts in the flu-
orescence maximum for phenylacetylene dendrimers with
a p-dimethoxybenzene core [48]. Expected bathochromic
shifts were observed for lower-generation dendrimers while
at higher generations, abnormal shifts were observed that
were very solvent dependent. From Aida and Moore’s work
it was clear that encapsulation was not just a general effect
and could possibly be controlled.

Smith and co-workers demonstrated a level of control of
encapsulation using dendrimers with tryptophan cores. The
dendrons were designed to present a hydrogen bonding envi-
ronment (Fig. 3) [49]. Thus, in solvents that were not hydro-
gen donors or acceptors, a dendritic effect was observed as
a shift in the maximum emission wavelength for tryptophan.
The shift was due to hydrogen bonding between the den-
dron and the tryptophan core. In solvents that were hydrogen
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Figure 3. Controlled Encapsulation—A second-generation dendrimer
for which controlled encapsulation was demonstrated. By altering the
solvent from a non-hydrogen bonding to a type that was hydrogen bond
donating and/or accepting, the emission spectra of the core tryptophan
could be shifted [49].

bonding donors or acceptors, the dendritic effect was not
observed due to competitive binding between the solvent
and the dendron. Vinogradov and Wilson also demonstrated
control of encapsulation through pH manipulation of a zinc
porphyrin core polyglutamate dendrimer [50]. A substantial
decrease in the fluorescence emission for the porphyrin core
was reported as the pH of the solution was decreased. The
shift in the periphery from anionic to neutral eliminated
electrostatic shielding on the surface of the dendrimer and
allowed the porphyrin cores to behave more like free por-
phyrins. Substantial amounts of self-quenching of the por-
phyrin cores occurred at lower pH values.

Encapsulation and site isolation by dendrimers have been
used with great effect in the field of organic light-emitting
diode (OLED) research. After an initial illustration by
Thompson and Fréchet and co-workers [51], several groups
have capitalized on the use of dendrimers to isolate chro-
mophores and prevent exciton quenching which reduces
efficiency. Otomo and co-workers synthesized Fréchet-type
dendrimers with rhodamine B cores [52]. Dendrimer thin
films spun onto silica, 10% by weight of dendrimer, had
no loss in fluorescence emission intensity and demonstrated
mirrorless laser emission. Site isolation and laser emission
were also observed in a dendrimer host/guest system with
reported nonlinear increases in emission in response to exci-
tation [53]. Following several previous illustrations [54–56],
Markham et al. most recently illustrated green phospho-
rescence in LEDs made from fac-tris-2phenylpyridine irid-
ium, Ir(ppy)3, core dendrimers [15]. In addition to increased
luminescence efficiency due to site isolation of the core, the
dendrimers altered the solubility of the Ir(ppy)3 core. This
allowed the Ir(ppy)3 normally evaporated to form an OLED,
to be spin-cast in thin layers up to 20% by weight.

Dendrimer encapsulation also can have a pronounced
energy-harvesting “antenna” effect on photoactive cores.
Stewart and Fox [57] and Devadoss et al. [58] first illus-
trated that energy could be collected from chromophores
in the periphery of the dendrimer and funneled the
core of the molecule. Kawa and Fréchet demonstrated
that this effect correlated to increasing generation in lan-
thanide ion/tricarboxylate core dendrimers (Fig. 4) [59, 60].
Enhanced luminescence could be observed by (a) changing
the lanthanide ion used to form the dendrimer complexes,
(b) site isolation of the core by the dendrimer blocking
self quenching, and (c) increasing dendrimer generation
leading to enhanced energy collection and transfer to the
core. Fréchet and co-workers have also used the polyvalent
nature of dendrimers to enhance the generation-dependent
“antenna” effect by attaching light-harvesting chromophores
to the periphery of the dendrimer. Energy transfer from
the periphery chromophores to the core dye was highly effi-
cient [61, 62]. The “antenna” effect appears to be influ-
enced greatly by dendrimer conformation. Jiang and Aida
reported fully substituted dendritic porphyrins had much
greater quantum yields for energy transfer than the partially
substituted analogues [63]. Fluorescence emission from the
series of porphyrin dendrimers was nonlinear in response to
the number of dendritic substituents.
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Figure 4. Dual-Purpose Encapsulation—A fourth-generation den-
drimer that achieves two effects. The aromatic rings serve as light-
harvesting units and funnel the energy to the lanthanide core resulting
in emission. This emission was enhanced due to the steric shielding pro-
vided by the dendrimer which prevents self-quenching by the lanthanide
cores. Reprinted with permission from [60], M. Kawa and J. M. J.
Fréchet, Chem. Mat. 10, 286 (1998). © 1998, American Chemical
Society.

2.2. Effects on Electrochemical Properties

Electrochemically active cores have also been instrumen-
tal for investigating dendritic encapsulation [9, 31]. Elec-
trochemically active cores have proven useful because two
properties, the rate of electron transfer and thermodynamic
redox potential, can be altered by encapsulation. Attenu-
ation of electron transfer rates is primarily influenced by
steric hindrance and is distance dependent. However, the
type of units within the dendrons also has an effect. Encap-
sulation effects on redox potential, in contrast to electron
transfer attenuation, have been less well understood, though
some progress has been made [13].

Multiple dendrimer systems with different types of cores
and architectures have been reported in which electron
transfer rates were attenuated. Diederich and co-workers
reported the first attenuation of electron transfer rates for
porphyrin core dendrimers [64]. This attenuation increased
as the dendrimer generation increased. Fréchet, Abruña,
and co-workers demonstrated electrochemical site isola-
tion for Zn-porphyrin dendrimers (Fig. 5) [65]. Third-
generation and larger dendrimers attenuated the rate of
electron transfer such that it could not be observed using
cyclic voltammetry.

Gorman and co-workers elucidated structure–property
relationships for electron attenuation using Fe4S4 cores with
two different dendrimer architectures (Fig. 6) [39]. These

Figure 5. Site Isolation of a Zn-Porphyrin Core—A zinc–porphyrin
core was encapsulated by an aryl-ether-based dendrimer. Electrochem-
ical characterization of the core showed a considerable attenuation
of the kinetic electron transfer rate upon going from the second-
generation to the third-generation dendrimer. The rate of electron
transfer was attenuated past that observable by cyclic voltammetry by
the fourth generation. Reprinted with permission from [65], K. W.
Pollak et al., Chem. Mat. 10, 30 (1998). © 1998, American Chemical
Society.

dendrimer architectures exhibited remarkable, and seem-
ingly contradictory, behaviors in solution and in thin films.
In N,N-dimethylformamide (DMF) solution, attenuation of
the heterogeneous electron transfer rates was observed from
the Fe4S4 cores to a Pt electrode for both “flexible” and
“rigid” dendrimers as generation increased (Fig. 6). The
“rigid” architecture was more effective at encapsulating
the core than the “flexible” architecture. Correlating this
behavior with the results of computational conformational
searches, it was suggested that the distance of electron
transfer in the “rigid” architecture was greater than that
of a “flexible” architecture for a given molecular weight as
the former held the core more towards the center of the
molecule than the latter. When the electron transfer rates
were correlated to an approximation of the average distance
of electron transfer, the “flexible” architecture attenuated
the rate more than the “rigid” architecture for that given,
approximate distance.

In these experiments, in solution, very little shift was
observed in the thermodynamic redox potential of the
Fe4S4 core with increasing dendrimer generation. How-
ever, when the same series of “flexible” dendrimers were
spin-cast onto a platinum electrode surface, the thermody-
namic redox potential shifted dramatically with increasing
dendrimer generation [66]. It was proposed that, in solu-
tion, solvent could penetrate the dendrimer and define the
microenvironment around the iron-sulfur cluster. In the film,
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Figure 6. Effects of Repeat Unit on Encapsulation—“Flexible” and
“rigid” Fe4S4 core dendrimers were studied to determine the effect
of repeat unit on conformation and subsequent electron transfer rate
attenuation. Generation 3 dendrimers are shown (where the circled-D
represent arms identical to the one drawn). Analogous generation one
through four dendrimers were studied. Reprinted with permission from
[39], C. B. Gorman et al., J. Am. Chem. Soc. 121, 9958 (1999). © 1999,
American Chemical Society.

however, solvent was largely excluded, and the differing size
of dendrimers provided a difference in microenvironment at
different generations. As the generation of the dendrimer
increased, the effective microenvironment around the iron-
sulfur cluster became more hydrophobic, making the cluster
thermodynamically more difficult to reduce.

Kaifer and co-workers have demonstrated controlled
encapsulation using ferrocene core single-arm offset den-
drimers (Fig. 7) [67]. By altering the pH of the solution in
which electrochemistry was performed, it was proposed that
the carboxylate periphery could be made to orient towards
an amine-SAM covered electrode surface, effectively stop-
ping free rotation of the molecule. This net effect was
detected as attenuation of electron transfer of the ferrocene
core which had been correspondingly oriented away from
the electrode surface. In further experiments with similar
ferrocene core single-arm offset dendrimers, attenuation of
electron transfer in both organic and aqueous solvents was
demonstrated [68].

While these experiments provide a good basis to
rationalize the factors for altering electron transfer via
encapsulation, some recent results do not fit the simple pat-
tern that increasing size results in increasing encapsulation.
Kaifer and co-workers and Balzani and co-workers indepen-
dently synthesized identical methylviologen core dendrimers
up to the third generation (Fig. 8) [69, 70]. Both groups
found no correlation between the electron transfer kinet-
ics and dendrimer generation. The simplest explanation for
this behavior would be that the dendrimers were not suf-
ficiently large to encapsulate the core. However, Alvarro
et al. worked with the same molecules and reported that
electron transfer quenching with anthracene was inhibited
by the second-generation dendrimer [71]. The interpreta-
tion of this data with regards to encapsulation remains
unresolved.

The other aspect of electrochemistry influenced by encap-
sulation is the thermodynamic redox potential. Fréchet,
Abruña, and co-workers have observed shifts in redox poten-
tial in Zn-porphyrin core dendrimers [65]. Diederich and
co-workers reported solvent-dependent effects for various
Fe-porphyrin dendrimers [64, 72]. Stone and co-workers
reported similar effects for ferrocene core dendrimers [73].
Gorman and co-workers, however, reported no effect on
the redox potential of Fe4S4 cores for two different den-
drimer architectures in solution [39]. The same dendrimers
in thin films, however, exhibited tremendous changes in
redox potential [66]. A model in which the difference in
charge states between the oxidized and reduced forms of
a core and the relative hydrophobicity of a dendrimer has
been advanced to rationalize the results [13]. However, it is
unclear how generally applicable this model will be.

2.3. Effects on Ligand Binding

The effects of encapsulation on ligand binding to core
molecules have been exhibited in diverse dendrimer–core
systems. The principal influence is primarily steric in nature.
The type of pockets that a dendrimer architecture estab-
lishes around the core is not well understood. Aida and
co-workers demonstrated inhibition binding of a dendritic
imidazole to a Zn-porphyrin core dendrimer [74]. Suslick
and co-workers reported shape selective ligand binding
in a series of Zn-porphyrin dendrimers [75, 76]. Pock-
ets are built around the Zn-porphyrins with dendrons,
limiting, but not completely eliminating access. Kaifer and
co-workers also demonstrated hindrance of cyclodextrin
binding for their ferrocene-core offset dendrimers [68, 77].
Pugh et al. reported the ability to discriminate chiral com-
pounds with fluorescent dendrimers [78]. Vinogradov and
co-workers showed control of O2 binding to a Pd-porphyrin
core through prudent selection of the encapsulating den-
drimer [79]. In this last example, of three different water-
soluble dendrimers synthesized, only the Fréchet-style aryl
ether dendrimer was capable of inhibiting O2 quenching
of the porphyrin fluorescence emission (Fig. 9). The other
two dendrimer architectures permitted O2 access to the
core.
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Figure 7. Controlled Encapsulation with an “On-Off” Effect—By controlling the pH of solution, electron transfer to and from the ferrocene core
could be controlled. The dendrimer was proposed to control the orientation of the ferrocene with respect to the electrode. Plots A though D are
Osteryoung Square Wave Voltammograms obtained at pHs 4.2, 5.3, 6.0, and 7.0, respectively. Reprinted with permission from [67], Y. Wang et al.,
J. Am. Chem. Soc. 121, 9756 (1999). © 1999, American Chemical Society.
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3. CONCLUSIONS
Encapsulation has become a significant role that has been
studied for dendrimers. A number of architectures have
been explored. Several significant phenomena have been
illustrated. In the most general sense, the role of the den-
drimer in surrounding and encapsulating the core has been
rationalized with simple models. However, in each case dis-
cussed above, there are examples that do not neatly fit a sim-
ple paradigm. Future work to enlarge the number and type
of dendrimer architectures studied will facilitate extension of
these models and establishment of more general paradigms
for dendritic encapsulation.

GLOSSARY
Chromophore Any chemical moiety that absorbs and/or
emits light.
Convergent A method of chemical synthesis that begins at
the edge point of a molecule and builds inwards.

Dendrimer A macromolecule consisting of a core moiety
surrounded by one or more arms known as dendrons.
Dendron A hyperbranched polymeric arms that form the
bulk material of a dendrimer. They are attached to and radi-
ate from the core moiety.
Divergent A method of chemical synthesis that begins at
the center point of a molecule and builds outwards.
Encapsulation The process of influencing access by sur-
rounding with a material.
Generation A reference to the number of layers of a den-
drimer. A layer is defined by the number of branch points
found in the dendrons between the core and the periphery
of a dendrimer. Thus, a “generation 4 dendrimer” would
have dendrons with four branch points.
Monodisperse A collection of objects that all have the
same size. With regards to dendrimers, all molecules have
the same molecular formula and molecular weight.
Nanoenvironment The immediate surroundings around a
moiety defined by molecular structure.
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1. INTRODUCTION
“Diamond,” first mined in India thousands of years ago, has
been known as the “king of gemstones” by the public for
its beauty for centuries. It probably will not be long until in
the 21st century the same diamond with a different morpho-
logical structure will be known as the “king of materials” to
engineers and scientists for its extreme properties with their
unique combinations and practical use in manufacturing in
the form of films and coatings [1, 2]. The extreme material
properties of diamond with some potential applications from
their unique combinations can be found in some review arti-
cles (for example, see K. V. Ravi in [1] and P. Chalker and
S. Lande in [2]), and in addition some new areas of applica-
tions such as surface acoustic wave (SAW) devices [2, 3], and
micro/nanoelectromechanical systems (MEMS and NEMS,
respectively) [4–6] have started emerging. In brief, diamond
is very hard and least compressible, is optically transpar-
ent from the deep ultraviolet (UV) to the far infrared, has
the highest known thermal conductivity of all materials at
room temperature, has low thermal expansion coefficient
at room temperature (0�8 × 10−6 K) that is comparable to
that of invar, exhibits low or “negative” electron affinity,
and is biologically compatible and very resistant to chemical

corrosion [1, 2, 7, 8]. Diamond is much more resistant to
X-rays, � radiation, UV light, and nuclear radiation than the
other semiconductors such as Si and Ge. Also, it is a very
good electrical insulator (with room temperature resistivity
of ∼1016 � cm). However, its resistivity can be changed over
the range 10–106 � cm by doping, thus becoming a semi-
conductor with a wide bandgap of 5.5 eV. The great interest
in diamond also comes from its applications in electronic
devices as it has very high mobility (about 2000 cm2/V s),
breakdown field (10 MV/cm), and saturation velocity (about
2�5 × 107 cm/s) compared to other semiconductors [8]. At
the same time, there are other diamond related carbon
materials that have properties in between those of diamond
and graphite. The properties of these hard carbon materials
vary, depending on the concentration of sp3-(diamond) and
sp2-(graphite) bonded carbon in the films. A classification of
diamond and related materials in terms of their structure,
resistivity, and energy gap is given in Table 1. The energy
difference between thermodynamically stable graphite and
metastable diamond is 0.9 kcal/mole. Nanodiamond is a
metastable material with intermediate energy, close to ta-C
having sp3 bonds more than 90% [9, 10]. Before progressing
further let us discuss diamond and related materials in some
more detail.

1.1. Synthetic Diamond

Scarcity and cost of the natural diamond led scientists to
find means of making diamond in the laboratory. Although
there have been several attempts to synthesize diamond
from various sources of carbon since it was discovered
to be an allotrope of carbon, two main techniques were
invented, both in the 1950s; high pressure and high tempera-
ture (HPHT) synthesis [1, 7] and chemical vapor deposition
(CVD) synthesis [1, 2]. To date, since its discovery, most
of the demands to supply diamond for industrial uses, pri-
marily for material cutting, grinding, and polishing, are met
by the HPHT technique. In this technique graphite is sub-
jected to tens of thousands of atmosphere and heated to
over 2000 K in the presence of some metal catalyst crys-
tallizing it in diamond. However, this process is intrinsically
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Table 1. Properties of diamond, graphite, and amorphous carbon.

Resistivity Energy gap
Material Structure (� cm) (eV)

Diamond 100% sp3-C >1010 5.5
Nanocrystalline >90% sp3-C >106 2–5.5

diamond
Tetrahedral amorphous >80% sp3-C ∼104 ∼2

carbon
Amorphous carbon ∼10–50% sp3-C ∼10−1 a few meV
Graphite 0% sp3-C 10−4 0

limited in its ability to cover surfaces in the form of thin
film coatings and to produce large sizes. These limitation
are overcome by another technique (i.e., CVD synthesis of
diamond) in which diamond is grown at subatmospheric
pressures in the form of thin films [2]. Although the inven-
tion of this technique dates back to 1950s, its early imprac-
ticalities in terms of economical viability due to extremely
low growth rate and co-deposition of graphitic phase of car-
bon did not allow it to develop [11]. In late 1960s to early
1980s it was discovered that presence of atomic hydrogen
can preferentially etch the co-depositing graphitic phase and
can improve the growth rate significantly [12, 13]. The cur-
rent surge in CVD diamond research can be traced back to
1982 when the Japanese group at the National Institute for
Research in Inorganic Materials (now the National Institute
of Advanced Industrial Science and Technology) published
details of their work clearly indicating the ways and means of
generating atomic hydrogen in the growth chamber to grow
good quality diamond on nondiamond substrates at signifi-
cant rates (∼1 �m/hr) [14]. Following this the same group
came up with another technique in 1983 and this stimulated
the worldwide interest in CVD diamond [15].

In general, in this technique, diamond can be nucleated
on nondiamond substrates and an oriented or polycrystalline
thin film can be deposited by dissociating the precursor
gases at low pressures. These polycrystalline films show the
same characteristics as natural and synthetic diamond and
have high potential for various applications [1, 2, 8]. Gen-
eration of atomic hydrogen and the excitation of hydrocar-
bons can be achieved by various means and can broadly
be classified as thermal CVD and plasma CVD. In thermal
CVD processes, decomposition of precursor gases is accom-
plished by thermal activation whereas in plasmas it occurs
by electron–molecule reactions. In high temperature plasma
torches both mechanisms can be important. Thermal acti-
vated CVD includes hot filament and oxyacetylene torches.
Plasma CVD includes low and medium pressure microwave
(2.45 and 0.915 GHz) and dc plasma, dc plasma jet, low
pressure radio frequency (rf) plasma, etc. [2].

1.2. Nanocrystalline Diamond

The high surface roughness of the conventionally grown
polycrystalline CVD diamond films prevents their immedi-
ate use in spite of having outstanding properties with their
unique combinations suitable for many applications. The
high surface roughness is a major roadblock using these
CVD diamond films for various applications [16, 17] such
as machining and wear, optical, and thermal management

applications. For example, diamond is well suited for use
as a protective optical coating but diamond films with high
surface roughness cause attenuation and scattering of the
transmitted signals restricting their use in optical coatings. In
order to overcome the problem of surface roughness of dia-
mond films either postpolishing is to be adopted or naturally
grown smooth films are to be developed without compro-
mising much of their hardness and other useful properties.
However, postpolishing is expensive and time consuming
[18–20] and it may be better to concentrate on as-grown
smooth diamond films [19–51]. One way to reduce the sur-
face roughness during growth is to control crystalline orien-
tation with (100) facets being parallel to the film plane [52],
or by reduction of the grain size (i.e., reduction of grain sizes
from micrometers to nanometers) [9, 35, 37, 53].

This is the reason that in the last few years efforts in
the area of diamond films grown by CVD have diverted
from conventional microcrystalline diamond (MCD) films,
having a grain size of a few hundred nanometers to sev-
eral tens of micrometers [9, 35, 53–55], to nanocrystalline
diamond (NCD) films, having a grain size from 2 nm to
a few hundred nanometers [9, 19–51, 53, 56–62]. More-
over, this change of perception is a result of NCD films
not only being smooth but also being more adaptive to the
CVD diamond applications and having enhanced electronics
and other properties. This is reflected in their cost effec-
tive and superior performances in the areas of electron field
emission [63–69], optical transparency and protective coat-
ings [21–23, 28, 38–40, 45, 51, 53, 70–72], tribology [19, 33,
34, 36, 37, 48, 73–75], SAW devices [3], and MEMS [5, 6].
Some of these properties of NCD films and a comparative
study with single crystal diamond (SCD)/MCD are listed
in Table 2. Moreover, as the size of the grains is changing
from micrometer to nanometer, a factor of a million in vol-
ume, new properties have started emerging, exploring new
areas of applications [76], for example, in X-ray optics, X-ray
physics, particle physics, etc.

Some important properties of nanocrystalline diamond
films are

• large surface area of diamond and high density of grain
boundaries

• drastic increase in surface smoothness relative to
microcrystalline diamond

• presence of more defects, however, less disorder in the
interface

• better electron emission than conventional diamond
films

• less highly oriented grains
• important grain boundary conduction
• enhanced optical transmission.

1.3. Diamond-like Carbon and Tetrahedral
Amorphous Carbon

There is another class of hard carbon materials [1, 77, 78],
essentially amorphous in nature and consisting of a mixture
of sp2 and sp3 carbon, broadly termed “diamondlike carbon”
(DLC). A significant amount of sp3 carbon in the films gives
them attractive physical and mechanical properties such as
high hardness, high wear resistance, low coefficient of fric-
tion, chemical inertness, a high optical bandgap, and high
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Table 2. Some properties of NCD films.

Potential
Properties SCD/MCDa NCD Ref.b applications of NCDc

Electronic properties
1. Bandgap (eV) 5.5 2–5.5 [30, 53, 70] electronic devices
2. Electron affinity negative negative [153]
3. Onset of field 160 3–4 [63] field emission display

emission (V/�m)
4. Resistivity (� cm) >1010 >106 [56]
5. Doping p-type possible both p- and n-type [56, 162] electrochemical electrodes

possible

Optical properties
1. Transmission transparent from ∼78–84% transmittance [45, 53] optical coatings

UV to far IR beyond 700 nm
2. Refractive index 2.41 ∼2.27–2.35 [53] (@ 830 nm), IR windows

(@ 633) [201]

Mechanical properties
1. Hardness (GPa) ∼100 >90 [5]
2. Young’s modulus (GPa) 1054 ∼1000 [5, 6] wear resistant, protective

coatings
3. Wear resistance high high [19, 34]
4. Coefficient of friction <0.1 0.1 (8000 cycles) to [5] MEMS/NEMS

0.01 (2�2 × 106 cycles)

Structural properties
1. Bonding character 100% sp3-C >90% sp3-C [5]
2. Grain size (nm) — 2–100 this work
3. Surface roughness (nm) — 2–50 this work
4. Hydrogen content (%) — <1 [5]

Other properties
1. Thermal conductivity 20 12 [6] thermal devices

(W/cm K)
2. Thermal stability (�C) >1000 >800 [47, 170] SAW devices
3. SAW phase velocity 10 10 [3] bioelectronic

(km/s) sensing System
4. Biological properties biocompatible biocompatible, highly [232]

selective, and stable

Unique characteristics hardness, thermal smoothness, structural defects, this work,
conductivity, breakdown high density of GB, [9, 56, 76]
voltage, etc. (for details conductivity, hardness,
see [1, 2, 7, 8]) strong adhesion, large stress

aData for SCD/MCD are taken mostly from [1, 2, 7, 8].
bReferences for NCD.
cPotential applications are a result of combinations of various properties in most of the cases.

electrical resistivity. These properties in the DLC films vary
with the concentration of sp2 and sp3 carbon in the films. It
has been shown that the properties of DLC films, such as
hardness, optical transparency, etc., approach the value of
diamond with high concentration of sp3 carbon [79, 80]. The
DLC films with high sp3 concentration are termed tetrahe-
dral carbon (ta-C) or amorphous diamond (a-D). The term
DLC is mostly used to designate the hydrogenated amor-
phous carbon (a-C:H) whereas the term ta-C is mostly used
to designate the nonhydrogenated amorphous carbon (a-C)
[78]. The a-C:H films may contain 50% sp3 carbon whereas
it may be as high as 85% in ta-C films. Pulsed laser deposi-
tion [72–74, 79, 81, 82], cathodic arc deposition [80, 83], and
ion deposition methods [84] have been employed to grow
this new class of carbon material.

Considering the smooth surfaces having properties close
to diamond, NCD and ta-C have emerged from their respec-
tive branches of CVD diamond and DLC, as described, as

the materials for intense current and future activities. As
mentioned, it is not only because these films are smooth but
also because they are more adaptive to the CVD diamond
applications, having enhanced electronics and other prop-
erties. This makes the basis of this chapter in which some
properties of NCD are discussed, emphasizing, in particular,
transport and electronic properties, and are compared with
the properties of ta-C. First, various deposition routes of
NCD are discussed. Second, transport and electronic prop-
erties of NCD will be discussed in detail followed by a dis-
cussion on optical and mechanical properties. At the end,
various other emerging aspects of NCD are also presented.

2. DEPOSITION ROUTES
A common feature of the majority of the deposition tech-
niques of CVD diamond films is a high concentration of
hydrogen gas (H2� used as one of the constituents with some
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hydrocarbon gas such as CH4. A concentration of H2 in
excess of 99% (of the gas mixture) is required for the growth
of high quality MCD films. The high concentration of H2
results in the generation of a large flux of atomic hydro-
gen, which is generally believed to play a central role in the
various diamond CVD processes. The growth of diamond is
said to take place mostly via surface processes of addition
and abstraction of radicals from the gas phase [8, 85–87].
Initially, after the nucleation of diamond, the growing dia-
mond surface is to be protected from reconstruction into
the graphitelike form. Therefore a high concentration of H
is needed to satisfy the dangling bonds left unsatisfied on
the growing diamond surface. Subsequently, vacancies are
created by hydrogen atoms, which interact with the bonded
hydrogen and remove it by converting it into H2. Methyl rad-
icals (CH3�, also generated by gas-phase hydrogen abstrac-
tion by H, are considered as diamond precursors are then
placed on the vacancies in order to promote growth. In
addition, atomic H preferentially etches the graphitic phase
co-depositing with diamond. Generally, before realizing the
importance of growing naturally smooth surfaces, the aim in
the area of CVD diamond was to maximize the crystalline
quality of CVD diamond. However, diamond grown under
nonoptimum conditions, such as lower hydrogen concentra-
tion or higher carbon activity in the plasma, gives films with
small grain size (e.g., several nanometers).

Also, ions are not considered to be good for diamond
growth as they enhance lattice disorders and also promote
graphitic content in the deposit. On the other hand, in the
growth of carbon films by hyperthermal species, ions with
energy in the range 40–200 eV produce a high concentration
of sp3 carbon in the films [83, 88, 89]. In this case the growth
is dictated by a subplantation mechanism, which relies on
the shallow subsurface implantation of the carbon ions [88].
Thus the two routes of growth of carbon films are totally
different (i.e., one relies on surface and the other on subsur-
face processes). Moreover, the deposits are predominantly
crystalline and amorphous respectively in the two processes.
Interestingly, it was shown recently that both the routes can
be coupled not only to generate diamond nuclei in the pro-
cess called biased enhanced nucleation but can also be used
to grow smooth NCD films [41, 42].

In the already existing ways to grow NCD, a number
of techniques and conditions have been employed [9, 26,
27, 36, 37, 42, 44, 45, 48, 49, 57, 76]. As the need for as-
grown smooth diamond films has been realized in the last
few years, new routes have also emerged that mostly aim
to grow smooth NCD or NCD embedded in a ta-C or a-C
matrix. Based on the literature, a brief description of these
new routes is as follows.

2.1. Hydrogen Deficient Gas Phase

As explained, high hydrogen concentration gives high quality
MCD films and one route adopted to reduce the crystalline
size to obtain NCD films is to reduce the concentration of
hydrogen or increase the carbon activity in the gas phase and
on the growing surfaces either by increasing the hydrocarbon
constituent in the gas phase or by substituting the hydrogen
with other gases, partially or completely. The resultant films
vary from phase pure NCD to NCD embedded in ta-C or
a-C matrix.

2.1.1. Hydrogen Deficient CH4/Ar,
C60/Ar, CH4/N2, CH4/He

One such process that has been studied in detail was devel-
oped at Argonne National Laboratory, USA [5, 9, 10, 19,
24, 31, 32, 35, 46, 56]. In this process, carbon dimer (C2)
is used as a reactive species in hydrogen deficient (CH4/Ar
or C60/Ar) microwave plasma CVD [9]. C2 is produced by
replacing molecular hydrogen by argon and using CH4 or C60

as precursor gases and also by using N2/CH4 as the reactant
gases in a microwave plasma CVD system. The NCD films
grown on seeded substrates by this technique are composed
of 3–15 nm diamond crystallites with up to 1–10% sp2 car-
bon residing at the boundaries [9]. Konov et al. [25] also
reported growth of smooth NCD films using CH4/H2/Ar mix-
tures with a methane percentage CH4/(CH4 +H2) varied in
the range of 10 to 100% in a dc arc plasma deposition sys-
tem. Their NCD films grown on Si substrates, seeded with
ultrafine (5 nm) diamond particles, consisted of 30–50 nm
size diamond crystallites. In the partially substituted hydro-
gen Nistor et al. [29] produced 1–2 �m thick NCD films from
CH4/H2/Ar mixtures by direct current plasma CVD. The Ar
concentration was kept constant at 50% and methane con-
centration CH4/(CH4+H2) was varied from 3 to 100%. Simi-
lar to Konov et al. [25] they also obtained nanodiamond films
without even using hydrogen in the feed gas. Smooth NCD
films with grain size of 10–50 nm were obtained on substrates
seeded with 5 nm diamond powder. Although their trans-
mission electron microscopy (TEM) studies did not reveal
amorphous carbon in significant amounts, the nanocrystal-
lites were found to be highly defective with many twins
and other planar defects. The grain boundaries were pre-
sumably decorated with disordered sp3-bonded carbon and
sp2-bonded amorphous carbon. Lin et al. [90] studied the
CH4/H2/Ar process in a hot filament CVD (HFCVD) sys-
tem and proposed a compositional map demarcating regions
for well-faceted diamond growth, NCD growth, and nondia-
mond deposition. Well-faceted MCD (2–10 �m) grow using
Ar up to 90%. They report a change in microstructure from
MCD to NCD, with a grain size smaller than 50 nm, at
95.5% Ar addition. Yang et al. [91] also used the CH4/H2/Ar
process to grow NCD films and observed decreasing grain
size and that the surface morphology of the films changes
gradually from faceted to ballastlike diamond with increas-
ing Ar concentration. The formation of NCD was seen when
more than 90% Ar was added in the CH4/H2/Ar plasma. In
another study [92] a low concentration (10–15%) of nonuni-
form distribution of nanodiamonds in amorphous carbon was
detected at temperatures as low as 15 �C from decomposi-
tions of CH4/Ar-rich plasmas generated at 35 kHz.

Amaratunga et al. [93, 94] reported mixed phase films
containing diamond crystallites (10–200 nm) embedded in
a nondiamond carbon matrix while using CH4/He plasmas.
Bi et al. [3] used Ar, H2, and CH4 in the ratios 100:4:1,
respectively, to grow thick NCD films for a SAW device. The
root mean square (rms) surface roughness in their case was
50 nm while the mean average grain size, estimated by scan-
ning electron microscopy (SEM), was approximately 30 nm.
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2.1.2. CH4-Rich CH4/H2 with
or without N2 and O2

Yoshikawa et al. [48] prepared smooth NCD films having
approximately 10 nm size grains, as observed by field emis-
sion SEM, by a microwave plasma CVD (MPCVD) system
using a high methane concentration (10 vol%) in hydro-
gen on substrates pretreated by diamond powder of sizes
5 and 250 nm. Heiman et al. [47] used 9.91% methane
in hydrogen gas mixture in a dc glow discharge. Smooth
NCD films of 1 �m thickness with grain size in the range
of 3–5 nm were obtained. Catledge and Vohra [36, 37]
reported a new regime for synthesis of nanostructured dia-
mond films on Ti-6Al-4V substrates. They used high pres-
sures (125 Torr) and high methane concentration (5–15%)
in balanced hydrogen and nitrogen in a MPCVD system
to obtain predominantly diamond nanocrystallites of 13 nm
average size, as estimated by X-ray diffraction (XRD) pat-
terns, in a matrix of ta-C. The films are shown to be signifi-
cantly smooth compared to the conventionally grown MCD
films. At these processing conditions the microwave plasma
is more highly activated with C2 and atomic hydrogen. In
another report they added varying concentrations of nitro-
gen in the plasma with 15% CH4 and found that the grain
size decreases up to the ratio of 0.1 of N2/CH4 before sat-
urating at higher nitrogen concentrations. The amount of
ta-C also increases in the same fashion and, as expected, the
surface roughness also follows the same trend. It was sug-
gested that the change in the film morphology is not a result
of N2 incorporation in the films but is a result of N2 related
surface processes such as microtwinning due to changes in
gas-phase chemistry and surface kinetics. The same group,
in their another study [95], modeled the gas-phase composi-
tion for MPCVD grown diamond with H2/CH4/N2 mixtures
using a thermodynamic equilibrium package and compared
it with their experimental results by growing diamond films
using the same mixture with the MPCVD system. A cor-
relation was shown between the calculated composition of
CN radical in the gas phase and the experimentally deter-
mined nanocrystallinity of the samples grown with different
N2 additions in the H2/CH4 plasma indicating the role of CN
radical in the nitrogen-induced diamond nanocrystallinity in
MPCVD.

Yang et al. [51] grew transparent diamond films with crys-
tallite size below 70 nm in hydrogen and methane microwave
plasma CVD on quartz substrates, ultrasonically pretreated
by 0.5 �m diamond powder for 30 min. They studied surface
morphology and optical and mechanical properties of the
films by varying methane concentration in hydrogen plasma
in the range of 1 to 4% while introducing 0.2% oxygen after
the nucleation and keeping the substrate temperature 500 �C
at 4 kPa pressure and 1.5 kW microwave power constant.
Grain size and surface roughness were observed to decrease
with methane concentration with a significant reduction in
grain size occurring at 3% methane, which further reduced
at 4% methane though the nanodiamond concentration in
the films also goes up. The crystallite size, as estimated by
TEM, near the interface was 30 nm and increases to 65 nm
near the growth side. A thickness of 1–1.2 �m was obtained
in 4 h growth of the films. Chen et al. [38–40, 45] used the
MPCVD system to grow NCD films on quartz substrates,

ultrasonically pretreated (using 4 nm diamond powder) for
8 h, using CH4/H2/O2 plasmas in which CH4 was varied
between 1.5 and 42% while keeping O2 constant at 0.1%.
The average surface roughness of their 0.5 to 1 �m film
varied between 6 and 13 nm. They showed that the sur-
face roughness of the NCD films decreases with increasing
methane concentration and has a great impact on the optical
transmittance of the NCD films. Wu et al. [22] demonstrated
growth of NCD (20–100 nm grain size) having a surface
roughness of ∼15 nm by low pressure (5 Torr) and low
microwave power (450 W). Erz et al. [23] used 10% CH4 in
hydrogen to grow 800 nm NCD film. Zarrabian et al. [28]
used electron cyclotron resonance (ECR) plasma to grow
NCD grains of size 4–30 nm embedded in DLC. Jiang et al.
[59] showed that NCD can be grown with MPCVD using
5% CH4 on Si ultrasonically pretreated by diamond or SiC
powders. The average grain size estimated by TEM analy-
sis revealed a NCD grain size of 30–40 nm. The substrates,
mechanically abraded by Al2O3 grit, give NCD embedded in
a-C matrix at the same conditions.

Wu et al. [66, 67] grew NCD films using N2/CH4/H2 in
a MPCVD system. In the first series the CH4 was varied
between 2.1 to 8.4 sccm in 150 sccm of nitrogen without
any hydrogen. In the second series hydrogen was introduced
and was varied in the range of 0–10 sccm while keeping the
methane constant at 3.5 sccm. NCD films with grain size of
8 nm embedded in a-C matrix were obtained without any
hydrogen which increases to 20 and 50 nm respectively at 5
and 10 sccm of hydrogen.

In another interesting development, composite diamond
films with smooth surfaces, was achieved by alternatively
depositing conventional MCD and NCD films in a HFCVD
reactor [50]. The structure of the layers was such that the
bottom and top layers were respectively MCD and NCD.
SEM and atomic force microscopy (AFM) analyses of the
films revealed 2–3 �m granules consisting of 10–100 nm dia-
mond grains unlike the well-faceted micrometer size grains
observed in conventional MCD films. The surface roughness
was less than 100 nm. These films have dielectric properties
similar to conventional MCD films with smooth surfaces and
are considered to be promising for MEMS devices.

2.1.3. CO-Rich CO/H2 Mixtures
Lee et al. [26, 27] developed a low temperature process
(350 �C < T < 500 �C) for low power but high growth rate
(up to 2.5 �m/hr) NCD film by MPCVD. Instead of high
methane concentration they used CO-rich CO/H2 mixtures
and obtained smooth NCD films consisting of 30–40 nm
grain size. They observed an interesting growth trend with
respect to substrate temperature while using the CO-rich
CO/H2 mixture. There is a narrow temperature window, dif-
ferent for different CO/H2 ratios. The temperature at which
the peak growth rate is obtained in this window decreases
with increasing CO/H2 ratio. For example, the peak of the
growth rate is observed to occur at 500 �C at a ratio of 8
of CO/H2 that decreases to 450 �C at a ratio of 18. More-
over, the growth rate also increases with increasing ratio.
Although the growth of NCD was obtained at low tempera-
tures the bulk void fraction also increased significantly com-
pared to the films grown at higher temperatures. Recently,
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growth of NCD films of size 20 nm was also reported by Teii
et al. [57] at low pressure (80 mTorr) at 700 �C by inductively
coupled plasma employing CO/CH4/H2 and O2/CH4/H2. In
this case a positive biasing of 20 V was applied to the sub-
strate to reduce the influence of ion bombardment. The
films consist of ball shape grains of size 100 nm, which are
composed of 20 nm NCD grains.

2.2. Biased Enhanced Growth

As the reader may have noticed, in the growth route for
NCD by hydrogen deficient plasmas, mostly the substrates
were pretreated externally before deposition ultrasonically
or mechanically using diamond or other abrasive powders.
There is another well-established method to nucleate dia-
mond internally in conventional growth of MCD films called
biased enhanced nucleation (BEN) [96] in which the sub-
strates are biased negatively in a relatively hydrocarbon-
rich mixture of hydrocarbon–hydrogen precursor gases. This
method, which results in a high density of diamond nucle-
ation (1010/cm2 or more), is the first step followed by another
step or two steps to grow heteroepitaxial diamond films. In
order to achieve overgrowth of diamond on these nuclei, the
BEN process is followed by conventional growth in which
the bias is put off and the growth is continued with lower
hydrocarbon percentage in the gas phase. It is found out
that in this later stage of growth only the stable parts of
the nuclei continue growing with while the remaining get-
ting etched off in the process due to high concentration of
hydrogen in the conventional step of growth [97].

To obtain an NCD film, Sharda and Soga [61] considered
achieving higher densities of diamond nucleation, similar to
the BEN process, followed by their continuous growth in the
later stages while maintaining the high density. In order to
achieve this they extended the BEN in microwave plasma
CVD for the whole growth process and termed their process
biased enhanced growth (BEG) in which they obtained dia-
mond nucleation and growth on silicon substrates in a single
process [41–43, 76]. They used 5% CH4 in balanced H2 and
controlled the bias current density in a special arrangement
in a MPCVD system to study the growth in a different com-
bination of conditions (bias current density, bias voltage, and
microwave power). A different regime of growth was indeed
observed which resulted in NCD films having rms surface
roughness of 5–30 nm composed of grains of 2–30 nm with
growth rates of 0.5–2 �m/hr at 1000 W microwave power
and at substrate temperatures in the range of 400–700 �C.
In a similar development, Gu and Jiang [44] also used bias-
ing to not only nucleate diamond but also to grow films.
Their growth process, though, uses continuous biasing to
grow NCD but in three steps unlike a single step process
for both nucleation and growth by Sharda et al. [41–43, 61].
No biasing and methane were used in the first stage for
40 min at 860 �C, which was meant just to remove the oxide
layer, followed first by a nucleation stage in which the sub-
strates were biased at −120 V at 5% methane (at 840 �C,
20 mbar pressure, and 800 W microwave power) and sec-
ond by the growth step in which the substrate was biased
up to −140 V while decreasing the methane concentration
in the range of 0.5 to 5% and changing other conditions
as well. It was observed that the grain size decreases from

0.3 �m at −100 V to 40 nm at −140 V. The growth rate
was 0.25 �m/hr and surface roughness, as measured by a
surface profilometer, of 1 �m thick film was 5 nm at −140 V.
There was a marked difference in the adhesion of the films
in case of Sharda et al. [62, 76, 98] and Gu and Jiang [44].
The BEG process by Sharda et al. results in a strong adhe-
sion that allows one to grow any thickness, irrespective of
amount of the stress in the films, whereas the NCD films
grown by continuous biasing by Jiang and Jia [49] cannot be
grown beyond 2 �m due to relatively weak adhesion as the
compressive stress in the films make them delaminate from
the substrate. Groning et al. [99] grew NCD films on sili-
con substrates to study their field emission properties with
and without biasing. In case of no biasing they used high
substrate temperatures (950 and 980 �C) and high methane
fraction (5%) and in the case of biasing at −250 V they
used a relatively low substrate temperature (850 �C) and
lower methane fraction (2%). In the latter case the surface
morphology was ballastlike with large ball-like structures of
2–3 �m in diameter consisting of diamond nanocrystallites
of size 10–50 nm.

In an effort by Yang et al. [100], the effect of bias in form-
ing NCD in the MPCVD system was studied. The NCD films
were grown on scratched substrates unlike the films grown
on externally untreated mirrorlike substrates by Sharda et al.
or Jiang et al., as described. A continuous dc negative bias-
ing in the range of 0–250 V was applied to the substrates
during deposition while using a 1% CH4/H2 mixture for
3 hr to study crystallinity, morphology, and growth rate of
the diamond films. The substrate temperature was main-
tained at 900 �C while using 5.3 kPa chamber pressure and
1000 W microwave power. A change in the morphology with
biasing voltage was reported from triangle-faceted grains of
1–3 �m size (up to a bias of 50 V) to square-faceted grains
of 1–2 �m size (at 100 and 150 V). Smooth NCD films
with grain size of 20–40 nm, as measured by TEM, were
obtained at 250 V. The growth rate was reported to decrease
with biasing beyond 50 V with the NCD growth rate being
0.3–0.4 �m/hr. It should be noted that the effect of bias-
ing on the growth rate in this study is different than the
effect on biasing in the BEG process reported by Sharda
et al. [98]. In the later study, the layer thickness in 60 min
growth increases from 1 to 2 �m with increasing biasing
from 200 to 320 V. In another interesting effort by Yang
et al. [101] to grow NCD films, the two main methods to
grow NCD, hydrogen deficient argon plasma using methane
and fullerene (Section 2.1.1) and biased enhanced growth
(Section 2.2), were coupled to study their combined effect
on the grain size, microstructure, and growth rate of the
diamond films in the MPCVD system. The NCD films with
grain size of 50–100 nm were grown using an Ar concen-
tration of 90–99 vol% while continuously biasing the sub-
strate at −50 V. This combination gives a growth rate of
0.7–0.8 �m/hr of NCD films in the MPCVD system, appar-
ently larger than what the authors obtained by individual
processes. However, it should again be mentioned that even
the maximum growth rate (0.8 �m/hr) of NCD films, with or
without Ar addition, reported by Yang et al. [100, 101] is still
lower than the maximum growth rate (∼1.9 �m/hr) of NCD
films by the BEG process reported by Sharda et al. [98].
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More studies on the growth of NCD films began appear-
ing, with Zhou et al. [58, 102] reporting growth of nanodia-
mond a-C composite in a HFCVD system. The continuous
biasing process was termed as prolong biased enhanced
nucleation in which they obtained NCD (∼10 nm) embed-
ded in a-C matrix at 1% CH4 in hydrogen. They obtained
1 �m thick film in 7 h of deposition. The rms surface rough-
ness of their films measured by AFM was ∼20 nm. Non-
faceted granular structures of size 100–200 nm are seen in
SEM which consists of ∼10 nm diamond grains embedded
in a-C matrix, as seen in low magnification TEM.

In another development, growth of smooth nanodiamond
films (NCD embedded in a-C matrix) on different sub-
strates was reported by Kundu et al. [30] at room tempera-
ture using dc magnetron sputtering of vitreous carbon in an
argon and hydrogen (0–10%) plasma in the pressure range
of 45–90 mTorr. The average grain size, as examined by
TEM, was found to be ∼55 nm on quartz and ∼75 nm on Si
and Mo substrates. The film surface consists mostly of sp2-
bonded carbon and was removed to see the NCD embedded
in the a-C matrix by SEM. The sp3/sp2 ratio, as estimated by
Fourier transform infrared (IR) increased from 4 to 16 with
increasing negative bias voltage applied to the substrate.

In an interesting advancement in the synthesis of diamond
films, a multilayer structure of MCD and NCD was devel-
oped using growth with and without biasing [103]. It was
shown in this study that size of the diamond grains could be
reduced to a few nm by applying a negative bias during the
growth of an MCD film and could again be increased once
the bias was put off. This way a layered structure of MCD
and NCD can be grown. In this study, the grain size of the
initial MCD layer, which was grown for 2 hr, had a grain
size of <1 �m that reduced to about 4–5 nm in the over-
grown NCD layer while using biasing. The nanometer sized
diamond started appearing on the facets of MCD grains
right from the growth after 5 min. Application of biasing
changed the faceted surface morphology of the MCD layer
to a smooth surface morphology in 30 min growth. Putting
off the bias after the growth of the NCD layer can again
develop a faceted MCD layer on the top of the NCD layer.

2.3. Ion Implantation

A completely different route than those described in Sec-
tions 2.1 and 2.2 was adopted by Prawer et al. [104] who
showed formation of a pure NCD layer in fused quartz by
means of MeV ion implantation followed by annealing at
suitable conditions. Unlike the previous two routes or any
other route to grow diamond, this process does not require
any nucleation or any external high pressure (HPHT pro-
cess) to develop diamond. In this process, 1 MeV carbon
ions with a dose of 5 × 1016 C/cm2 implanted into fused
quartz followed by annealing for 1 h at 1100 �C in 4% hydro-
gen in argon resulted in the formation of a 60 nm thick layer
consisting of 5–7 nm cubic diamond crystallites at 140 nm
below the quartz surface. The size of the diamond grains
can be controlled by varying the implantation dose and it
increases with increasing dose (8–13 nm for 2 × 1017 C/cm2

and 15–20 nm for 5× 1017 C/cm2�. In another development
Wang et al. [105] formed nanocrystalline diamond with sizes
of ∼2–70 nm by Ar+ irradiation of graphite at a fluence of
1022/cm2.

2.4. Transformation

Yet another unique concept was introduced by Hirari et al.
[71] to produce nanocrystalline diamond ceramics not by
sintering a raw powder but by transforming C60 fullerene by
shock compression and rapid quenching. The transformed
transparent NCD platelets consist of a few nanometer-sized
diamond crystallites, which are connected directly or by a
thin modified sp3 carbon layer, as revealed by TEM and elec-
tron energy loss spectroscopy (EELS). Similarly, NCD has
been formed by direct transformation of multiwalled carbon
nanotubes (MWCNT) under high pressure [106]. MWCNT
samples in the form of a platelike shape were subjected to
a pressure of 17 GPa and were heated to 2500 K by a CO2
laser in a diamond anvil cell. The recovered product had the
same platelike shape as the starting material and consisted
of nanosized octahedral crystals with size less than 50 nm,
which was similar to the size of the diameter of the nano-
tubes. The heated part by the laser was transparent. The
Raman spectra of the transparent region of the sample show
a broad peak at 1322–1324 cm−1 indicating that the con-
verted product is diamond which was confirmed by EELS
measurements of the converted sample. No amorphous or
graphitic phase could be seen in the transparent region of
the converted sample. It should be noted that the unheated
part of the sample did not convert to NCD and remained
MWCNT. The tubular structure of the unheated part of the
sample remained unchanged in spite of the fact that it was
subjected to a high pressure of 17 GPa. This is because of
high yield strength of the curled graphitic planes.

In another interesting development, Gogotsi et al. [107]
reported in the journal Nature synthesis of nanocrystalline
diamond-structured carbon by conversion of silicon carbide
at ambient pressure. In this process silicon was extracted
from silicon carbide in chlorine-containing gases at ambient
pressure and temperature below 1000 �C. Average crystal-
lite size of the diamond-structured carbon was 5 to 10 nm
resulting from a stable conversion from silicon carbide in
the presence of hydrogen in the gas mixture.

2.5. Dielectrophoresis/Spraying Coating

A diamond layer can be coated on substrates by dielec-
trophoresis or a spraying method. Zhu et al. [63] attached
thin nanostructured diamond films to silicon substrates by a
spraying or brushing technique using commercially available,
produced by explosives, 10 to 100 nm size micropolycrys-
talline diamond particles with each of the particles consisting
of 1 to 20 nm crystallites and associated grain boundaries
in aqueous suspension. Göhl et al. [65] deposited nano-
diamond powder coating by a dielectrophoresis technique.
They used nanodiamond powder of 1–10 nm size produced
from shock synthesis on a Si tip array, rough Si stumps, and
flat standard mirror-polished Si substrates. Xu et al. [108]
deposited a nanostructured diamond coating on etched sili-
con substrates by the dielectrophoresis method using ∼5 nm
nanodiamond powder, produced by explosives, by suspend-
ing them in ethanol. Mallillard-Schaller et al. [109] deposited
4–5 nm size diamond nanoparticles on flat Si(100) substrates
by electrophoresis/dielectrophoresis.
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In summary, various routes have been developed or
adopted to grow a variety of NCD films varying from phase-
pure ultrananocrystalline diamond to nanodiamond embed-
ded in a-C or ta-C matrix. The grain size of these
nanocrystals can be controlled and can be varied by different
parameters studied in these different routes of their growth.
Table 3 gives the range of grain size and surface roughness
of NCD films reported by various research groups by adopt-
ing different deposition routes, as described in this section.
In the following section we shall now discuss in detail trans-
port and electronic properties of this material followed by
some discussion of its optical and tribological properties.

3. TRANSPORT PROPERTIES

3.1. High Electrical Conductivity
from Diamond and Related Materials

There are different ways to increase conductivity of carbon
related materials. One of the easiest methods is to increase
the percentage of graphitelike or sp2-bonded carbon by
pyrolysis. It is also observed that application of high hydro-
static pressure can increase the conductivity by a few orders
of magnitude [110]. However, controlling the enhanced con-
ductivity by pyrolysis is a very difficult task. Beside, this pro-
cess gives soft material that is rich in sp2-bonded carbon.
Doping is an elegant way to improve the conductivity of
diamond and related materials without changing their struc-
ture. Several donors in mono- or di-substitutional sites like

Table 3. Surface roughness and grain size of NCD films obtained by
various groups by adopting different routes.

Grain Roughnessa

Technique Route size (nm) (nm) Ref.

MPCVD CH4/H2/O2 <300 ∼10 [21]
MPCVD CH4/H2/O2 20–100 ∼15 [22]
MPCVD C60/Ar, CH4/Ar, 2–15 20–40 [5, 9]

CH4/N2

MPCVD CH4/H2/O2 4–15 ∼8 [45]
MPCVD CH4/H2/Ar 10–50 ∼13 [29]
MPCVD CH4/H2/Ar 5 <20 [25]
MPCVD CH4/H2, CH4/H2/N2 13 50 [36, 37]
MPCVD biasing-CH4/H2 2–30 ∼10–30 [61]
MPCVD biasing-CH4/H2 ∼40 ∼5 [44, 49]
MPCVD CH4/H2 ∼10 8.4 [48]
dc carbon sputtering/ ∼55–95 ∼9 [30]

H2/Ar
HFCVD biasing-CH4/H2 ∼6–10 20 [58]
dc-CVD CH4/H2 3–5 3–13.5 [47]
MPCVD CH4/H2/O2 <70 ∼9 [51]
MPCVD CO/H2 ∼10–40 [26, 27]
MPCVD CH4/N2/H2 8–50 [66, 67]
HFCVD CH3COCH3/H2 10–100 <100 [50]
MPCVD CH4/H2/Ar 50 [3]
— conversion from SiC 5–10 — [107]
— irradiation ∼2–70 — [106]
— irradiation–annealing 5–7 — [104]
— conversion-C60 few to 5 nm — [71]
Hot flame biasing-O2-C2H2 ∼8 8–30 [34]
MPCVD CH4/H2 30–40 [59]

aRoughness is not necessarily an rms value and is also measured by different
methods (AFM, profilometer).

Li, F, Cl, I, Xe, S, O, P, N, NO, etc. have been analyzed with
calculations. Substitutional P was found to be a better donor
than N. Similarly, S and Cl are better donors than O and
F, respectively [111]. Interstitial Li atoms are predicted to
be shallow donors whereas substitutional Li are predicted to
be as acceptors. However, electrical activation by Li-doped
diamond was not so high. At the same time, oxygen forms
a deep thermal donor and sulfur is a shallower donor than
oxygen [111]. Over several years many researchers have been
hoping that diamond or diamondlike carbon, with excellent
mechanical and thermal properties, would appear as good
electronic materials. However, difficulties of doping n-type
impurities with low activation energy have hampered their
hopes and thus actual diamond devices could not be made
yet [112–114]. Due to the smaller atomic radius of car-
bon compared to that of Si and Ge solubility of different
elements in diamond is lower [113]. Nevertheless, several
researchers have attempted to incorporate different kinds of
dopants, like phosphorous [115], sulfur [116], oxygen [117],
etc., and very recently, some reports discussed the possibil-
ity of successful n-type doping of diamond [115–120] (see
Table 4).

Despite numerous efforts demonstrating that n-type dop-
ing can produce shallow donor levels close to the conduc-
tion band (CB) of diamond, the levels and the resistivity are
still too high (>300 meV and 103 � cm, respectively) for
application of this material at room temperature [115–118]
(see Table 4). Also, the conductivity activation energy does
not seem to decrease sharply with increase of dopant con-
centration [116–118]. To apply n-type doped diamond to a
real electronic device the resistivity and activation energy
should be much smaller than those of boron-doped diamond
[120, 121]. In the following we shall concentrate on nitrogen
for n-type conduction in diamond.

3.2. n-Type Conduction
by Nitrogen Incorporation

3.2.1. Background
Nitrogen has been thought to be an ideal n-type dopant for
diamond and related materials. This is because nitrogen has
five valence electrons, one more than a carbon atom. This
extra electron will be shared by the sp3- or sp2-bonded car-
bon atoms forming  or � type bonds. Though theoretically

Table 4. Comparative study of the electrical properties of doped
diamond.

Activation Carrier
Type of Conductivity energy density Mobility
dopant S cm−1 (RT) (eV) (cm3) (cm2/V s) Ref.

O �n� high 0.32 5× 1011 ∼40 [117]
S �n� 1�3× 10−3 0.38 1�4× 1013 597 [116]
P �n� 0�2 × 10−3 0.46, 0.56, ∼1014 0.5–5 [115, 118]

and 0.81
N (n-SCDa) 10−16 1.7 107 5000 [113]
N (n-MCDb) 10−6 1.6 >100 [114]
B (p) <10 0.36–0 >1020 >102 [120]
N (a-C:N) 10−2 0.2 ∼1018 very low [121]

aSCD = single crystal diamond.
bMCD = microcrystalline diamond.
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it looks quite simple, in practice it has been quite different
because defects dominate the doping effect. Altogether an
increase of conductivity can be seen in N-doped materials
along with some changes in the structure of the materials.

Nitrogen is a possible donor in diamond with a lower for-
mation energy than that of phosphorous. However, it has
been understood that successful nitrogen doping of SCD is
quite difficult [112–114]. Because of a high degree of local-
ization of the N wave function, nitrogen behaves as a deep
impurity center in diamond, 1.7 eV below the CB. Nitrogen
in diamond prefers to form bond with three neighboring car-
bon atoms occupying a three-coordinated substitutional site
distorted along the (111) direction and two of its electrons
acting as a lone pair orbital [113]. In CVD polycrystalline
diamond also doping of nitrogen has been unsuccessful due
to the presence of a large defect density in this material at
the surface as well as in the grain boundary that forms �–�∗

states in the gap region [114]. Nitrogen creates a natural
charge state and remains fourfold coordinated.

Electronic properties of NCD film with ta-C and related
materials are compared in the following sections. Apart from
structural disorder, the sp3 percentage of the ta-C films is
not found to be different than the sp3 percentage of the
NCD films showing very good mechanical and tribological
properties. The ta-C is thought to be a better candidate
than other forms of carbon for electronic applications. It is
because of its bandgap of about 2 eV and a small activation
energy (E , about 0.2 eV) suggesting nitrogen may form a
shallow donor level [83, 121]. However, the concept of dop-
ing in amorphous materials (here: ta-C) is quite different
from the concept of doping in crystallographic forms (e.g.,
diamond) [122]. The degree of disorder is very high in ta-C
which gives tailing of the band in the pseudo-gap region and
thus a substitutional doping is found to be difficult [123]. It
was understood that the increase of dopant concentration
promoted the formation of �-bonded clusters that coun-
teracted the doping phenomena [124]. On the other hand,
NCD can be grown as a phase pure diamond where the
degree of disorder can be quite low and confined only to
quite thin (0.2–0.4 nm) grain boundary (GB) regions and
hence the effective defect density of state in the bandgap
region should be very low allowing NCD to be doped.

There are several experimental methods (e.g., photoelec-
tron spectroscopy [125], EELS [126, 127]) available to ver-
ify doping from the shift of the Fermi level. Although in
some cases the Fermi level has been observed to be shifted
from the midgap region, the effect of a true substitutional
doping could not be seen [121]. This means that the rela-
tive shift of the Fermi level appeared due to compensation
of defects and graphitization of these materials. From the
change of electrical conductivity and Hall voltage, as a func-
tion of dopant concentration as well as temperature varia-
tion, one can firmly establish doping of a given material. A
successful doping increases the conductivity of the material
for several orders. The temperature dependent conductivity
in this case should show extended state and impurity state
conduction. The carrier concentration should be very high
and should increase with dopant concentration. If not inter-
fered with by the impurity states, a heavily doped material
should behave as a metal. These effects have been observed

in B-doped diamond but have yet to be seen in n-type dia-
mond and related materials. However, B-doped diamond is
not considered a good electronic material as the acceptor
states lie 0.36 eV above the valence band.

For clear understanding of doping measurement, carrier
concentration and mobility and also density of states are
very important parameters. Hall measurements are rou-
tinely used to understand quality of doping in p-type dia-
mond. The mechanism of current conduction or change
over of different types of conduction can also be predicted
from temperature dependent Hall measurements. Previ-
ously, thermoelectric power (S) was successfully used to
understand the type of doping in amorphous carbon films
that was found to be very low at room temperature [128]. In
order to establish nitrogen doping of ta-C a combined study
of low temperature conductivity and thermopower of a-CNx

(x = 15–30 at% N) has been performed [122]. A compara-
tive study of thermoelectric power between ta-C and NCD
film should be useful to understand n-type conduction.

In this chapter N-doped NCD films will be under focus.
Theoretical predictions for nitrogen doping in the NCD
films will be discussed first followed by its experimental
demonstration and a detailed discussion on the results in
the subsequent sections. Although there is not much liter-
ature available yet on the nitrogen doping of NCD films,
phase-pure NCD films prepared by a MPCVD system from
a mixture of argon and methane (1%) using up to 20%
nitrogen in the gas phase have been extensively studied by
Bhattacharya et al. [56, 129] and provide a sufficient matter
to discuss in this chapter. Electrical conductivity and Hall
and thermoelectric power measurements of such films as a
function of temperature have been carried out [56, 129] and
will be a part of the detailed discussion.

3.2.2. Theoretical Predictions
A carbon system including diamond has the ability to change
hybridization in a structurally disordered environment. Rel-
atively small bond distortions are capable of locally inducing
sp2 type bonding. This competition between structural disor-
dering and local hybridization change, completely absent in
silicon, translate into relatively more ordered GB structures
in diamond than in silicon. It has already been predicted that
a diamond GB has the potential for becoming electrically
conductive. The idea behind this was that the GB was made
of graphitelike material with up to 80% of the atoms being
three-coordinated whose electrical conductivity is very high.
However, because the three-coordinated C atoms are poorly
connected to each other, any type of graphitelike electrical
conduction through the GBs is not likely making undoped
NCD as insulator.

As a representative high energy GB, the (100) � = 43�60�
��29� twist boundary has been chosen by some theoreti-
cians, with a planar unit cell area that is � = 29 times larger
than that of the primitive planar unit cell of diamond (100)
planes. As a representative low energy GB, the same theo-
reticians considered that the (111) � = 42�10� ��31� twist
GB, with a planar unit cell area � = 31 times larger than
that of perfect-crystal (111) planes [10, 130]. Both bound-
aries are readily generated by a twist rotation of two free
(100) or (111) surfaces about the GB plane normal by the
respective angle ø.
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According to the model developed by Keblinski et al.
[131], the degree of connectivity among the three-
coordinated carbon atoms clearly showed that like in the
unreconstructed free (111) surface individual three-
coordinated GB atoms are totally disconnected from each
other in the (111) GB because all three of their bonds
involve four-coordinated atoms in the same grain. Inter-
estingly, in spite of 80% of the GB carbon atoms being
threefold coordinated, other than the sp2-bonded atom pairs
connected across the GB, these atoms are almost com-
pletely disconnected from one another. The reasons for this
extremely small degree of connectivity are, again, mostly
geometrical. Given that within their own (100) planes, the
three-coordinated GB atoms are not bonded among them-
selves, typically two of the three bonds of each of these GB
atoms involve four-coordinated atoms within the same grain
while only one bond is capable of connecting with another
three-coordinated atom, however, across the GB. However,
in spite of this relatively low degree of connectivity, one
could easily envision dramatic changes in the electrical
behavior of diamond GBs, induced, for example, by a small
amount of impurities, like nitrogen.

In doped NCD “bridging” by impurities provides the miss-
ing connections making it conducting [131]. Zapol et al.
[132] reported on nitrogen substitutional impurities in NCD
films. They determined the position of GB carbon atoms by
energy minimization of structure, where most stable nitro-
gen was obtained by substituting at a threefold coordinated
site (trigonal) with a nonplanar arrangement of the bonds.
Nitrogen saturates the original dangling bond and forms a
lone pair. This causes no breaking of bonds as opposed to
the bulk. Substitution in the planar threefold coordinates
results in a slightly puckered nitrogen configuration and
movement of the carbon bond partner across the interface
into a more pyramidal shape (see the schematic diagram of
GB and nitrogen incorporation in [131, 132]). Finally car-
bon atoms move slightly more out of plane and the bond
to the nitrogen lengthens by 10%. It seems that there is a
change of bonding character from a double carbon bond
to a single carbon bond. As the distortion is very localized,
conduction of electrons will not be hampered in the grain
boundary regions. Moreover, distribution of bonds caused
by the neighboring carbon atoms related to the GB make N
available in the GB.

3.2.3. Experimental Demonstration
As mentioned, although not much literature is available,
Bhattacharya et al. [56] have experimentally demonstrated
high conductivity in their N-doped NCD. The NCD sam-
ples were prepared from a mixture of argon (99 sccm) and
methane (1 sccm) in a commercial MPCVD system with
a varying flow rate of nitrogen (0 to 20 sccm). All films
were deposited on n-type Si wafer as well as on fused SiO2
substrate at 100 Torr pressure, 700 W microwave power,
and 800 �C substrate temperature. The deposited films were
about 0.5 �m thick. Microstructure of the films was studied
by high-resolution TEM (HRTEM) and the nitrogen atomic
percentage in the films was determined by secondary ioniza-
tion mass spectroscopy [56, 129].

HRTEM studies of the films revealed that the films con-
sist of phase pure diamond nanocrystals of 2–4 nm size sur-
rounded by 3–5 Å wide grain boundaries [9, 32] (see Fig. 1a
and [56]). In order to distinguish these phase-pure NCD
films from other kinds of NCD films that consist of predom-
inantly NCDs embedded in ta-C matrix the former films are
termed ultra-NCD (UNCD) [5]. The same term (UNCD)
will be used in the remaining part of this chapter to refer
the phase-pure NCD films, as described in this section. It is
also understood that the GB in the UNCD films is mostly
decorated by sp2-bonded carbon and the estimated value of
sp2-bonded carbon in the films is 5–7%. With the increase of
nitrogen concentration the grain size as well as the GB width
increases up to 10 times (Fig. 1a and b) [56]. However, the
ratio of grain size and width of GB remains fairly constant
for different nitrogen concentrations. The near edge X-ray
absorption fine structure (NEXAFS) spectroscopy indicated
that the sp2-bonded carbon increases up to 15% when 20%
N2 is introduced in the plasma [133].

In another study, Xu et al. [134] reported change of the
microstructure of NCD, implanted with nitrogen, by AFM
and XRD. Some cubic-shaped grains that were observed
on the surface in the as-deposited film (with grain size in
the range 70–400 nm) disappeared with an increase in the
implanted fluence, and finally the diamond grains changed
into ball-shaped grains, which was caused by the sputter-
ing effect of implanted nitrogen ions. After implantation,
the film surface became smooth, owing to the sputter-
ing effect of the nitrogen ions. After nitrogen-ion implan-
tation, the diamond (111) XRD peak broadened and its
intensity decreased with increasing fluence. Meanwhile, the
value of the crystal lattice increased, but no diffraction
peak for graphite was observed. These results indicate that
implantation-induced irradiation damage leads to a decline
in diamond crystallinity and a swelling of crystal lattice, but
no graphitization caused by implantation [134].

The UNCD samples prepared in the nitrogen-free atmo-
sphere were found to be good insulating materials (resis-
tance more than 30 M�), and therefore temperature
dependent conductivity measurement at low temperature
was rather difficult. Upon introduction of nitrogen the con-
ductivity increases very rapidly giving a difference of more
than four orders in the samples grown with 0.5 and 20%
N2, as illustrated in Figure 2a [56]. The room temperature

Figure 1. Plan-view HRTEM of two UNCD thin films synthesized using
(a) 1% nitrogen and (b) 20% nitrogen in the plasma. The addition of
nitrogen leads to an increase in both the grain size and grain-boundary
width. Reprinted with permission from [56], S. Bhattacharyya et al.,
Appl. Phys. Lett. 79, 1441 (2001). © 2001, American Institute of Physics.
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Figure 2. (a) Temperature dependent conductivity of NCD films pre-
pared with 1, 5, 10, and 20% nitrogen. An Arrhenious plot has
been attempted to fit the data. Reprinted with permission from [56],
S. Bhattacharyya et al., Appl. Phys. Lett. 79, 1441 (2001). © 2001, Amer-
ican Institute of Physics. (b) Variation of activation energies E1 and E2

with nitrogen concentration in the plasma.

resistivity for the films grown at 20% N2 was as low as
3.7 m�. This value is much lower than the lowest value
reported in both p- and n-type diamond [115, 120]. With
the decrease of temperature conductivity of all samples was
found to decrease. But the relative change of the value of
conductivity between 300 and 4.2 K was shown to decrease
with increase of nitrogen concentration with the 20% N2
sample showing the change as low as 0.66 times (Fig. 2a).
Except for the 1% N2 sample none of the curves were
reported to fit in a single exponential decay or power law.
The temperature dependency of the conductivity of the
NCD films can be analyzed in terms of conduction of dia-
mond grains and conduction of the grain boundary.

3.2.4. True Doping of Diamond Grains
Several researchers demonstrated the temperature depen-
dent conductivity of MCD and SCD in different regions of
conduction and a fitting of the complete conductivity versus
temperature curve seems not to be possible in many cases
[114, 120, 135]. At high temperatures band conduction with
activation energy E1 is dominant whereas in the intermedi-
ate region impurity conduction and in the low temperature
region hopping conduction are found to be significant. Also,
for B-doped diamond the low temperature conductivity was
attributed to either impurity or hopping conduction [114] or
to hopping conduction [135]. The conductivity as a function
of inverse of temperature has been fitted in the entire range
of measurements (300 to 4.2 K), in general, as a combina-
tion of three exponential decay functions expressed as  =
ext exp�−E1/kT � + imp exp�−E2/kT � + hop exp�−E3/kT �
or 1 exp�−E1/kT � + 2 exp�−E2/kT � + 3 exp�−E3/kT �
using the model of nondegenarately doped semiconductor
[120, 136]. The values of 1 and 2 were found to increase in
a similar manner as  with the increase of nitrogen concen-
tration. The value of 1 is always higher than 2. The value
of 3 is very small compared to that of other two terms and
it does not change significantly with nitrogen concentration.

In the UNCD films, we find that activation energies E1
and E2 are almost same (∼0.145 eV) for the films grown
with a low amount of nitrogen (1%) in the plasma and,

as the nitrogen concentration in the films increases, E1
decreases to 0.07 eV for 5% N2 and thereafter it saturates
at 0.016 eV for 10% and 20% N2 [129]. A plot of varia-
tion of activation energies E1 and E2 as a function of nitro-
gen concentration is shown in Figure 2b. Activation energy
E2 decreases much faster than E1 and ultimately tends to
zero (see Fig. 2b). A similar type of variation of different
activation energies (both for E1 and E2� with dopant con-
centration has been reported for B-doped diamond where
diamond becomes a perfect semiconductor with almost zero
activation energy at a boron concentration of more than
(2–3)× 1020/cm3 [135].

For N-doped diamond films the value of E2 depends on
the spacing of the donors and we observe it changing rapidly
in the range between 0 and E1 with doping level. A kink in
the slope of the conductivity curve is seen (see Fig. 2a) which
moves toward high temperatures with the increase of impu-
rity level. For intermediate concentration (5% N2�, the slope
of ln vs T −1 curve changes at about 33 K, whereas for
10% N2 this change appears at about 50 K. It seems that for
high nitrogen concentration overlapping of impurity (nitro-
gen) wave functions becomes appreciable and the impurity
levels broaden into a band so as to make conduction within
the impurity band possible. Impurity conduction at low tem-
perature becomes dominant over the regular band conduc-
tion as all the charge carriers squeezed out of the regular
band. For high carrier concentration, in 20% N2 samples,
a sharp transition in conductivity is not observed indicating
the material tends to become a degenerate semiconductor,
as also seen in B-doped diamond [120, 135].

From fitting of conductivity curves the values of E3 as well
as 3 are much lower than E1 and 1 and even lower than
E2 and 2, suggesting that hopping conduction is negligible
in the N-doped UNCD films (Fig. 2a, b). Also, for hopping
conduction the value of the activation energy should rise or
at least should not decrease with the increase of doping con-
centration. The activation energies decrease with nitrogen
concentration in these samples; thus a major contribution
of hopping conduction, as proposed earlier, can be ruled
out [137] since hopping conduction strongly depends on the
degree of compensation of carriers. As the degree of com-
pensation (defined by K = Na/Nd; Na, Nd are acceptor and
donor concentrations, respectively) is as low as 0.001, tran-
sition to hopping conduction at low temperatures may not
be seen in the N-doped UNCD films. The possibility of hop-
ping conduction will be discussed using the grain boundary
model in the following.

Hall Measurements Carrier concentration and hole
mobility of the oriented p-type diamond film as a function
of temperature from 180 to 440 K have been determined
by Hall effect measurements [120, 138]. The carrier concen-
tration at room temperature was shown to be about 5�9 ×
1013 cm−3, and the acceptor ionization energy was calculated
from the slope of the temperature dependent concentration
to be ∼0.346 eV. It was shown that the crystallographic mor-
phology of the diamond films plays an important role in the
electronic transport properties. The fact that the mobility is
still less than that of similar B-doped films grown on single
crystals suggests that the low angle grain boundaries do have
deleterious effects on transport properties [138].
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Hall mobility (�� and carrier concentration (n) measure-
ments in UNCD samples, grown with 10 and 20% N2, at
several temperatures between 400 and 5 K have been per-
formed confirming electrons as majority carriers [129]. The
results showed the highest value of carrier concentration
(∼1020� ever found in n-type diamond or related materi-
als indicating that nitrogen is very much soluble in these
UNCD films. Therefore, formation of an impurity band at
that concentration is feasible. Also noticed was a fairly high
value of room temperature mobility (∼10 cm2/V s) for the
sample prepared using 20% N2. This value of room temper-
ature mobility is obviously not comparable to that of SCD
[113] because of the size difference of the crystals but is bet-
ter than a-Si and much better than P-doped diamond [139].
Mobility versus carrier concentration of NCD films showed
that both � and n are increasing with nitrogen concentra-
tion. This relationship shows that Nd increases at a higher
rate than Na with nitrogen concentration. And the increase
of the mobility with nitrogen concentration at room temper-
ature suggests that � is more affected by phonon scattering
than by impurity scattering. TEM study suggested that the
grain size in 20% N2 samples is two times larger compared
to that of the 10% N2 sample (Fig. 1a and b). Therefore,
the increase of mobility within the diamond grains, with
the increase of nitrogen concentration, can be explained.
This relatively high value of mobility is not possible from
hopping conduction. Also, for a particular nitrogen concen-
tration, n increases with temperature whereas � decreases
quite gradually with temperature (see Fig. 3). It is known
that the mobility of carriers is strongly dependent on acous-
tic phonon scattering (at high temperature) as well as on
impurity scattering (at low temperature) where the mobility
varies as T −3/2 and T 3/2, respectively [7, 140, 141]. In prac-
tice, the high temperature mobility due to lattice scattering
of diamond was found to vary as ��T � = �0T

−s with s vary-
ing between 1.5 and 2.8 [7, 138, 140, 141]. However, from
this limited number of data points it is difficult to conclude
the exact temperature dependence of �. For the 20% N2
sample a slight increase of � between 400 and 50 K con-
firms the semimetallic nature of the sample where phonon
scattering is dominant. The temperature dependence of n is
similar to what is seen in boron-doped diamond [135]. The
donor activation energy calculated from the carrier concen-
tration is much smaller than that observed from any other

1 2 3 4 5 6
3.824

3.828

3.832

3.836

3.840

20%N2

ln
 (

ln
 [

n]
)

ln (T)

Figure 3. Variation of carrier concentration of NCD film prepared with
20% N2 was tried to fit with a power law of temperature.

N-doped diamond films establishing that nitrogen can create
a shallow donor level in NCD.

Impurity Conduction According to the complex conduc-
tion model described earlier impurity conduction refers to
the direct transfer of holes between impurities without enter-
ing into the valence band. Several studies [120, 135, 142, 143]
have reported impurity conduction in synthetic single-crystal
diamond including very heavily B-doped MCD films. Exper-
imentally, a transition between conduction mechanisms is
indicated by a maximum in the plot of Hall coefficient (or a
minimum in carrier concentration) versus inverse tempera-
ture, occurring at the same temperature as a knee in the plot
of resistivity versus inverse temperature. Malta et al. [120]
showed a knee in the resistivity curve and corresponding min-
imum in the carrier concentration. Since the mobility is not
the same in different conduction regimes, mobility declined
rapidly with decreasing temperature within the impurity con-
duction regime. It was also observed that conduction tran-
sitions always occurred at higher temperatures in the MCD
films than homoepitaxial films [120]. At high temperatures,
hole concentration was similar to the hole concentration in
polycrystalline and homoepitaxial films [120].

Though UNCD films showed a change of slope in the
temperature dependent resistivity curve of the 5% N2 sam-
ple, no similar kind of change in Hall mobility and carrier
concentration was observed. This is either due to the pres-
ence of sp2 defect levels or no impurity conduction present
in the material (unlike true doping in bulk or MCD).

Comparison with Boron-Doped Diamond B-doped
type Ib synthetic diamond showed, in the range 1018–
1019 cm−3, an activation energy of 185 meV between 500 and
1000 K and around 368 meV between 300 and 500 K [142].
For a doping level lower than 1019 cm−3, the conduction
process is governed by valence band conduction. For 2�5 ×
1019 cm−3, a new conduction process increases the conduc-
tivity at room temperature that increases strongly with the
boron concentration, as seen in the MCD films with a higher
doping level, and is attributed due to hopping between ion-
ized and neutral acceptors within the impurity band. It has
been suggested that hopping is of the nearest-neighbor hop-
ping (NNH) type. For a doping level of 2�7 × 1020 cm−3 or
higher, the conductivity decreases with temperature suggest-
ing a metallic behavior, in accordance with the Mott transi-
tion expected around 2 × 1020 cm−3 [143].

Although above room temperature activated behavior has
been seen for boron-doped p-type diamond, in the low
temperature region conductivity is hopping type, similar to
N-doped UNCD films. However, regarding Hall mobility
an important difference was noticed. In P-doped SCD and
MCD mobility is found to be decreasing with the increase
of carrier concentration [135], whereas for N-UNCD film
mobility increases with carrier concentration. Hence the
doping of N-UNCD films is not exactly the same as the dop-
ing in the P-doped diamond. However, more careful work is
needed in this direction.

In the case of N-doped UNCD films the change of con-
ductivity with nitrogen concentration is different. In the
low concentration regime conductivity increases with nitro-
gen concentration in the films. Beyond 5% N2 in the
plasma there is no increase of nitrogen concentration in the
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films though conductivity and carrier concentration keep on
increasing with increasing gas-phase nitrogen, as shown in
Figure 4 [56].

Doping of UNCD films appears to be different from the
P-doped diamond where clear distinctions between the band,
hopping, and metallic conduction were observed. Therefore,
the increase in conduction can be assigned to grain boundary
or interface between diamond grains and the grain boundary
regions. In the following section we discuss the temperature
dependent conductivity by hopping conduction and percola-
tion through the grain boundary.

Effect of Grain Boundary in n-Type Conduction Malta
et al. [120] attempted to establish effect of grain boundary
on the conductivity in the P-doped diamond. Due to the
effect of GB scattering mobility of carriers in MCD can be
significantly dropped compared to that in SCD. GBs may
act as trapping centers for charge carriers leading to accu-
mulation of charge at the interface of the crystallites thus
forming a potential barrier. Traps at GBs deplete the con-
centration of carriers in the crystallites. Carrier trapping cre-
ates a space charge region in GB. As a result, mobility of
carriers crossing the grain boundary is significantly reduced
and conductivity activation energy may be reduced to a very
small value.

In MCD the effective mobility of the carriers was found
to change with size of grain as 1/�eff = 1/�GB�2W/L� +
1/�Grain�1 − 2W/L�, W = depletion width, L = grain size
[120]. For the UNCD films both GB and grain are increas-
ing with increase in nitrogen concentration in the plasma but
�Grain is much higher than that of GB as GB is mostly made
up of amorphous carbon (a mixture of sp2- and sp3-bonded
carbon). The ratio W/L can fairly be considered as 0.1 and,
therefore, the effective mobility will be dominated by �Grain.
In a carefully carried out analysis by Malta et al. [120] it was
observed that the carrier concentration of B-doped MCD
does not change from the corresponding homoepitaxial dia-
mond, suggesting almost no depletion of carriers. Moreover,
change of mobility cannot be explained by the GB model.
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Figure 4. Total nitrogen content (left axis) and room temperature con-
ductivity (right axis) as a function of nitrogen in the plasma. Reprinted
with permission from [56], S. Bhattacharyya et al., Appl. Phys. Lett. 79,
1441 (2001). © 2001, American Institute of Physics.

But GB can accommodate some impurities that can increase
scattering of the carriers and reduce the mobility.

It was suggested that for heavily doped materials, as in
the case of UNCD, doped with nitrogen, the depletion of
carriers would be very less and hence diamond GB should
have little effect on the transport properties, as also reported
by Nihimura et al. [144]. However, as mentioned in the
previous sections, the recent calculations, carried out by
Kleblinski et al. [131] and Zapol et al. [132], showed GB
playing a major role in the NCD films in current conduc-
tion. As mentioned before, nitrogen in MCD films usually
forms a deep donor level with activation energy of 1.7 eV.
Therefore, it is unlikely that the enhanced conductivity in
UNCD is due to nitrogen doping of the grains. With the
theoretical calculations indicating that nitrogen is favored by
3–5 eV for GB doping, a proposal that the nitrogen in these
films is present predominantly in the GBs and not within
the grains has been made [132]. In the following we review
current conduction in disordered materials.

3.2.5. Transport in Disorder Material
(Here Grain Boundary)

Beyond the Mobility Edge In this regime transport is
governed by carriers excited beyond a mobility edge into
extended state at Ec or Ev (conduction and valence band
edge, respectively) giving an activation energy E � Ec − Ev

(or EF − Ev) at high temperatures. This should give an
Arrhenious dependence of conductivity  = 0 exp�−E/
kT �. As a result, band conduction is seen at high tempera-
tures. The second mechanism is the hopping between local-
ized states at low temperatures.

Hopping through Localized States A number of amor-
phous semiconductors and amorphous carbon share temper-
ature dependent conductivity as  = 0 exp�−�T0/T �p+1/p+4 
where p is a constant and depends on the distribution
of states near the Fermi level as N�E� = N0E

p. For
p = 0, 1.5, and 2 we get exp�−T0/T �1/4! exp�−T0/ T �1/3,
exp�T0/T �1/2 ⇒ variable range hopping in three, two, and
one dimension, respectively.

For the variable range in three dimensions (3D), T0 can
be expanded as T0 = 16"3/�kBN�EF � , where kB corre-
sponds to Boltzmann constant and "−1 is the decay length
of localized states. The average hopping distance R and
average energy for hopping W can be expressed as R =
0�75�3/�2�"N�EF �kBT � 1/4 and W = 3/�4�R3N�EF � .

Also, the pre-exponential factor in conductivity can be
written as 0 = e2N�EF �R2�ph where �ph is the phonon
exchange frequency [145]. From these parameters and fit
of conductivity data the Bohr radius was found to be 0.3–
0.8 nm at acceptor density corresponding to a resistivity of
about 103–10−2 � cm.

Percolation Percolation or network conductivity has been
used in many heterogeneous systems to explain conductivity.
This type of conduction through a network of resistivity that
interconnects the sites of localized states can be a substitute
for conduction through a localized state as described previ-
ously. From extensive theoretical work it is understood that
percolation treatment of hopping predicts behavior similar
to the previous ones, like  = 0 exp�−T0/T �1/4 or T −1/2 for
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constant and quadratic density of states, respectively. More-
over an exponential distribution N�E� = N�EF � exp�E/E0�
can be used to account for the downward deviation from the
linear dependence of ln vs T −1/4 [145].

In the case of UNCD films [56, 129], grown using 1% N2,
temperature dependent conductivity showed variable range
hopping (VRH) in 3D (i.e., T −0�25 law) throughout the tem-
perature range (Fig. 5a). This can be explained by opening
up some percolation path of the network or bridging by the
impurity (suggested by previous models) that just crossed
the percolation threshold. Typical hopping distance and den-
sity of states N�EF � for 1% N2 sample are about 1.2 nm and
6E20 cm−3, respectively. The value of the hopping distance
decreases with nitrogen concentration whereas, N�EF � is
found to increase. HRTEM of the sample also showed a lit-
tle increase of the width of the GB in the films grown using
1% N2 film compared to the undoped one [56, 129]. For
the film grown using 5% N2 a much wider GB has been
noticed. Therefore, the percolation threshold has already
been crossed. The T −0�25 law works in the low temperature
region, namely 15 to 62 K, whereas T −0�5 law works over
a wider temperature range (15 to 100 K corresponding to
VRH with the presence of Coulomb gap). Conductivity of
the UNCD films grown with 10 and 20% N2 has been fitted
with expT −0�5. For the sample grown using 10% N2 linear-
ity has been found in the range between 5 and 65 K with
expT −0�5 fit though no such linear behavior was observed
in the sample grown using 20% N2 films. Finally, linearity
has been searched for T & with ln(conductivity) and it was
found to be successful through the range for 10 and 20% N2
samples with different values of & (Fig. 5b). The values of
& is not close to the exponent of VRH conduction. Finally,
conductivity of 10% and 20% N2 samples throughout the
temperature range has been successfully fitted as a combina-
tion of band and hopping conduction [129]. The fitted model
is very much in agreement with grain boundary conduction
of UNCD. More work is needed to understand the meaning
of current conduction.

Recent tight-binding studies of nitrogen substitution in
the GBs show that new electronic states associated with car-
bon � bonds and dangling bonds are introduced into the
fundamental gap and that there are unoccupied states avail-
able near the Fermi level [132]. When nitrogen is introduced
into the GBs, the associated carbon dangling-bond state is
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Figure 5. (a) Temperature dependent conductivity of NCD film shows
variable range hopping for a low amount of nitrogen (1% N2) in the
plasma [1/T is scaled to 1000/T, read abscissa as �1000/T �0�25] and
(b) temperature dependent conductivity of NCD film shows power law
dependence for a high amount of nitrogen (20% N2� in the plasma.

above the Fermi level and donates electron-to-carbon defect
states near the Fermi level, causing it to shift upward (i.e.,
toward the CB). Thus, it is not unreasonable to imagine
that nearest-neighbor hopping or other thermally activated
conduction mechanisms could occur in the GB and result
in greatly enhanced electron transport. The conduction may
occur via the new carbon states in the bandgap. Therefore,
a more developed theoretical model should be suggested to
explain successful nitrogen doping, especially semimetallic
conductivity of UNCD films at high nitrogen concentration
and fairly high Hall mobility of the films [56].

Thermoelectric Power An important feature of the
UNCD samples prepared with 20% N2 in the plasma is
the high thermoelectric power (S� at room temperature of
about −18 �V/K. However, similar value of S with positive
sign can be seen in quasi-amorphous (graphitic) carbon that
was described by a model based on the series connection
of regions with metallic conductivity, hopping conductivity,
with variable and constant hopping length [56, 129].

For metallic conductivity, S linearly depends on tempera-
ture as S = kB/e�2/3kBT /(�1+ p�, where ( is the shift of
the Fermi level and p is a parameter, which depends on the
predominant mechanism of carrier scattering, which in turn
depends on the size of the crystallites.

Thermopower of the regions showing variable range hop-
ping is proportional to the square root of temperature and
can be expressed as S2 = k2

B/2e�T0T �0�5d lnN�EF �/dE
E=EF .
This expression does not hold good in the UNCD films
reported by Bhattacharyya et al. [129].

For constant range or NNH  = 0 exp�−E/kBT �, ther-
moelectric power can be expressed as S3 = kB/2e�Ec −EF /
kBT + S0� or S = −1/
e
�Es/T � + S0, where Ec is the CB
mobility edge and S0 corresponds to heat of transfer. The
value of Es is very small and close to E . A shallow donor
level close to CB has been suggested from these values.

In the N-doped UNCD films grown by Bhattacharyya
et al. [56, 129], S showed negative sign and its tempera-
ture dependence is close to a straight line tending to zero
at lower temperature [14]. For perfect fitting of the temper-
ature dependence of S different models for metal as well
as semiconductors described previously have been tried but
were not successful. Finally, keeping in mind the tempera-
ture dependence of electrical conductivity, the thermoelec-
tric power of these samples has been fitted as a combination
of reciprocal temperature and temperature as follows.

S�T � = b1T + b2/T where the first term works for metal-
lic conductivity particularly at a high temperature regime
and the second term works at a low temperature regime as
observed for semiconductors with small bandgap. However,
the overall trend can be attributed to metallic conduction
that is more favorable for grain boundary regions. From the
sign of S n-type conduction of N-doped films is confirmed.
An important difference can be noticed from ta-C films
where S was very small and therefore no clear temperature
dependence could be observed [122].

3.2.6. Comparison with ta-C
The ta-C films were prepared, in general, by filtered
cathodic arc from a graphite target with either flowing nitro-
gen or bombarding the growing film with nitrogen ions from
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a Kaufman-ion source. For the discharge voltage of 50 V
at the ion source, the ratio of N to C atom arrival rates
(Qr) was found to follow the relationship Qr = 1�7× jN/jC,
where jN and jC represent the current densities of nitrogen
and carbon ions, respectively. The gas pressure in the cham-
ber was maintained at about 2× 10−2 Pa. The stoichiometry
and density of all the ta-C films were determined by elastic
recoil-detection analysis [122, 126].

It has been reported that nitrogen incorporation increases
the conductivity in ta-C [121, 122, 146]. This could be due
to either graphitization of the films or nitrogen doping. The
thermoelectric power of ta-C is positive and acquires a low
value (+0.1 mV/K, indicating that current conduction takes
place via the valence band extended states), which falls to a
few �V/K (a variable range type conduction) when doped by
nitrogen. It seems that EF does not move compared to CB
below a doping level of about 10−4 where a constant den-
sity of states of the CB tail can be found [121]. In addition,
it was suggested that beyond an impurity level of approx-
imately 5%, electronic transitions take place through ther-
mally excited electrons in the CB. The problem concerning a
small amount of nitrogen incorporated into ta-C was inves-
tigated mostly by calculations based on schematic models
[121]. It was proposed that conductivity increases by a few
different routes: the first occurs by the formation of N+

4 ,
a nondoping configuration with a positive charged state of
tetrahedrally bonded nitrogen atoms where hopping conduc-
tivity increases. Second, substitution of C in tetragonal con-
figuration by nitrogen atoms creates N0

3 (i.e., a nondoping
and charge neutral state of trigonally bonded nitrogen atom
where EF moves with respect to the band edges, which have
high density of localized states). Third, conductivity can also
be enhanced by the formation of N3� and N4 configura-
tions which means that nitrogen in the doping configuration
has three � bonds and four  bonds, respectively, with one
free electron in each case [121]. Although a quantification
of doping efficiency is difficult, it is commonly believed to
be very low. However, all previous ideas were developed
for the low nitrogen and low concentration of sp2-bonded
carbon where the optical gap seems to remain unchanged
and the nitrogen doping was suggested to be  type [121].
It was also proposed that nitrogen doping of ta-C is highly
compensated (i.e., connected to a large number of dangling
bonds, which also need to be compensated by more nitrogen
atoms bound in substitutional site) [122].

The conductivity rises by four orders of magnitude (about
4.5 S cm−1� in a-CN15 (15% N in the film) compared to
ta-C and fell to a local minimum in a-CN17 (17% N in the
film). Conductivity remains almost unchanged in the range
between 19% and 23% of nitrogen and increases in a-CN26
(26% N in the film) followed by a slight decrease in a-CN30
(30% N in the film). Conductivity values measured at 77 K
do not change over a wide range of nitrogen concentra-
tion. The logarithmic variation of conductivity with inverse
of temperature of these samples, as shown in Figure 6, in
the temperature range between 80 and 300 K has been fit-
ted with Mott’s variable range hopping conduction in three
dimensions. This is illustrated in Figure 7. Similar results
have been obtained from the nitride carbon films prepared
from magnetron sputtering [147]. Due to the high concentra-
tion of defects an Arrhenious-like plot seems to be difficult
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Figure 6. Temperature dependent conductivity of nitrogen doped ta-C
films does not show Arrhenious type (activated) behavior.

in these materials. However, there are other reports [148]
available where temperature dependent conductivity can be
fitted as linearly dependent of inverse of temperature but
only in the high temperature region. It is shown that Tauc
gap first decreases sharply with nitrogen concentration fol-
lowed by an increase. It seems that temperature dependent
conductivity is very much dependent on the way sample is
prepared (i.e., the way defects have been introduced in the
materials). Chen et al. [149] also found variable range hop-
ping type temperature dependent conductivity for nitrogen
incorporated ta-C films where the bandgap was found to
decrease from 2.5 to 1.6 eV.

One of the most important features of nitrogen (between
15 and 29%) incorporated ta-C is the very small value of S at
room temperature (1–10 �V/K) for all samples and that they
do not show a large change even if the temperature is low-
ered to 100 K. A change of S appears at lower temperatures,
either in upward or downward direction, depending on the
nitrogen concentration. At low nitrogen concentration (e.g.,
in a-CN15), S is negative throughout the temperature range
followed by a sharp decrease below about 87 K, suggesting
an n-type conduction as also discussed earlier. In a-CN17,
S has a value very close to zero. In a-CN19 to a-CN23, S
is positive and remains almost unchanged down to the low-
est temperature of measurement suggesting a p-type con-
duction. Finally, in a-CN26 and a-CN30, S rises sharply
below 100 K (see [122] for the temperature dependence).
Only a very small variation of S was observed between the
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Figure 7. Temperature dependent conductivity of nitrogen doped ta-C
films obeys variable range hopping in the low temperature regime.
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nitrogen percentage of 19 and 30. Like temperature depen-
dent conductivity thermopower, as a function of inverse of
temperature, cannot be fitted as a single straight line that is
normally seen in doped semiconductors. Also, S is not a lin-
ear function of temperature and does not approach to zero
while lowering temperature unlike metallic samples [122]. It
seems that the mechanism explaining the variation of S in
the low temperature regime is quite complicated and more
work is needed for a complete understanding.

At the end of this section we can accommodate discus-
sions on the conductivity of amorphous carbon with nano-
diamond inclusions where the sp2 percentage was 60% in
the undoped films. These samples are prepared at low pres-
sure (2 mTorr) by ECR plasma from a mixture of methane,
argon, and nitrogen. Nitrogen (5 at%), incorporated in the
samples, increased the sp2-bonded carbon in the films to
above 80%. As a result conductivity was found to increase
up to 50 times compared to the conductivity of the undoped
sample. It should be noted that here the conduction takes
place due to a large change of film microstructure and
defects [150].

Following the approach in the previous section we look
into the reasons behind the increase of conductivity in ta-C
films after nitrogen incorporation. From EELS measure-
ments, an increase of the �∗ peak relative to the ∗ peak
has been observed when the nitrogen percentage increases
in the ta-C films. This means that graphitization took place
in the films as a result of nitrogen incorporation to a large
extent. From conductivity, it was shown that graphitization
and defects gave rise to relatively high conductivity to doped
ta-C films [151].

In summary, from the aforementioned studies we can
conclude that in ta-C films conductivity arises from the
sp2-bonded carbon or from the nitrogen related (charge
transfer) defects when nitrogen is introduced in the films.
No truly activated conduction but only a variable range type
hopping conduction can be observed. As a result, the con-
ductivity in the films does not increase drastically with nitro-
gen concentration in the plasma. Hall mobility also remains
very low. This is true for high nitrogen concentration in the
films that form CN alloy. However, in the UNCD films the
change of conductivity with nitrogen concentration is dras-
tic in spite of the fact that the increase of percentage of
sp2-bonded carbon is very small. For the films grown with
low nitrogen concentration, conductivity is explained by the
percolation model and variable range hopping. In this case
the nitrogen impurity in the films acts as a bridge in the
grain boundary region and induces conductivity. For the
films grown with higher nitrogen concentration, the grain
boundary opens up and contributes to high conductivity.
Both variable range hopping and activated band conduction
were observed.

4. FIELD EMISSION
Field emission (FE) is considered to be one of the most
interesting properties of diamond and related materials.
This property can be useful for making cold cathode field
emitters and other vacuum microelectronic devices. Though
typical metal or semiconductor emitters posses high work

functions, a negative electron affinity (NEA) of certain dia-
mond planes allows one to emit electrons with an appli-
cation of low electric field. Semiconductors and insulators
can have a NEA if the minimum energy of their conduc-
tion band electrons is above the minimum energy of elec-
trons in vacuum. At the same time, a low threshold energy
can also be explained by geometric electric FE, where field
can be enhanced up to 100 times. Apart from the elec-
trons tunneling from a metal or semiconductor directly into
vacuum, there are also other mechanisms proposed where
electrons can tunnel from a metal to diamond surface and
can be accelerated to energies sufficient to be ejected into
vacuum. If a stable and reproducible emission from dia-
mond or related materials can be obtained it would elim-
inate the complicated and expensive process of fabricating
sharp microtips to provide geometric field enhancement.

For good FE from a diamond surface it should be con-
ductive. Insulating undoped MCD films cannot produce sus-
tained electron emission. MCD films with either none or
with a very low percentage of sp2-bonded carbon emit poorly
with threshold emission fields typically of ∼30 V/�m and
having an unsatisfactory surface uniformity. There should be
some conducting path for transportation of electrons. This
can be achieved either by n- or p-type doping of this mate-
rial [115], which could shift the Fermi level to near the CB
edge, or by creation of defect states. However, p-type dia-
mond does not emit well because the electron resides deep
(>5 eV) below the Fermi level. Therefore, n-type diamond
or diamond with defects, where the Fermi level is close to
the CB, should be ideal for emission. Although an excellent
low FE from diamond and diamondlike materials has been
well known, practical application of emission is limited due
to lack of reproducibility, consistency, and sustained emis-
sion for a long time. Zhu et al. [63] overcame this problem
by using hydrogen plasma treated NCD and obtained elec-
tron emission of 10 mA/cm2 at applied field of 3–5 V/�m
[63]. It should be noted that the diamonds in this case are
undoped and are not separated by grain boundary regions.
Thus, the emission was explained to appear from inherently
defective structures of nanodiamond.

Coming back to doped diamond films we find some inter-
esting reports on their field emission character. FE of P- and
B-doped diamond has been studied and it is found that dop-
ing enhances FE much more than the enhancement factor.
Also, the type of doping as well as its concentration appears
to be very important for the emission [152]. Okano et al.
[152] reported N-doped CVD diamond (from urea) with an
extremely low threshold voltage. In fact, in N-doped films
the emission threshold voltage was found to be much lower
than that of P- and B-doped diamond films [152]. They sug-
gested a very low activation energy of the N-doped films.
These emission characteristics are attributed mostly to the
high defect density of states [63, 152–155].

Nitrogen always been found to enhance the field emis-
sion properties of nanodiamond as well [31]. In the case of
UNCD, it is illustrated in a plot of variation of field emission
current with electric field of UNCD films doped with 0.5 to
20% N2 in the plasma in Figure 8. Also, in terms of film
morphology and structure, NCD was found to be an excel-
lent field emitter [32] showing the lowest onset voltage as
well as the highest current density ever reported. Ultimately,
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Figure 8. Variation of field emission current with electric field of NCD
films doped with 0.5 to 20% N2 in the plasma.

there were efforts to combine both nanostructured carbon
(e.g., nanodiamond) and n-type conduction to observe excel-
lent field emission in the films. We shall be discussing this
effect further in this section.

As discussed, field electron-emission properties in dia-
mond and related materials are strongly dependent on the
film structure and on its composition. The emission drasti-
cally improves with better uniformity and hysteresis with an
increase in sp2-bonded carbon content in the diamond films.
The best emission properties correspond to a composite
structure of an MCD film, where coarse-grained diamond
phase coexists with an essential amount of nanocrystalline
graphite [156]. Jou et al. [157] and Zhirnov et al. [158]
also observed the same phenomenon. Unfortunately, it is
difficult to measure quantitative relations between the two
carbon phases in the diamond films to determine a relation-
ship between the emission threshold and an exact structure
of the film. Pure nanodiamond compacts emit very poorly
(thresholds were ∼200 V/�m); the optimized diamond-to-
pyrocarbon relationship allows one to observe the emission
at fields as low as 1 to 2 V/�m accompanied with satis-
factory surface uniformity and the absence of hysteresis of
I–V curves. From scanning tunneling microscopy it has been
understood that the emission zones corresponded to the top
of some grains, agglomerated from a number of smaller
diamond particles and having no sharp tiplike protrusions.
Moreover, the electrical resistivity on the top of the emit-
ting grains demonstrates relatively high (“nongraphite”) val-
ues, not like for an insulator (diamond), but rather typical
for a semiconductor or a thin two-dimensional conducting
graphitic layer. A field emission threshold as low as 3 V/�m
was observed by Karabutov et al. [156] who found that emis-
sion came from the diamond/sp2-bonded-carbon interfaces
which are very conducting. It is proposed that quantum
well effects at thin carbon nanolayers and insulator/graphite
interfaces are responsible for the emission.

In other studies, Wang et al. [159] grew uniform NCD
film, consisting of diamond grains with an average size of
10–60 nm, by the MPCVD technique using a gas mix-
ture of nitrogen–methane–hydrogen. Field emission results
showed that the threshold electric field increased, whereas
the emission current density and the number of emission
sites decrease with increasing mean diamond grain size. The
film with a small grain size of 10 nm has a threshold elec-
tric field of 1.5 V/�m and reaches an emission current of

780 �A/cm2 at electric field of 3.5 V/�m. The field emission
characteristics of the NCD films grown on Si substrates in
the MPCVD system, simply by replacing the Mo substrate
holder with a graphite substrate holder using conventional
diamond growth conditions [160], showed that small-grained
film has low emission threshold and a high emission current.
NCD field emitters were prepared using porous silicon as
host matrix by Cai et al. [161]. NCD was deposited on porus
Si substrates using 2% CH4/H2, 550 W microwave power,
30 Torr pressure, and 850 �C substrate temperature. SEM
studies revealed diamond nucleation occurring at the edges
of the etched pores and the nanosized grains partly embed-
ded in the pores of the substrate. Samples with this structure
showed excellent electron field emission properties. In the
sample, with the smallest NCD grains, the emission current
density exceeded 10 mA/cm2 when the applied electric field
was 3 V/�m.

Studies on radiation induced structural changes and elec-
tronic properties (i.e., conductivity, optoelectronic proper-
ties) of various kinds of films including amorphous carbon
films have been going on for a long time. Using ion irradia-
tion there have been efforts to increase or decrease defects
in the electronic structure by changing the morphology and
structure of diamond and related materials. This in turn can
modify the field emission properties of the surfaces of the
diamond and related films. It was shown by Jiang et al. [162]
in their most recent study that heavy boron incorporation
(more than 3000 ppm) using a nontoxic gaseous trimethylb-
orane and hydrogen influences electron field emission prop-
erties and intrinsic stress of NCD films. The B-doped NCD
films were continuously bombarded by H+ and hydrocarbon
ions. As a result of boron incorporation, the B-doped NCD
films showed a lower intrinsic compressive stress. Low-field
electron emission of 14 V/�m, much lower than that pre-
pared without boron, and high emission current were also the
characteristics of the B-doped NCD films consisting of nano-
sized diamond grains, showing a long-term stability. Gupta
et al. [163] tried to improve FE properties of nanocrys-
talline carbon (graphite) composite by ion irradiation. They
prepared MCD and nanocrystalline carbon thin films by
MPCVD (a process similar to that described in Section 2)
and performed gamma radiation having doses of 1, 5, and
20 Mrads in order to study the radiation-induced structural
transformation and the corresponding changes in the elec-
tron field emission properties. A dramatic improvement in
the emission properties was observed inMCD films only after
a cumulative dose of 26 Mrad, while for nanocrystalline car-
bon a relatively small but systematic decrease in turn-on field
was observed from 9 to 4 V/�m with increasing gamma radi-
ation dose. The enhancement in the electron field emission
properties of diamond was attributed to the structural defects
with their associated electronic defect states produced by the
radiation-induced microstructural transformation and sp2-
bonded carbon channels. In addition, it was observed that
the nanocrystalline carbon films underwent much less signif-
icant net microstructural changes compared to MCD films
upon irradiation. This was explained in terms of two known
mechanisms taking place simultaneously: graphitization of
diamond and conversion of graphite to diamond, both under
high-energy radiation at ambient temperatures. This internal
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bonding interconversion between sp2- and sp3-bonded car-
bon appears to be making their nanocrystalline carbon films
relatively radiation insensitive. Based on this, the authors
proposed fabricating radiation buffer materials to prevent
radiations from reaching sensitive materials. Gupta et al.
[164] also studied enhancement of field emission by incor-
poration of sulfur in MCD and nanocrystalline carbon films.
The S-assisted films are shown to have lower turn-on fields
and steeper rising current as compared to those grown with-
out S addition. The lowest onset voltages achieved were 12
and 4 V/�m respectively in S-assisted MCD and nanocrys-
talline carbon films.

Now we come to discussion of N-doped UNCD films as
described in Section 3.2.4. The highlights of these films, as
also can be seen from Figures 8 and 9, are:

• Undoped UNCD films act fairly well in field emission
with Vth = 10 V/�m.

• Threshold voltage of field emission decreases continu-
ously with the increase of N2 in plasma.

• Stable emission with Vth as low as 3.5 V/�m has been
obtained with 20% N2 film.

• The Fowler–Nordheim (F–N) equation, J = 1�54 ×
10−6�E2/�� exp�−6�83 × 107�3/2/E�, has been used to
explain the emission, where E = &E0 = &�V /d�, field
enhancement factor & = h/r , J is currrent density, E
is applied field, and � is work function.

• The F–N equation shows multiple slopes indicating
multiple conduction paths with different energy levels.

• This explains formation of more than one energy level,
impurity and defect-induced levels (Fig. 9).

• Hopping conduction within the impurity band is pos-
sible. This is in agreement with nearest neighborhood
hopping of electrical conduction.

There is some controversy [63, 153, 156] related to the ori-
gin of FE in diamond films; the electrons are field-emitted
preferentially either from boundaries between crystal grains
in diamond films or from the crystals themselves. Diamond
quantum dots produced by explosive synthesis showed very

Figure 9. Schematic band diagram of conducting diamond shows
enhancement of field emission.

important properties such as FE that could be used as cath-
odes. Combining experimental work on diamond films hav-
ing nanocrystalline grain size with computations of electron
properties at grain boundaries, it has been demonstrated
that low threshold fields for electron emission correspond to
large enhancements of the interband electronic state den-
sity [156]. The minimum threshold field (3–4 V/�m) from
UNCD films is found to be the second lowest in different
forms of diamond. Tight-binding electronic-structure simu-
lations of a representative high-energy grain boundary in
an NCD film show that both extended and localized elec-
tronic states are present in the energy gap region, where
states are forbidden in bulk diamond [132]. The presence
of these states allows significantly increased electronic trans-
port along grain boundaries. It has been shown that hopping
through localized �∗-states in sp2-hybridized grain bound-
aries is a viable mechanism for transporting electrons from
the interiors to the grain surface, where they can be emitted
at low voltage. The demonstration of preferential electron
emission from grain boundaries shows the importance of
nanocrystallinity of diamond in NCD films, which has a high
density and uniformity of grain boundaries. This work may
have considerable technological impact on the production of
materials that are capable of low voltage, uniform, high cur-
rent density electron emission from large area sources for
a wide range of applications, including flat panel displays,
high power microwave sources, and ion thrusters for deep
space missions.

For practical applications, smoothness of film surface and
high mobility of carriers are considered important factors.
The N-doped UNCD films prepared at Argonne National
Laboratory (ANL) [31] are much more conducting and have
smaller crystallites than the samples used by Zhu et al. [63]
and Geis et al. [153]. The concentration of nitrogen in the
UNCD film grown using 20% N2 [129] is more than 2 ×
1020/cm3, an equivalent to 0.2% atomic concentration, which
is much more than reported by Okano et al. [152, 154].
Moreover, the UNCD films grown by Bhattacharyya et al.
[56] have lower surface roughness as well as reasonably good
mobility suggesting that these films can offer much better
applications.

Field emission of ta-C films is found to be comparable
to NCD films and sometimes even better. Ta-C films pre-
pared by filtered cathodic arc started emitting electrons by
applying a bias of 250 V to the anode that was kept 60 �m
away. Therefore, the threshold voltage was about 4 V/�m
for undoped ta-C films. It was also found that ta-C films pre-
pared by ECR plasma showed better field emission proper-
ties. Also nitrogen addition to the samples gave even better
quality of field emission [165]. At the same time, there are
other reports where nitrogen incorporated ta-C showed high
threshold voltage in the range between 20 and 25 V/�m.
The emitted electrons were suggested to arise from the
Fermi energy where no field penetration occurred [166]. It
is worth mentioning the improvement of field emission of
amorphous carbon by nitrogen incorporation. Amaratunga
and Silva found that the nominal onset fields for an emis-
sion current density of 10−3 mA cm−2 is 28 V/�m for 0% N,
which decreases to 16 V/�m for 7% to 13 V/�m (11% N),
6 V/�m (14% N), and 4 V/�m (15% N) [167].
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5. OPTICAL PROPERTIES

5.1. Raman Spectroscopy
and Phonon Confinement

Extensive visible and UV Raman studies of NCD films find
different features than bulk diamond and related films [42,
76, 168, 169]. Additional Raman features appear in NCD
near 1140 and 1450–1500 cm−1. The intense and sharp fea-
ture near 1332 cm−1 in visible Raman spectra, an unambigu-
ous signature of cubic crystalline diamond, is found to be
either completely missing or to be very weak in the NCD
samples compared to single crystal or MCD films. In gen-
eral, the visible Raman spectra of most of the NCD sam-
ples appear to consists of bands near 1150, 1350, 1500, and
1580 cm−1 [42]. Raman spectra of as-grown and annealed
NCD samples grown by the BEG process (Section 2.2) [170]
are shown in Figure 10. The band near 1150 cm−1 is mainly
assigned to the presence of nanocrystalline phase of dia-
mond [42, 76, 170–173]. It has also been observed as a
weak band in the MCD films along with a sharp peak near
1332 cm−1 [27, 32, 36, 173]. Various groups have observed
it repeatedly in the amorphous and NCD films grown by
different techniques [27, 32, 36, 42, 169, 174]. For example,
it has been observed in the Raman spectrum of amorphous
diamond grown using low energy cluster beam deposition of
carbon clusters with size distribution centered around C20
[171] and has also been observed in the Raman spectra of
NCD films grown using hydrogen deficient plasmas or by
the BEG process (Fig. 10) [27, 32, 42, 170]. It was shown in
the former study that the clusters keep the memory effect
and, as C20 clusters are sp3 hybridized, the deposit turns out
to be diamond in amorphous form. As described in Sec-
tion 2.1.1, the latter method used a high concentration of
Ar in Ar/H2/CH4 microwave plasmas [32], or CO/H2 mix-
tures [27] or biasing [42] for the growth of NCD. At the
same time, this Raman structure of the NCD films does
not match with the Raman structure of NCD synthesized
from transformation of C60 [71] (Section 2.4) where only
a cubic diamond feature was observed in the transformed
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Figure 10. Raman spectra of the (a) as-grown and annealed sample at
(b) 200, (c) 400, (d) 600, and (e) 800 �C. Reprinted with permission
from [170], T. Sharda et al., J. Nanosci. Nanotech. 1, 287 (2001). © 2001,
American Scientific Publishers.

NCD platelets. The Raman intensity of the feature near
1450–1500 cm−1 varies proportionally with the intensity of
the Raman feature near 1150 cm−1 as observed from most
such spectra of NCD samples [29, 42, 61] and appears to
be related to the disordered sp3-bonded carbon in the films.
The spectra of the samples, annealed at different tempera-
tures, are further discussed in Section 6.

Recently the interest in the two Raman features increased
when their assignment to sp3-bonded carbon became
controversial. Ferrari and Robertson argued that these two
Raman features (1100–1200 and 1400–1500 cm−1� cannot
be related to C–C sp3 related modes [168] and instead
assigned them to trans-polyacetylene, or in other words, to
sp2-bonded carbon with the presence of hydrogen [168]. In
another recent development, it was shown that nanophase
diamond, consisting of diamond crystals of about 5 nm in
diameter (Section 2.3) and largely free from aromatic sp2-
bonded carbon, displays a sharp peak near 1090 cm−1, which
is assigned to surface phonons of diamond [169]. It was
thus concluded in the same report that a Raman feature
in the range 1100–1150 cm−1 in NCD films, synthesized by
CVD, may indicate that these films contain clusters of sp3-
bonded carbon of about 5 nm in diameter. At the same
time, Sharda et al. [170] studied Raman spectra of the as-
grown and annealed NCD samples (Fig. 10) grown by the
BEG process (Section 2.2) and observed that the ratio of
the Raman feature near 1150 cm−1 to the graphitic band
G, which was shown in their various other studies to be
related to the structural and mechanical properties of their
NCD films, did not change significantly as a function of
the annealing temperature. They argued, first, that if these
features were related to hydrogen, their intensity should
have decreased with annealing temperature, as the hydrogen
should have started evolving from the samples after 200 �C
[175]. Second, if these features were related to sp2-bonded
carbon, even without having any relation to hydrogen, their
intensities should have increased with annealing tempera-
ture, as the concentration of sp2-bonded carbon increases
with annealing temperature [175, 176]. However, the plot of
the intensity ratio of the Raman features near 1150 cm−1

to the graphitic G band, shown in Figure 11, did not follow
the expected trends as a function of annealing temperature.
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(2001). © 2001, American Scientific Publishers.
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Finally, cubic crystalline diamond features in the XRD pat-
terns of their NCD films, shown in Figure 12, supported
to some extent the conjecture that the Raman feature near
1150 cm−1 should be related to NCD. The full width at half
maximum of the diamond peaks in the NCD films grown
by the BEG process [41, 53] was in general observed to be
high compared to the MCD films, which was well correlated
with the fact that diamond nanocrystallites [32] were present
in the films. No XRD peaks associated with graphite or
features related to amorphous carbon were observed either
in the as-grown films [41, 42, 53] or even in the annealed
films in their study (Fig. 12). Therefore, they concluded that
their results supported the assignment of the Raman feature
near 1150 cm−1 to the presence of NCD (i.e., even if not
originating solely from nanodiamond). Also, in the case of
phase-pure UNCD films, visible Raman (514 nm excitation)
shows a similar Raman structure to that described previ-
ously. Humps at about 1150 and 1450 cm−1 appeared for
the entire sample range having different nitrogen concentra-
tion (Section 3.2). In general, Raman features in the visible
range are very broad and can be analyzed only by decon-
volution of the spectra. For example the peak at 1150 cm−1

seems to have convoluted with the 1332 cm−1 peak. These
NCD related Raman features were much more prominent
in undoped diamond.

The other bands near 1350 and 1580 cm−1 in the NCD
samples are popularly known as graphitic D and G bands,
respectively, which are related to graphitic islands. The
D band appears due to the relaxation in the momentum
selection rules of the Raman scattering process due to the
small domain size in graphite. In fact, a similar argument is
applicable to the appearance of the band near 1140 cm−1

due to the nanocrystallinity of diamond [173]. However, the
higher or equal intensities of the graphitic bands in the
NCD samples, as compared to the intensity of the band near
1140 cm−1, may not represent a high amount of sp2-bonded
carbon in the NCD films. This is because the cross section
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Figure 12. XRD patterns of the (a) as-grown and annealed sample at
(b) 200, (c) 400, (d) 600, and (e) 800 �C. Reprinted with permission
from [170], T. Sharda et al., J. Nanosci. Nanotech. 1, 287 (2001). © 2001,
American Scientific Publishers.

of Raman scattering is 50–60 times higher for sp2-bonded
carbon as compared to sp3-bonded carbon, as reported by
Wada and Solin [177]. In the case of the UNCD films the
ratio of intensity of G to intensity of the diamond peak
(near 1332 cm−1� increases with addition of nitrogen [129,
178]. These results are consistent with the HRTEM picture
showing an increase of grain boundary with nitrogen con-
centration [14, 129].

UV Raman spectroscopy has also been carried out on
NCD films using 244 [129] and 257 nm lines [76]. UV-
Raman spectroscopy and surface morphology of a film
grown by the BEG process (Section 2.2), which shows a high
intensity of the NCD related feature (1150 cm−1) in the vis-
ible Raman spectroscopy (Fig. 10), are shown in Figure 13.
Faceted grains of less than 30 nm in size are evident in
the micrograph obtained by a high resolution SEM and the
cubic crystalline feature near 1333 cm−1 in the UV-Raman
spectroscopy is an unambiguous signature of those grains
being crystalline diamond. The spectrum also shows a signif-
icant amount of the graphitic carbon in the films as evident
by the G band at 1580 cm−1. The additional intense fea-
ture, as observed in the visible Raman spectra (Fig. 10) of
the films near 1140 and 1450–1500 cm−1, was not observed,
similar to what was shown by Ferrai and Robertson [168]
while arguing that these features should not be assigned to
any sp3-bonded phases. In the case of undoped and doped
UNCD films (Section 3.2), undoped films show a promi-
nent diamond peak near 1330 cm−1, the intensity of which
is larger than the G peak [129]. The relative intensity of the
G peak increases with nitrogen. In fact, the 1332 cm−1 peak
is hardly observed in the films grown using more than 10%
N2. These results suggest that graphitization of the film has
occurred by nitrogen incorporation.

Though the presence of the trans-polyacetylene at the GB
of the samples cannot be verified due to the lack of exten-
sive Raman studies, a similar sp2 network at the GB of the
sp3-bonded carbon crystallites may be considered as the ori-
gin of the additional features observed in the visible Raman
spectra of the NCD films.

Another interesting aspect of NCD films is phonon
confinement in diamond nanocrystals. Researchers have

Figure 13. UV-Raman spectrum taken at 257 nm of an NCD sample.
Inset is a high resolution SEM micrograph of the sample. Reprinted
with permission from [76], T. Sharda et al., Appl. Phys. Lett. 80, 2880
(2002). © 2002, American Institute of Physics.
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attempted to establish quantum confinement in nanodia-
mond by the upshift of the CB by the displacement of
the C1s edge in the EELS spectra [179, 180]. Sun et al.
[181] studied Raman spectra of diamond crystals of differ-
ent sizes, calculated by a phonon confinement model orig-
inally proposed by Richter et al. [182] and extended by
Campbell and Fauchet [183]. The general idea behind the
downshifted and asymmetrically broadened diamond Raman
line near 1332 cm−1 that they observed is as follows. Dia-
mond nanocrystals should exhibit an asymmetric broadening
and shift of the 1332 cm−1 diamond Raman peak relative to
the diamond Raman peak from the bulk crystal. For an infi-
nite crystal, only phonons near the center of the Brillouin
zone (q ∼ 0) contribute to the Raman spectrum because
of momentum conservation between phonons and incident
light. In a finite crystal, phonons can be confined in space
by crystal boundaries or defects. This results in uncertainty
in the phonon momentum, allowing phonons with q �= 0 to
contribute to the Raman spectrum.

The Raman line shape is calculated by superimposing
Lorentzian line shapes centered at 5�q�, weighted by the
wavevector q uncertainty caused by the confinement:

I�5� ∼
∫ 1

0
4�q2 dq exp�−q2L2/4�/�5 − 5�q��2 + �6/2�

Where 6 represents the Raman line width. Here 5�q� is an
approximate one-dimensional phonon dispersion curve and
q can be expressed in units of 2�/a. The crystallite sized L
is in units of a, with a = 3�567 Å being the lattice constant
of diamond. L was assumed to be equal to the particle size.
The dispersion curve was assumed to be of the form

5�q� = A + B cos�q��

where A = 1193�75 cm−1 and B = 139�25 cm−1. The
Lorentzian linewidth 6 of the diamond peak was depen-
dent on the particle size and assumed as 6 = " + &/L
where the coefficients were calculated from the diamond
peak at 1333 cm−1 for standard diamond particles of dif-
ferent sizes by UV-Raman spectroscopy. By changing par-
ticle size L, various Raman line shapes were calculated by
the previous equation. Based on this, Sun et al. [181] pro-
duced, after normalizing, the calculated Raman spectra of
diamond particle having sizes of 120, 45, 38, and 23 nm. The
theoretical values of diamond particles in various sizes are
found to be consistent with the experimental data measured
by UV-Raman scattering. It is found that the asymmetric
line shape, with some tailing toward low wavenumber, is
well explained by the phonon confinement model. Although
the scattering from defects can account for the symmetric
part of the linewidth, the asymmetry part is much more
than expected for a confined phonon line shape calculated
according to the Gaussian confinement model for the par-
ticle sizes obtained from XRD. An alternative model for
the confinement of phonons has also been discussed in
the literature that involves the standing waves arising from
the reflection of the phonons from the elastic–dielectric
boundary [184].

Surface enhanced Raman spectroscopy (SERS) has also
been employed to detect the presence of a small amount of
nanodiamond in samples. Roy et al. [185] deposited MCD

films by HFCVD and found broadening and shift of the
1332 cm−1 diamond peak in their SERS. They reported
phonon confinement in their study occurring from the
nanophase of diamond that was present only at the surface
and was not a bulk property. Formation of nanodiamond
on the surface of MCD films was confirmed by SEM mea-
surements though the origin of the nanodiamond remained
unclear.

5.2. Optical Absorption

MCD films grown by CVD methods are not used widely
in the applications for optical devices and coatings because
of their rough surfaces. As mentioned before, though dia-
mond is well suited for use as protective optical coatings,
diamond films with high surface roughness cause attenuation
and scattering of the transmitted signals restricting their uses
in optical coatings. The need for deposition of smooth sur-
faced as-grown CVD diamond films at low temperatures was
first realized more than a decade before in 1989 by Ong and
Chang [21]. They developed a low temperature process in an
MPCVD system, which also resulted in a film with a grain
size of less than 300 nm and surface roughness in the range
of 5–20 nm (Table 3). They clearly explained in the introduc-
tion of their paper the importance of smooth surfaces of dia-
mond films for the purpose of optical coatings with the help
of theoretical formulation given by Filinski. The intensity of
the transmitted beam has an exponential dependence on the
scattering coefficient, which is proportional to the square of
the product of rms surface roughness and refractive index.
As the index of diamond is 2.4, the rms surface roughness
of the films has to be extremely low to give a good inten-
sity of the transmitted light. Ong and Chang [21] obtained
over 60% optical transparency in the range 0.6–2 �m wave-
length of their ∼0.9 �m thick diamond films grown using
the different processing method developed by them. It was
also shown that their films are adhered well to the quartz
substrates. Another publication, realizing the importance of
smooth surfaces of as-grown CVD diamond films for opti-
cal and tribological applications, appeared in 1992 when Wu
et al. [22] showed synthesis of fine-grained diamond films
by MPCVD having a grain size in the range of 20–100 nm
and surface roughness of 15 nm (Table 3). The measured
transmission in the range from 2.5 to 10 �m was found to
match with the calculated transmission of ∼1 �m thick free-
standing diamond with an index of 2.4. The 5% absorption
in the films was attributed to the nondiamond carbon and
hydrogen content of the film. Erz et al. [23] obtained more
than 60% transmittance in their ∼1 �m thick NCD films
with a surface roughness of 30 nm, grown by optimizing the
nucleation density of diamond and methane fraction. They
observed a direct correlation between the grain size used for
the pretreatment of the substrate and optical transparency
of the NCD films (i.e., the bigger the grain size for pre-
treatment, the bigger the grain size in the grown films which
naturally, as explained before, results in lower transparency
of the films). It was also shown in their study that the trans-
parency of their films was not dependent on the substrate
temperature below 800 �C, used in the growth of the films.
Contrary to this, Chen et al. [39, 45] showed that the pre-
treatment, using a bigger grain size diamond powder, gives
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more transparent NCD films and also that the optical trans-
mittance at 700 nm decreases linearly in the temperature
range of 600–800 �C [38]. It was shown in different papers
published by the same group that the surface roughness of
diamond films is the major factor that controls the optical
transmittance of the films provided that the graphitic con-
tent of the films is negligible. The same group [186] showed
a transmittance more than 80% beyond 700 nm in their
∼1 �m thick NCD films, grown on quartz in an MPCVD
system using high methane concentration (42%), with an
average surface roughness of 6–7 nm grown at optimized
conditions studied in their work (Table 3). In another study,
Yang et al. [51] recently showed an optical transmittance of
65% in the visible light in their ∼1 �m thick NCD films,
grown on quartz substrate with a average surface roughness
of 10 nm.

All the aforementioned studies on the optical transmit-
tance of NCD films are grown on substrates pretreated with
diamond powder. In the case of NCD films grown by the
BEG process (Section 2.2), Sharda et al. [53] obtained a high
transmittance of 78% in the near-IR region in their ∼1 �m
film, grown on mirror-polished Si substrate, at 600 �C with
an rms surface roughness of ∼17 nm. In the same study
they also compared the optical properties of NCD and MCD
films grown in the MPCVD system. Tauc’s optical gap for
the MCD film was shown to be ∼5.5 eV. NCD grown at
700 �C had a high optical absorption coefficient in the whole
spectral region and the NCD film grown at 600 �C showed,
as mentioned, a high transmittance (∼78 %) in the near-IR
region, which is close to that of diamond. The high reso-
lution SEM of their MCD and NCD samples showed well-
shaped grains with sharp facets in the MCD film with an
average grain size of about 1 �m and much smaller grains in
the NCD film grown at 600 �C in the range of a few nanome-
ters to a few tens of nanometers. The absorption spectrum
of the MCD film showed a quite low absorption coefficient
(102–103 cm−1) in the whole spectral region demonstrat-
ing the high quality of the diamond film with the presence
of a high sp3-bonded carbon fraction and a very low sp2-
bonded carbon [53]. The optical energy gap �Eg� of indi-
rect gap material is usually estimated from Tauc’s method
[187], that is, by extrapolating the linear portion of ("h8�1/2

vs h8 plot, where h8 is the photon energy, to �"h8�1/2 =
0. However, �"h8�1/2 vs h8 plots for their NCD films did
not exhibit any linear region and Tauc’s method could not
be applied [53]. Thus, the optical gap was defined in terms
of E04, the energy at which the absorption coefficient is
104 cm−1 [188]. The E04 energy for the NCD film grown at
600 �C was found to be around 2 eV. Interestingly, there
is no indication of a sharp absorption edge in NCD films.
The absorption coefficient appears to vary monotonously
with the incident photon [53]. Kundu et al. [30] obtained a
high bandgap (∼4.2 eV) in their diamond films (predomi-
nantly NCD embedded in a-C matrix), grown at low sub-
strate temperature (300 K) by dc magnetron sputtering of
vitreous carbon. The bandgap of their films increased to
5 eV when they added 10 vol% hydrogen in the sputter-
ing gas. The NCD ceramics fabricated from C60 fullerene by
shock compression [71] had absorbance in the wavelength
range of 185 to 500 nm matched with the absorbance of nat-
ural diamond type IIa with a slightly higher absorbance in

the range of 250 to 350 nm. An abrupt increase in absorption
at ∼225 nm, at the absorption edge of diamond, indicated
the bandgap of NCD platelets was about 5.5 eV. In the case
of nitrogen-doped UNCD films (Sections 2.1.1 and 3.2.3), it
was observed from the optical absorption spectroscopy that
the transmission of the film decreases with nitrogen incor-
poration [129]. This is possible due to a decrease of the
effective bandgap of the material as a result of a change of
the film’s microstructure. It should be noted that these opti-
cal absorption data from the nitrogen-doped UNCD films
are very much consistent with the change of electrical con-
ductivity as described in the Section 3.

NCD films were coated on both sides of a silicon wafer
to increase its infrared transmission and also as a protec-
tive coating [189]. The 54% transmission in the wavenumber
range from 1200 to 3600 cm−1 of the Si wafer increased to
66% transmission (average), especially in the range of 1500
to 2200 cm−1 when coated with a 0.5 �m thick NCD film at
one of its surfaces. The tranmission of the one side coated
Si wafer in the range of 1500 to 3000 cm−1 further improved
to an average of 80% after applying a 0.3 �m coating at the
other side of the wafer. It was also shown by a sand spray-
ing test that the coatings are strongly adhered and that the
coated wafer has better resistance to sand spraying than the
Si wafer without coating.

Recently, optical properties of NCD films were obtained
by demonstrating the use of a prism-coupling technique to
measure the refractive index and thickness together [70].
The prism-coupling technique [190–192] is a proven tech-
nique to rapidly and accurately measure both the thickness
and refractive index of dielectric and polymer films [193]
and, also, has been used widely as a powerful technique to
measure the optical constants of AlGaN films [194, 195] and
other films [196–199]. It is understood to have unique advan-
tages over other conventional techniques; that is, ellipsom-
etry, spectrophotometry, etc. can be used to measure these
thin film parameters as no advance knowledge of film thick-
ness or index is required, measurements of these parameters
can be done easily and rapidly (20 seconds) with extremely
low standard deviation (typically 0.3% for thickness and
0.1% for index), etc. Although this technique has been used
to characterize many kinds of thin films [193–199], diamond
and related thin films have not been measured in detail
before. The high surface roughness of the MCD films may
have been a major problem in characterizing them using
this technique. The NCD films grown by the BEG process
(Section 2.2) were found to be absorbing for the standard
operating wavelength of 633 nm and hence higher wave-
lengths (i.e., 830 and 1300 nm) were used to obtain sharp
guided modes and refractive index and thickness of the films
could be measured independently with high accuracy [70].
The index of the NCD films (2.34 at 830 nm and 2.33 at
1300 nm) was found to be homogeneous within the films
with negligible changes observed at the film–substrate inter-
face [70]. In general the index of the NCD films was a little
lower compared to the index of MCD or natural diamond
(2.41 at 633 nm) [200] but was in agreement of the index
of fine-grained diamond films measured by the same tech-
nique [201]. The refractive index of the film grown for 60
min was also calculated by the reflectance spectrum of the
same film using the basic equation for interference fringes
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[202]. The index value was found out to be 2�31 ± 0�05 at
790 nm, which matches (within error of measurements) well
with the value obtained by the prism-coupling method at
830 nm. Information on absorption was also obtained from
the half-width of the guided modes and was correlated to
the graphitic concentration in the films measured by Raman
spectroscopy [70]. The thickness of the films, measured by
the prism-coupling technique, was found to be in agreement
with the thickness measured by cross-sectional TEM. The
overall results indicated that the prism-coupling technique
could be very useful for rapid, easy, and accurate measure-
ments of refractive index and thickness of smooth diamond
films [70].

By low temperature high-resolution optical spectroscopy
Jelezko et al. [203] investigated individual paramagnetic
defect centers in diamond nanocrystals. Optical properties
of defects in, for example, diamond compared with those
of atomic systems are considerably more complex. In addi-
tion to radiative decay, electron–phonon interactions and
other matrix-induced relaxation processes contribute to the
optical properties of electronic transitions. Previous single
center spectroscopy in large diamond crystals at low temper-
ature has revealed unexpected limitations. NCD showed a
homogeneous linewidth of a single nitrogen–vacancy (N–V)
center. Two sharp zero-phonon lines corresponding to flu-
orescence emission from single N–V centers were present
in the nanocrystal. Diamond nanocrystals show an approxi-
mately four times wider spread of the spectral line positions
of a single center compared to bulk diamond. The authors
are hopeful that the present system may be useful for quan-
tum information processing with individual electron spins.

6. MECHANICAL AND TRIBOLOGICAL
PROPERTIES

Wear on machinery is a big problem faced by the indus-
try, as it causes large expenses. Therefore, the wear resis-
tant coating market is growing very fast. Already, 40% of
the cutting tools in the market are coated by wear resistant
coatings with the market still growing fast [204]. There is an
estimated 25 billion US$ market in the United States alone
for the high-performance coating industry which includes
protective coatings such as thermal barriers and ultrahard
or wear-resistant coatings [205]. A high-performance wear
resistant coating for high speed dry machining would not
only enhance the performance of the automated machines
but also would save the high costs of environmentally haz-
ardous coolants being used at present [204].

Diamond is considered to be the best candidate for wear
resistant and other tribological applications because of an
excellent combination of its high hardness and low friction
coefficient with its high thermal conductivity. However, as
mentioned in the Section 1 of this chapter, conventional
CVD diamond coatings that are deposited at high temper-
atures have rough surfaces. The high surface roughness is
a major problem using diamond films for machining and
wear applications [16, 17]. Such rough films cause high fric-
tion and high wear losses on the counter surfaces. In order
to overcome the problem of surface roughness of diamond
films post-polishing can be adopted. The polishing of these

rough diamond surfaces can be done by various methods
[16, 19, 20]. As expected, after polishing their friction coef-
ficient becomes comparable to natural diamond [206, 207].
Another way to overcome the problem is to grow natu-
rally smooth films without compromising their hardness and
other useful properties. As the postpolishing is expensive,
time consuming [18–20], and also not possible in the case of
complex shapes, it might therefore be advisable to pursue
the growth of naturally smooth films [19, 33, 34, 36, 37, 48,
73–75]. At the same time, a high layer adhesion to the sub-
strate is a necessary condition to obtain a high performance
of the coating in the tribological applications [208].

On the other hand, although DLC and ta-C films are
much smoother, are equally hard as conventional diamond,
and can be grown at lower temperatures [79, 209, 210], these
films contain a high level of compressive stress (2–15 GPa)
within the planes of the films [83, 211–216]. The stress in
the films directly affects their adhesion and causes them to
delaminate from the substrate [214] thus, in turn, restricting
the film thickness only to a few tens of nanometers to keep
the film stable on the substrate. This thickness is too low
to use the films for tribological applications and also higher
stress cannot be developed beyond 10–12 GPa for funda-
mental studies or other recently proposed related applica-
tions [76]. The high compressive stress and adhesion have
been key problems, especially in their uses in tribological
applications. The current research in this area in various
laboratories and universities is aimed at reducing this stress
and, at the same time, improving adhesion of these films
to the substrate. The stresses in the DLC films are reduced
by incorporating N, Si, O, or metals [78]. In ta-C films the
stresses can be reduced by incorporation of metals [217] or
boron [210], by building multilayer structure [218], or by
annealing the films [209].

NCD films have superb tribological properties, meeting
all the technical requirements to be an ideal wear-resistant
coating material, such as smooth surfaces with their hard-
ness being quite close to MCD or natural diamond,
improved interface toughness, and material stability [5, 19,
37, 174]. Moreover, depending on the growth route the
amount of stress can be controlled to grow films with low or
almost no stress [5, 42]. Also, some growth routes described
in Section 2 are capable of developing strong adhesion
without any additional effort of engineered interfaces [62,
76]. In addition, the NCD films can be grown on a vari-
ety of substrates such as silicon, SiC, Ti-6Al-4V, Mo, W,
WC, Si3N4, quartz, etc. [9, 30, 33, 34, 36, 38, 51, 61]. More-
over, there is a growing interest in the scientific commu-
nity in the mechanical properties of the grain boundaries
in nanostructured materials including NCD [131, 204, 219–
222]. It is worth mentioning some interesting observations
in the area of nanoscience and nanotechnology that are
related to mechanical properties; highly compressed dia-
mond grain boundaries can be harder than diamond [221],
carbon nanocomposite structure films with nanometer-sized
dense a-C regions embedded in 5–10% lower density a-C
film shows 15% more hardness than the same higher density
a-C film without the dense nanoregions in the film [223], and
nanocrystalline TiN/SiNx nanocomposites have been pre-
pared with a hardness of 105 GPa [204]. We shall now look
at the hardness and surface roughness of the NCD films
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grown by different routes as classified in Section 2 followed
by a review of their tribological properties in this section.
Table 3 gives an overview of surface roughness and grain
sizes of the NCD films grown by various groups.

The phase-pure UNCD, composed of randomly oriented
grains of whose size distribution maximizes at 3–5 nm pre-
pared at ANL, had a surface roughness of 20–40 nm and
average hardness value of 88 GPa [5]. The NCD films pre-
pared by Konov et al. [25] had a surface roughness of 20 nm
while having a maximum hardness of 85 GPa. NCD films
grown on Si by the MPCVD system using 10% methane by
Yoshikawa et al. [48] showed Vickers hardness in the range
of 82–99 GPa and had a rms surface roughness of 8.4 nm,
as measured by AFM in a 1 × 1 �m2 area. The friction
coefficient of their films will be discussed while discussing
tribological properties of the NCD films in the same section.

The NCD films grown by Catledge and Vohra [36]
on titanium alloy (Ti-6Al-4V), a technologically important
material, used in aerospace, biomedical, and chemical engi-
neering, and on Mo substrates by MPCVD had a rms surface
roughness of 50 nm, hardness of ∼90 GPa (90% that of nat-
ural diamond), and elastic modulus of 750 GPa. In another
study, Catledge and Vohra [37] showed enhancement in
the interface toughness with addition and increase of nitro-
gen in the growth process. Grogler et al. [224] showed a
coating of CVD diamond using a high methane concentra-
tion of 4–10% CH4 in balanced H2 in the process gases in
the MPCVD system exhibiting superior solid-particle ero-
sion resistance of Ti-6Al-4V. The mass loss of Ti-6Al-4V
coated with a CVD diamond layer using 6% CH4 in bal-
anced H2 is shown to have decreased by a factor of 100
compared to the uncoated specimen. However, the films
grown with lower and higher methane concentration showed
only a modest reduction in wear. This behavior of the ero-
sion resistance of the CVD diamond coating at different
methane concentrations was explained in terms of the struc-
tural changes of the films with methane concentration as
assessed by Raman spectroscopy and SEM. The high erosion
resistance was explained in terms of good interconnection of
diamond grains in the films grown at intermediate methane
concentration. It was interpreted that at these intermediate
methane concentrations twin formation is favorable which
facilitates secondary nucleation resulting in good film cohe-
sion. The coatings with a highly ordered columnar growth,
at 1% methane, and the NCD coatings with a high amount
of nondiamond carbon, grown at a higher methane concen-
trations (12% and above), showed poor erosion resistance.
In another study Catledge et al. [225] showed that for a fixed
flow rate of N2, increasing the methane from 5 to 15% in
hydrogen resulted in an increase in diamond crystallinity,
a decrease in nondiamond carbon, and an increase in film
hardness from 43 to 90 GPa. This effect of obtaining a bet-
ter diamond crystallinity and higher hardness with increase
in methane concentration is similar to what was reported
by Sharda et al., that increasing methane in BEG growth of
NCD increased NCD concentration in the films [98], and is
quite a contrast to the effect of increasing methane without
any nitrogen addition (i.e., in a conventional CVD diamond
growth). It is quite advantageous in the case of nonconven-
tional methods to grow NCD, as higher methane concen-
tration not only gives higher growth rates but also results

in better adhesion of the NCD films. In the same study
[225], the authors reported that at a fixed flow of methane
of 88 sccm, increasing nitrogen from 0 to 26.4 sccm resulted
in decreasing diamond crystallinity, increasing nondiamond
carbon, and decreasing film hardness from 100 to 50 GPa.
Nevertheless, a concentration of 15% CH4 with a ratio of
N2/CH4 of 0.10 results in a roughness of 15–30 nm, good
adhesion, and a high hardness of 90 GPa. Beyond this ratio
no significant changes were observed either in the diamond
crystallinity or in the surface roughness of the films, which
is explained in terms of saturation of concentration of CN
radical beyond this ratio [95, 225]. These results of NCD
coatings on metallic surfaces are quite interesting and have
a great potential for use in designing articulating medical
implant devices as hard and low-friction wear resistant coat-
ings. The same group reported growth of nanostructured
diamond film, as a wear resistant coating, on curved sur-
faces of Ti-6Al-4V alloy machined to simulate the shape of
a temporomandibular joint dental implant to extend implant
service lifetime [226]. It was shown that the coatings, con-
sisting of a significant volume fraction of NCD, are hard
(60± 5 GPa) and are uniform in composition.

The NCD films (∼1 �m thick) grown on quartz substrate
by the MPCVD system for transparent protective coatings
showed a Vicker’s hardness of 73–93 GPa with a surface
roughness of 9 nm, measured by AFM [51]. Kundu et al. [30]
obtained a hardness of 50 GPa in the NCD films embedded
in a-C matrix with surface roughness ∼9 nm at 300 K tem-
perature on quartz substrate by dc magnetron sputtering of
vitreous carbon.

The NCD films grown by the BEG process by Sharda
et al. [42, 61, 170] had a hardness in the range of 70–90
GPa at optimized conditions with rms surface roughness,
measured in an area of 5 × 5 �m2 by AFM, varying in the
range of 10–30 nm and a low amount of stress (<1 GPa).
They were shown to have achieved a strong adhesion in
their NCD films on silicon substrates that their films did not
delaminate even at intentionally induced enormous amounts
of in-plane stress [62, 98]. The strong adhesion may be the
result of implanted carbon ions, with suitable energy, into
the substrate in the initial stages of growth. Interestingly,
the reduction of the grain size from micrometer to nanome-
ter brings up unusual properties of the thin films that were
never observed before. Si wafers having thicknesses in the
range of 300–700 �m have been shown spherically bent up
to a radius of curvature of 0.02 m by a coating of highly
stressed 1–2 �m thick NCD films. The increase in the stress
was correlated to the decrease in the grain size of diamond
in the films [62]. The radius of curvature of the NCD/Si
samples can be controlled and new applications have been
proposed in the areas of X-ray physics, particle physics, etc.,
where bent wafers are used [76]. This subject is further dis-
cussed in Section 7.4. On the other hand, the NCD films,
grown adopting the same route of biasing (Section 2.2), in
multisteps, have been shown to have average surface rough-
ness as low as 5 nm with adhesion reported to be good
enough to prepare film with thickness only up to 2 �m [49].
A high amount of compressive stress and a comparatively
weak thickness in the films restrict preparation of thicker
films.
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The nanocrystalline diamond ceramics fabricated by
Hirari et al. [71] from C60 fullerene by shock compres-
sion have comparable hardness to type IIa diamond. It was
reported that the NCD platelets were too hard to measure
by the conventional micro-Vicker’s method. Nanocrystalline
diamond coatings by conversion of silicon carbide also show
promising mechanical properties, with hardness in excess of
50 GPa and Young’s moduli up to 800 GPa [107].

Thermal stability of NCD films has also been investigated
by a few groups. It has been shown that the NCD films can
be stable up to a temperature as high as 950 �C [47]. Heiman
et al. [47] annealed their NCD samples up to a temperature
of 950 �C in vacuum for 10 min and observed no change in
the EELS spectrum of the film in spite of the fact that the
films contained high hydrogen content. Sharda et al. [170]
annealed their NCD samples up to a temperature of 800 �C
in Ar ambient for one hour and, as discussed in Section 5.1,
observed no or little change in the Raman spectra of their
films shown in Figure 10. As shown in Figure 14, the rms sur-
face roughness (20–25 nm) and hardness (55–75 GPa) of the
NCD samples annealed at different temperatures remained
fairly constant to temperatures as high as 800 �C.

Tribological properties of NCD films have also been inves-
tigated by a few research groups. Erdemir et al. [19] found
out that the phase-pure NCD films, grown by MPCVD using
Ar and fullerene with rms surface roughness of 20–40 nm,
has tribological properties superior to the conventionally
grown rough MCD films, which are even comparable to the
tribological properties of the natural diamond. The sliding
friction coefficients of their NCD films against Si3N4 balls
were ∼0.05 and ∼0.1, respectively, in dry N2 and air, lower
by a factor of 5–10 than that of rough MCD films with rms
roughness of 0.35 �m. The initial friction is always observed
to be high which decreases rapidly to stabilize at lower val-
ues. In the long duration tests for 22,000 cycles of friction in
dry N2 some occasional fluctuations were observed in which
the friction increases and comes back to the same value.
However, such fluctuations were not observed in the tests in
air. Wear rates of SiC pins and Si3N4 balls against the NCD
films were found to be two orders of magnitude lower than
the wear rates against rough MCD films. Hollman et al. [34]
grew NCD films on spherical cemented carbide rock drilling
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Figure 14. Plot of hardness and rms surface roughness as a function of
annealing temperature. Hardness data presented in the graph are aver-
aged from a few sets of five indents on the samples and the error bar is
taken from the minimum and maximum hardness observed. Reprinted
with permission from [170], T. Sharda et al., J. Nanosci. Nanotech. 1,
287 (2001). © 2001, American Scientific Publishers.

bits with a spherical top of 6 mm radius and tested them
in dry and lubricated sliding against cemented carbide, ball-
bearing steel, stainless steel (CC, BBS, and SS, respectively),
titanium, and aluminum. These NCD films, grown by a hot-
flame method in which the samples are negatively biased to
500 V, showed an average surface roughness of 30 nm, mea-
sured by a profilometer, and 6–10 nm, measured by AFM in
an 8× 8 �m2 area. After a light polishing these NCD sam-
ples show a smoother surface with an average surface rough-
ness in the area of 1× 1 �m2 in AFM decreased to 2.5 nm.
The friction coefficient of the NCD films under dry sliding
conditions was high initially, similar to what was observed
by Erdemir et al. [19], and reduced after traveling a slid-
ing distance of 5–10 m to low values (0.06–0.1) against CC,
BBS, and SS. Lubrication with water and oil brought a little
change in friction. There was no change in friction of CC
while using oil lubrication and rather increased in the case
of SS and decreased in the case of BBS. Water lubrication
reduced the friction against all the materials. The friction
coefficient of as-grown NCD films against Ti and Al was high
(0.5–0.6) and soon resulted in seizure. The seizure occurred
even with the lubrication against Ti. However, a light pol-
ishing of the NCD films gave a friction of 0.1, which further
reduced to the values of 0.03–0.055 when water and oil lubri-
cations were used. In comparison, the self-mated BBS gave a
friction of 0.8, 0.4, and 0.14, respectively, in dry, water-, and
oil-lubricated conditions. In the case of wear tests, the NCD
films had a low wear whereas countersurfaces had almost
no wear. The wear resistance of the NCD films in dry slid-
ing against SS is shown to be 100 times higher than that of
self-mated BBC with oil lubrication. This gives an idea of
how excellent NCD is for wear-resistant coating. The friction
coefficient of the NCD films grown at high methane concen-
tration using the MPCVD system by Yoshikawa et al. [48]
was 0.02, again after having an initial high value of approxi-
mately 0.2, similar to what was observed in the previous two
cases. Hong et al. [227] studied tribological properties of
their NCD film synthesized on silicon substrates using 10%
CH4/H2 microwave plasmas. The NCD film, grown for 20
hours, consisted of 30–50 nm size diamond grain and had a
surface roughness of 10 nm. The friction coefficient, mea-
sured using a SiC ball of 6.35 mm diameter with 0.5 N load,
was in the range of 0.05–0.07 in dry air.

Investigations from the aforementioned studies revealed
that smooth NCD films have superb tribological proper-
ties and show low friction and wear even against materi-
als, which normally behave poorly as sliding contacts in the
countersurfaces such as stainless steel, Ti, and Al. A supe-
rior performance as compared to the rough MCD films is
obviously a result of the smooth surfaces of NCD films.
Friction and wear can be defined, respectively, as the resis-
tance experienced in the motion when a solid body is mov-
ing tangentially against another in contact and the damage
occurring or removal of the material from one or both of
the solid surfaces because of this motion. This resistance
in the motion of diamond and diamondlike films has been
shown to arise mainly from a combination of two main fac-
tors; physical/chemical attraction or adhesion and mechan-
ical ploughing at the two surfaces in motion [9, 19, 34].
As mentioned, the conventionally grown MCD films have
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rough surfaces with sharp crystal edges. These sharp asper-
ity tips on the rough diamond surfaces result in abrasive
cutting and ploughing of the softer counterfaces giving high
friction and wear from these MCD films [19]. In the case
of smooth diamond surfaces the ploughing effect minimizes
and thus the friction is low which is defined largely by phys-
ical/chemical interactions between the sliding surfaces or
in other words by the adhesive component of the friction.
There is another factor which makes NCD films superior to
MCD films for tribological applications. That is its ability
to become more smooth during sliding [19, 34, 48]. It can
be seen while observing the initial high friction coefficient
of NCD films, which rapidly decreases to stabilize at lower
values [19, 34, 48]. This initial high friction comes from the
as-deposited NCD surface roughness, which is still in the
range of 20–40 nm. However, soon after the sliding starts
these surfaces become ultrasmooth (3–6 nm [19], 0.6 nm
[34]), reducing the friction coefficient, which is now purely
defined by the adhesive component of the friction. The
adhesive component is also minimized when the diamond
surfaces are passivated. This is indeed the reason given for
the low friction of smooth or cleaved diamond surfaces [228,
229]. It has been shown (Gardos in [1]) that the friction
coefficient of self-mated diamond increases when adsorbed
gases are desorbed. Hollman et al. [34] showed that their
NCD diamond films have a higher concentration of hydro-
gen than the MCD films and that may have contributed to
improved tribological properties. The large fluctuations of
the former in the long duration sliding in dry nitrogen were
attributed to the phase transformation of the moving asper-
ity of NCD films generating micromechanical wear from the
graphitic debris accumulating at the sliding interfaces. When
this debris is removed by mechanical means as the sliding
continues the friction again comes back to the same lower
value.

In addition to modifying structural and electronic proper-
ties, as described in Section 4, ion implantation has also been
employed to improve mechanical properties of NCD films.
Xu et al. [230] studied the influence of nitrogen ion implan-
tation on the friction and wear properties of NCD films.
They found that the friction coefficient of their 800 nm thick
NCD film on Si substrate in ambient conditions, while rub-
bing against a ruby ball and without any implantation, was
0.7. A wear scar of 12 mm diameter can be seen on the ruby
ball in only 10 cycles of rubbing against NCD film. The fric-
tion coefficient reduces a little with sliding cycles, however,
still resulting in a severe wear of the ruby ball. The NCD film
broke after 250 cycles when the wear scar diameter on the
ruby ball was 0.32 mm. The N ion implantation of the NCD
film significantly decreased the friction coefficient and wear
of the ruby ball. The friction coefficient decreased to 0.08
when the implanted fluency reached to 1 × 1017 ions/cm2.
In this case, even after 1000 cycles of rubbing against NCD
films the wear scar diameter of the ruby ball was only about
0.05 mm. The adhesive component of the friction was shown
to be the main reason for such a high friction between ruby
ball and NCD surfaces. The N ion implantation with a typi-
cal fluency of 1×1017 ions/cm2 changes the surface chemical
state of NCD film thus reducing the adhesion between the
two sliding surfaces resulting in improvement in the tribolog-
ical properties of the NCD films. Moreover, transformation

of some part of diamond crystallites into amorphous sp3-
rich bonds and a highly disordered sp2-rich structure, which
also attributed to the decrease of the friction coefficient and
wear of the ruby ball, may also contribute to decreasing the
friction and wear of the ruby ball.

In summary, the NCD films have superior mechanical
and tribological properties compared to the rough MCD
films. The former can therefore be a superior replacement
to rough MCD films in tribological applications because the
as-grown smooth surfaces not only save time and cost of pol-
ishing the rough MCD surfaces but also are able to become
ultrasmooth soon after the sliding starts.

7. APPLICATIONS

7.1. MEMS

MEMS is one of the most rapidly growing technologies
which involves miniaturized mechanical components and
devices. It has a broad range of commercial applications with
a diverse collection of evolving MEMS sensors and actua-
tors for applications in transportation, medicine, industry,
and aerospace. The MEMS devices, already on the market,
are sensors that trigger car airbags, nozzles for ink-jet print-
ers, and tiny blood-pressure monitors that can be implanted
in the human body.

Currently silicon is the main material used in MEMS
devices because of the already available Si surface machin-
ing technology. However, because of its poor friction and
wear properties it is not considered suitable for differ-
ent micromachines with fast-moving parts. Thus the future
MEMS applications demands a different material that pos-
sesses excellent mechanical and tribological properties and
additionally that should be able to perform well in extreme
environments in order to realize the range of its poten-
tial applications. Diamond with its exceptional mechanical
and tribological properties in combination with high chem-
ical inertness and high thermal conductivity has all that
is needed to be an ideal tribomaterial for MEMS compo-
nents, especially where significant rolling and sliding con-
tact under harsh conditions are involved. MCD films have
rough surfaces with granular morphology not suitable for
MEMS applications and instead smooth NCD films will
be the best suitable diamond films for MEMS applica-
tions. Krauss et al. [5] have demonstrated fabrication meth-
ods, some unique to diamond and some related to existing
Si fabrication technology, to fabricate MEMS components
based on their phase-pure UNCD. Butler and co-workers
[6] recently demonstrated fabrication of MEMS resonators
from conformal NCD coatings on Si and device processed
Si wafers. They [6] reported fabrication of nanomechanical
resonant structures in NCD. A different method of pretreat-
ment was adopted in which the substrate was first exposed to
the deposition conditions in the MPCVD system for 20 min
followed by ultrasonic bath treatment of nanodiamond pow-
der suspended in ethanol. Single-crystal silicon wafers were
thermally oxidized to obtain a 1 �m thick silicon dioxide film
before using them as substrates to grow the NCD films. The
NCD films, grown at 750 �C using 3 sccm of methane and
900 sccm of hydrogen at a microwave power of 800 W, con-
sisted of columnar grains that range in size from 5 to 15 nm
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near the substrate interface to 10% of the thickness of the
film at growing surface. NCD films as thin as 80 nm were
obtained and by using standard lithographic and semicon-
ductor processing techniques, NCD structures with a lateral
dimensions as small as 50 nm were fabricated with the mea-
sured mechanical resonant frequencies up to 640 MHz.

7.2. SAW Devices

SAW devices that typically consist of piezoelectric substrates
(quartz, lithium niobate) on which thin metal film integrated
transducers are fabricated using photolithiography have key
applications in microwave and rf electronics. High frequency
SAW devices can be obtained with relaxed lithography cri-
teria if diamond can be used as a substrate because of its
high SAW velocity [2]. However, as-grown MCD film can-
not be used because of its high surface roughness and its
uses after polishing may not be considered practical since
the existing SAW devices are very competitive and price sen-
sitive [2]. Recently Bi et al. [3] showed that the NCD films
could be a superior replacement to MCD films for high fre-
quency SAW devices. NCD films have smooth surfaces that
save processing time and money that are needed to pol-
ish the rough MCD films for their uses in SAW devices. In
addition, interestingly, the NCD films grown in MPCVD sys-
tem were shown to have superior SAW properties as well,
in terms of elastic isotropy and absence of grain boundary
scattering.

7.3. Electrochemical Electrodes

Diamond is an attractive material for applications in elec-
trochemical analyses and synthesis. This attractiveness arises
from its extreme electrochemical window (>3 V) and chemi-
cal inertness [231]. Some of these applications are qualitative
and quantitative electrochemical analyses, water purification
and disinfection, reduction of oxidants and heavy metals,
synthesis of powerful oxidants like chlorine, etc. [9]. Boron-
doped MCD film electrochemical electrodes exhibit superior
properties in aqueous solutions compared to other material
electrodes such as platinum electrodes that have a potential
span of 1.5 eV. However, because of the surface morphology
of the MCD films it requires a thick film of several microme-
ters to obtain pinhole-free films. NCD films will be advanta-
geous to MCD films in this area mainly because doping may
not be needed and also a much smaller thickness should be
good enough for the corrosion protection of the underlying
substrate.

7.4. DNA Modified NCD Substrates

In the most recent advancements in the area of nanocrys-
talline diamond, it was shown that the NCD films could be a
near ideal substrate for integrating microelectronics to bio-
logical modification and sensing [232]. Two types of NCD
samples, grown on silicon substrates in the MPCVD sys-
tem, were investigated in this study. One of the two sam-
ples was grown using the routes described in Sections 2.1.1
and 3.2.3 with a thickness of 0.75 �m at 150 Torr using
99% Ar and 1% CH4. Another NCD sample was 0�5 ±
0�2 �m thick and was grown using 900 sccm hydrogen and

1 sccm CH4 at 15 Torr, also by the MPCVD system. Sequen-
tial steps taken to attach DNA to a NCD surface are
illustrated in Figure 15 [232]. Initially H-terminated NCD
surfaces (Fig. 15a) were chemically modified to produce
a layer of amine groups using a photochemical scheme.
A DNA-modified NCD surface (Fig. 15e) was produced
by reacting the amine-terminated NCD surface with a het-
erobifunctional cross-linker sulphosuccinimidyl-4-(N -male-
imidomethyl) cyclohexane-1-carboxylate (SSMCC) followed
by a reaction with thiol-modified DNA (Fig. 15b–d). Hybri-
dization studies, carried out using two different oligonu-
cleotides attached to the surface and two fluorescently
tagged complementary and noncomplementary oligonu-
cleotides, showed no detectable nonspecific adsorption, with
extremely good selectivity between matched and mismatched
sequences. To demonstrate diamond’s unique ability to
achieve extremely high stability and sensitivity, stability stud-
ies of NCD and other commonly used surfaces for biologi-
cal modification, such as gold, silicon, glass, and glassy car-
bon, were performed and compared. All the DNA-modified
surfaces were prepared with nearly identical chemistry and
were subjected to 30 successive cycles of hybridization and

Figure 15. Sequential steps in DNA attachment to NCD surface.
Reprinted with permission from [232], W. Yang et al., Nature Mater. 1,
253 (2002). © 2002, Macmillan Magazines Ltd.
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denaturation. The fluorescence image was obtained after
every cycle of hybridization and also after every cycle of
denaturation. Figure 16 [232] shows no measurable decrease
in the signal intensity of the UNCD sample even after 30
cycles of hybridization–denaturation, whereas there are a
small but steady decrease in DNA-modified silicon surfaces
and rapid degradation in DNA-modified gold and commer-
cially available amine-terminated glass. In addition, two types
of commercially available glassy carbon, prepared at 1000
and 3000 �C, respectively, showed 30% degradation and
stability over 30 cycles of hybridization and denaturation.
However, the latter material is not compatible with silicon
microelectronics technology because of the high tempera-
tures involved in its fabrication. This clearly demonstrated
the superiority of DNA-modified NCD over others in its abil-
ity to achieve very high stability and sensitivity and, as dia-
mond has the potential advantage of being compatible with
microelectronics, the findings of this report on NCD thin film
should be an important breakthrough in the development of
completely integrated biological sensing systems.

Earlier in the same year, in the conference “Diamond
2002” (Granada, Spain), Takahashi [233] demonstrated in
his presentation that CVD diamond is a good material
to solidify and preserve DNA. A diamond chip of dimen-
sions 3 mm × 3 mm × ∼0.3 mm was chemically modified
by the amino linkage with the carboxylation. Not only was
∼4 pmole/mm2 of oligonucleotide fixed with the amide link-
age, as compared to ∼0.5 pmole/mm2 for a silicon chip;
DNA fixed on a diamond chip was also shown to be more
stable than the DNA fixed on a silicon chip. Covalently
bound complementary DNA libraries on diamond chips

Figure 16. Stability of DNA-modified UNCD film and other materials
during 30 successive cycles of hybridization and denaturation. All the
DNA-modified substrates were amine-modified and then linked to thiol-
terminated DNA using SSMCC as a covalent linker, as described in Sec-
tion 7.4 and Figure 14. The fluorescence intensities after hybridization
with perfectly matched, fluorescently labeled complements are shown.
For each substrate, the fluorescence was measured after each denat-
uration step and was confirmed to be zero. Reprinted with permis-
sion from [232], W. Yang et al., Nature Mater. 1, 253 (2002). © 2002,
Macmillan Magazines Ltd.

were reported to be stable for two years after solidification.
DNA preservation using diamond chips was said to become
the most important postgenome technology.

7.5. NCD Coated Bent Si Wafers

As mentioned in the Section 6, some interesting and unusual
results were reported to emerge when NCD films were
grown on Si substrates by providing controlled and con-
tinuous bias current density (BCD) in a MPCVD system
[62, 98]. It was reported that NCD films grown by the
BEG process can contain an enormous amount of stress
when grown at high BCD. The interesting point to note
was that the samples bend dramatically due to stress with-
out delaminating. Such bending of the wafers was possi-
ble to demonstrate experimentally due to having developed
strong adhesion in the films that can sustain an enormous
amount of stress, which bent the whole sample. As the films
show characteristics of NCD, their large grain boundary
area, accommodating nondiamond carbon impurities, and
the hydrogen content of the films were hypothesized to be
the origin of the large stress in the films [98]. A high amount
of stress in the films may cause bending of the substrates
such as silicon [62]. The curved crystals find potential appli-
cations in the area of X-ray optics and particle physics [76].
A bent silicon wafer can be used in place of a magnet to
deflect a beam of charged particles and ions [234–236]. In
fact, this area of deflection of beams of charged particles
by bent crystals has now become a mature field, both with
respect to fundamental investigations as well as applications.
However, to date, a heavy mechanical mechanism (crystal
bender) is being used to mechanically bend the crystal to the
desired radius of curvature depending upon the application
[234–237]. The stress and hence the curvature of the films on
silicon substrates were shown to vary by changing the BCD
[61, 76]. Different growth conditions result in films with a
wide range of radius of curvature (0.02 to 3.5 m). It was
proposed to use these bent Si substrates in place of crystal
benders, a cumbersome mechanical arrangement used for
bending silicon in those areas. Data on the range of radius
of curvature used in X-ray optics and particle physics were
compared with the radius of curvature obtained by induc-
ing stress in the NCD films on Si wafers. Interestingly, the
radius of curvature of the NCD coated Si wafers obtained
in this work falls in the range of the radius of curvature of
bent crystals used in X-ray optics and particle physics exper-
iments [76]. Therefore, these freestanding bent wafers may
replace the cumbersome mechanism of crystal benders, used
in the area of X-ray optics and particle physics experiments.
It should be noted that this was just a proposal and can be
verified only when the NCD coated bent wafers could be
tested practically.

7.6. Search for Extraterrestrial Diamond

Some of the features of natural diamond are different from
synthetic ones. For example, on the atomic level, natural dia-
monds can include paired nitrogen atoms whereas synthetic
diamonds (HPHT—Section 1.1) that begin with a diamond
seed have single nitrogen atoms and also metal catalysts that
absorb nitrogen. These differences are the basis of the idea
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of the presolar origin of natural diamond. Some researchers
believe that diamond carbon came from supernovas (explo-
sive, dying stars) that released carbon into our solar system
about 5 billion years ago. From spectroscopic data on preso-
lar diamonds and observations of dense molecular clouds,
it is estimated that 10 to 20% of cosmic carbon is nano-
diamond in the dense media. Meteorites transported the
carbon to earth, where extreme heat and pressure trans-
formed it into diamonds. However, neither diamonds nor
fullerenes have been detected in space so far unlike in mete-
orites, but their presence has been predicted. Let us discuss
this subject in more detail.

7.6.1. Meteoritic Diamonds
Diamond was first reported in a meteorite in 1888 from two
fireballs seen to land in Siberia. The field blossomed in 1987
when John Wacker and Tang Ming, working in the labora-
tory of Edward Anders at the University of Chicago, dis-
covered minuscule diamonds, only a few nanometers across,
from a type of meteorite called carbonaceous chondrites.

Two types of meteorite contain diamond: stony and iron.
Sometimes a large amount of diamond is collected from
meteorites. The sintered, polycrystalline microdiamond from
meteorites aggregates has a porous ceramic texture and
ranges up to 3167 carats, which is 61 carats heavier than
Cullinan, the largest single crystal diamond.

Nanodiamonds recovered from meteorites, which origi-
nate in asteroids, have been thought to be the most abun-
dant type of presolar grain. Diamonds account for more than
99% of the identified presolar meteoritic material, with an
abundance that can exceed 0.1% (1000 ppm) of the matrix,
corresponding to more than 3% of the total amount of
carbon in the meteorite. Presolar diamonds have been iso-
lated from ordinary, carbonaceous, and enstatite chondrites,
and the proportion of C diamond is between 3 and 4%
[238]. Diamonds of meteorite and presolar origin are mostly
nanocrystalline (∼2 nm) but are in extraordinary high con-
centrations (120 to 1600 ppm) in meteorites. Such diamond
is more abundant than presolar SiC (∼10 ppm), graphite
(∼2 ppm), and other minerals. Because of the extremely
fine grain sizes, analytical measurements on chondritic nan-
odiamond, unlike graphite and SiC, can only be obtained
on aggregates and not single crystals. N concentrations in
presolar diamonds range from 2000 to 12,000 ppm: an exotic
source for N in presolar diamonds [238].

In addition to diamond and graphite, a-C has also been
seen in meteorites. However, recent observation shows that
their abundance decreases with heliocentric distance, in
which large-scale transport and circulation within the early
solar system is depleted [238]. Apart from presolar origin
meteorite impacts on earth could have transformed carbon
and graphite into diamond and lonsdaleite though there is
no proof. On the other hand formation of nanodiamond in
space is thought to be similar to that of passive CVD dia-
mond and carried by meteorites to earth.

7.6.2. Presolar Diamonds
Laboratory conditions in which CVD diamonds are pro-
duced are considered to be broadly similar to stellar atmo-
spheres in H/C and C/O ratios and temperature. If C/O > 1,

which is attained in the helium shell of massive stars, dia-
mond is expected to condense. The CVD model is consistent
with hydrogen bonding on the surfaces of presolar diamonds
and with the prediction, from remote spectroscopy, that
grain surfaces in C-rich circumstellar envelopes are satu-
rated in -C–H-.

The prevailing theory for the origin of presolar diamond
is that it condenses by a CVD-like process in stellar atmo-
spheres or in atmospheric outflows from red giant stars [with
solar masses (Msun) = 8 to 12] in the evolutionary sequence
of becoming type II supernovae (SN). Type I SN have also
been suggested as sources of diamond that involves binary
stars, one of which is a dense white dwarf that gravitation-
ally accretes material from a companion, 1 to 8 Msun C star
(C/O > 2) and ultimately incinerates [238].

In the type I SN, the disruptive explosion results from the
sequestering of matter from a companion star by a dense
white dwarf. In a type II SN, a single star, usually a super-
giant in the evolutionary sequence, undergoes a gradual and
then a catastrophic collapse as core fuels in sequential lay-
ers are expended. On final implosion and rebounding, the
outermost envelopes are blasted into the interstellar media.
It is in these outermost expanding and cooling envelopes of
type I and type II SN that nanodiamonds nucleate, perhaps
a month or so after a SN event. Thermonuclear reactions in
SN take place at several million Kelvin and are far in excess
of temperatures of C condensation as diamond. Hence, dia-
mond nucleation is governed by expansion and cooling of
SN envelopes, which may only reach critical diamond con-
densation temperatures in a year or so after an SN event. C
availability may also increase by ionization and dissociation
of inert CO into C and O [239].

7.6.3. Experimental Evidence
Infrared stretching of an interstellar CH band (at 2880 cm−1)
of NGC 7538 IRS 9 indicated the presence of diamond or
related material in the dense interstellar molecular cloud.
The abundance of diamond in other nebula (like in the Egg
nebula) and meteorites is believed that to have been pro-
duced by a shock wave of interstellar medium [240]. UV
light from nearby stars suggests that diamond dust drifts
in the vast spaces among stars. Diamond grains may con-
centrate in the cocoons of dust enshrouding young stars,
because the meteorite diamonds absorb infrared light in a
pattern similar to the light absorbed by grains around young
stars.

8. CONCLUSIONS
This chapter reviews several aspects of nanocrystalline dia-
mond and also presents a comparative study of related mate-
rials at relevant places. Starting from the classification of
diamond and related materials, various new synthesis routes
that have been developed by different groups over the last
few years since realizing the importance of nanocrystalline
diamond films have been described elaborately. A variety of
growth from phase-pure NCD to NCD embedded in ta-C
or a-C matrix is possible.

The transport property of phase-pure UNCD films is
addressed in detail, as one major issues of the chapter,
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with special emphasis placed on their nitrogen doping. A
successful n-type doping, which has been quite elusive in
MCD diamond, is demonstrated in nitrogen incorporated
NCD films. It is shown that nitrogen is very much solu-
ble in NCD films and that it forms a conducting percola-
tion path through the grain boundary and a shallow donor
level quite close to the CB. As a result, a very high conduc-
tivity of n-type diamond has been achieved. While review-
ing other nitrogen-doped diamond and related materials,
it was found that such an improvement in the transports
properties is unique to NCD. At high doping levels this
material becomes a semimetal. The low temperature depen-
dent conductivity is explained in terms of hopping conduc-
tion and impurity conduction similar to that of boron-doped
MCD diamond. Hall measurements identified electrons as
majority carriers with a very high concentration as well as
reasonably good mobility. With the increase of nitrogen con-
centration the structure of UNCD films appears to change
a little making the grain boundaries wider. Theoretical pre-
diction agrees with the results of transport properties. The
nitrogen doping in the UNCD films is also shown to have
enhanced their field emission properties opening up various
potential applications. Optical, mechanical, and tribologi-
cal properties of NCD films were reviewed. Additional fea-
tures start appearing in the Raman spectroscopy of the films
when the diamond grain size changes from micrometer to
nanometer. The origin of these features with another inter-
esting phenomena of phonon confinement in nanodiamond
grains is discussed. Excellent optical, mechanical, and tri-
bological properties of the NCD films with naturally grown
much smoother surfaces and additional advantageous prop-
erties appear to be a superior replacement for MCD films
in potential applications in areas such as optical windows,
wear-resistant coatings, SAW devices, MEMS, etc. Some
other aspects of NCD, such as electrochemical electrodes
and DNA modified NCD substrates, are also discussed in
brief. DNA-modified NCD appears to be superior to other
DNA-modified materials in its ability to achieve very high
stability and sensitivity and, while diamond being compati-
ble with microelectronics, this advancement may help in the
development of completely integrated biological sensing sys-
tems. Some other interesting and unique features of NCD
films are also reviewed that arise when the grain size reduces
to nanometers. One such feature is generation of enormous
stress in a micrometer thick NCD thin film that bent Si
wafers (several hundreds of micrometers thick) to a radius
of curvature as low as 0.02 m. Finally, NCD in meteorites
coming from deep space including a brief description of the
presolar origin of nanodiamond is also reviewed.

GLOSSARY
Chemical vapor deposition (CVD) A method to deposit
thin film onto a substrate in which the deposited species are
formed by chemical reactions between gaseous reactants at
elevated temperature in the vicinity of the substrate.
Deoxyribonucleic acid (DNA) A macromolecule consisting
of one or two strands of linked deoxyribonucleotides.
Dielectrophoresis It is defined as the lateral motion
imparted on uncharged particles as a result of polarization
induced by non-uniform electric fields.

DNA hybridization Formation of a duplex structure by two
complementary single strands of DNA.
Field emission Emission of electron from the surface of a
material by application of electric field.
Fluorescence The emission of light by a substance imme-
diately after the absorption of energy from light of usually
shorter wavelength.
Friction and wear Friction is the resistance to motion
experienced when a solid body is moving tangentially against
another in contact. Wear is the damage occurring or removal
of the material from one or both the solid surfaces because
of this motion (sliding, rolling or impact).
Grain boundary Boundary between grains in polycrys-
talline materials.
Micro/nanoelectromechanical systems (MEMS/NEMS)
The miniaturized mechanical components and devices.
Negative electron affinity Similar to a work function, the
electron affinity is defined as the energy required for an elec-
tron to escape from the conduction band edge to vacuum.
The case of having vacuum level below the conduction band
is termed as negative electron affinity which results in easy
emission of electron from the surface of a material.
Plasma chemical vapor deposition (Plasma CVD) The
chemical reactions between gaseous reactants are activated
in plasma.
Surface acoustic waves (SAW) A device in which acoustic
waves propagating on the surface of a piezo-electric crystal
transfer a signal between two transducers.
Thermal chemical vapor deposition (Thermal CVD) The
chemical reactions between gaseous reactants are activated
using thermal energy.
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1. INTRODUCTION
Dielectric properties of solids are determined by electric
dipoles having a length scale of a few angstroms. A local
change in microstructure or composition within this length
scale affects the type and intensity of the dipole. As the par-
ticle size decreases to the nanometer scale local microstruc-
ture and composition changes relative to the bulk state are
greatly increased especially at the particle surfaces and may
reach 50% of the total material volume. Consequently, the
dielectric properties of nanometer-sized particles are unique
and different than those of bulk-sized particles. Fabrication
methods of nanometer-sized particles have been developed
to a mature state where high control on size and compo-
sition is achievable which enables efficient usage of their
unique dielectric properties. Indeed, nanometer-sized parti-
cles are being used in various dielectric-based applications
such as capacitors, electronic memories, and optical filters.
In addition, intensive studies of further exploitation of their
unique dielectric properties in future high-tech devices are
being carried out.
In spite of the significant experimental data and knowl-

edge gathered on dielectric properties of nanometer-sized
particles the level of their understanding and modeling is far
from being satisfactory. Even in simple nanostructures the
theoretical models succeed in describing only qualitatively
the dielectric behavior. Quantitative theoretical expressions
usually depend on immeasurable parameters and fail in eval-
uating the experimental results. In more complicated nano-
structures there is not even basic understanding of their
dielectric properties due to the difficulty in identifying the
different types of electric dipoles at the particle surfaces and
in evaluating the contribution of each type of these dipoles
to the macro dielectric properties of the materials.

This chapter makes a first attempt to review the cur-
rent knowledge and understanding of dielectric properties
of nanometer-sized particles. It is divided into two main sec-
tions; the first one refers to linear and the second one refers
to nonlinear dielectric materials. Each section is subdivided
to homogeneous and inhomogeneous systems. Each system
is first defined according to microstructure and composi-
tion characteristics. The dielectric properties of each system
are then summarized by presenting experimental results on
the effect of decreasing the particles from bulk to nano-
meter size as well as changing their microstructure and com-
position on the dielectric permittivity, dielectric loss, and
temperature-dependent dielectric response. In some cases,
unique preparation methods of the particles and their tech-
nological applications are detailed. Finally, the dielectric
behavior of each system is explained by presenting various
theoretical models and emphasizing the limitations of each
model in predicting the dielectric properties.

2. LINEAR DIELECTRICS

2.1. Homogeneous Materials

The dielectric behavior of homogeneous linear dielectric
materials is changed as the particle size decreases from
a typical bulk value into a nanometer scale. Experimen-
tal studies have reported that nanometer-sized particles
have a higher dielectric permittivity than that of their bulk-
sized particles especially at low frequencies. For example, in
nanometer-sized amorphous SiO2 particles having an aver-
age size of about 20 nm, the relative dielectric permittiv-
ity (dielectric constant k′ = �′/�0� is equal to about 13 at
1 kHz, which is higher by a factor of 3.3 than that of the
bulk particles [1]. Another example shows that the dielec-
tric constant of nanometer-sized amorphous silicon nitride
particles is equal to 380 at 10 kHz, which is higher by a fac-
tor of about 48 compared to that of the micron-sized parti-
cles [2]. A similar dielectric enhancement was also reported
in other materials such as Al2O3 [3], Si [3], and TiO2 [4].
This dielectric enhancement is attributed to dipoles asso-
ciated with the interfaces of the nanometer-sized particles.
These dipoles result from different types of point defects
at the particle interfaces such as dangling bonds, twisted
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bonds, and bonds with adsorbed foreign polar molecules.
Interface dipoles associated with dangling bonds were iden-
tified in nanometer-sized SiO2 particles by using electron
paramagnetic resonance (EPR) spectroscopy [1]. The den-
sity of these dipoles was reduced by thermal annealing, with-
out changing the particles size, which results in a decrease
of the dielectric constant [1]. A similar thermal annealing
effect was observed in nanometer-sized SiC particles [5].
Interface dipoles associated with adsorbed polar molecules
were identified in nanometer-sized Fe2O3 particles [6]. Inter-
face dipoles have different relaxation times than those of
bulk dipoles. For example, two different relaxation times
that differ from each other by almost an order of magnitude
were measured for two different types of interface dipoles
in nanometer-sized Fe2O3 particles [6].
The dielectric permittivity of nanometer-sized particles

can be described by the Havriliak–Negami (HN) expression
[7],

�∗ = �� + ��s − ���
�1+ �i	
0�

��
(1)

where �s is the static permittivity, �� is the high frequency
permittivity, 	 is the angular frequency, 
0 is the mean relax-
ation time, and � and  are parameters that vary between 0
and 1 and describe the symmetric and asymmetric broaden-
ing of the relaxation process. The dependence of �′ and �′′

on the applied field frequency can be obtained by rearrang-
ing Eq. (1). For example, in the case of a symmetric broad-
ening of the relaxation process ( = 1) the dependence of
�′ and �′′ on 	 is as follows:

�′�	� = �� + ��s − ����1+ �	
0�
� cos���/2��

1+ 2�	
0�� cos���/2�+ �	
0�
2�

(2)

�′′�	� = ��s − ����	
0�� cos���/2�
1+ 2�	
0�� cos���/2�+ �	
0�

2�
(3)

The dielectric behavior of bulk-sized particles is usually
characterized by a dominant polarization mechanism of bulk
dipoles having a narrow distribution of relaxation times (�∼
1). In this case, the plot of �′ vs. 	, according to Eq. (2),
shows the Debye behavior characterized by a sharp decrease
of �′ from �s to �� within a narrow range of frequencies
around 	 = 
−1

0 (Fig. 1a). The mean dielectric loss, �′′mean, is

1 10 100 1000 10000 100000 1000000

Frequency (Hz)

'k

a)

b)

Figure 1. The dielectric constant as a function of applied field fre-
quency for (a) bulk-sized particles and (b) nanometer-sized particles.

generally composed of three contributions that depend on
frequency and temperature,

�′′mean�	� T � = �′′pol�	� T �+ �′′inter�	� T �+ �′′dc�	� T � (4)

where �′′pol�	� T � results from dipolar reorientation,
�′′inter �	� T � is associated with interface polarization, and
�′′dc�	� T � results from the dc electrical conductivity. The
first component of Eq. (4) is detailed by Eq. (3) for � = 1,
the second component of Eq. (4) is also included in Eq. (3)
for the case of � < 1, and the third component of Eq. (4)
depends on the dc electrical conductivity as

�′′dc�	� T � = �dc�T �/
(
�0	

1−K) (5)

where 0 ≤ k ≤ 1. In the case of bulk-sized particles,
the second and third components of Eq. (4) are negli-
gible compared to the first component due to the low
density of interfaces and small dc electrical conductivity
(�dc < 10−10 �−1 m−1�. In this case the plot of �′′ vs. 	
according to Eq. (3) for �∼ 1 shows a peak that spans over a
narrow range of frequencies and reaches its maximum value
at 	 = 
−1

0 (Fig. 2a). At the maximum point of the peak the
oscillating charges are coupled directly with the oscillating
field, which results in a maximum absorption of the electrical
energy. In the case of nanometer-sized particles, � is closer
to zero than to one, due to a large distribution of relaxation
times owing to different types of interface dipoles. The plot
of �′ vs. 	 for this case (Fig. 1b) shows a continuous decrease
of �′ over a wide range of frequencies from few mHz up
to tens of KHz as observed experimentally. In nanometer-
sized particles, the contribution of �′′inter�	� T � and �′′dc�	� T �
to �′′meas�	� T � is not negligible as in bulk-sized particles but
rather dominant. For example [6], in nanometer-sized F2O3
particles, the dc electrical conductivity was found to be about
10−7 �−1 m−1 which is higher by 3 orders of magnitude com-
pared to their bulk value. The relatively high dc electrical
conductivity of nanometer-sized particles is attributed to the
high density of interface states. These states can contribute
charge carriers due to ionization and can also function as
conduction centers for the transport of charge carriers. This
interface contribution to the dielectric loss is dominant at
low frequencies and decreases monotonously with increas-
ing frequency (Fig. 2b). The dielectric differences between
nanometer-sized and bulk-sized particles can also be seen
in the graphical presentation of �′′ vs. �′ (Cole–Cole plot).
In the case of bulk-sized particles the plot of �′′ vs. �′ results
in a perfect semicircle curve which indicates a single polar-
ization mechanism of dipoles having a narrow distribution
of relaxation times (Fig. 3a). However, the Cole–Cole plot
for nanometer-sized particles (Fig. 3b) shows a major devi-
ation from a perfect semicircle especially at low frequencies
which indicates a large distribution of relaxation times.

2.2. Heterogeneous Materials

Heterogeneous dielectric systems consist of components
having different dielectric permittivity and electrical conduc-
tivity. The presence of different types of constituents enables
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Figure 2. The dielectric loss as a function of applied field frequency for
(a) bulk-sized particles and (b) nanometer-sized particles.

more degrees of freedom to change the dielectric prop-
erties and obtain unique dielectric behavior compared to
homogeneous materials. At the interfaces between dissimi-
lar particles space charges are built up and induce interfacial
polarization. As the size of the particles decreases to the
nanometer range and the volume fraction of the particles
increases, the mechanism of interface polarization becomes
more dominant in determining the dielectric behavior of
the material. There is no general theoretical model that can
predict the magnitude of interface polarization in heteroge-
neous materials due to the difficulty of defining quantita-
tively the particles interfaces. Current models of dielectric
behavior include parameters that refer to different types of
interface dipoles that can be evaluated only from experimen-
tal results. Most of the experimental studies and theoretical
models of heterogeneous dielectric materials have focused
on binary systems composed of metal particles embedded
in an insulating matrix. These systems provide enhanced
dielectric permittivity compared to the pure matrix over a
wide range of metal compositions. More recently, an oppo-
site trend has arisen, where heterogeneous systems having
a dielectric permittivity lower than that of the matrix are
fabricated and modeled especially for microelectronic appli-
cations. In the following section the properties of both types
of heterogeneous systems are reviewed for nanometer-sized
particles and compared with bulk-sized particles.

k'

k
''

b)

a)

Figure 3. The Cole–Cole plot for (a) bulk-sized particles and (b)nano-
meter-sized particles.

2.2.1. Nanocomposites
A nanocomposite dielectric material is a heterogeneous sys-
tem where at least one of the components has nanometer-
sized particles. In this section the term nanocomposites will
refer to a system composed of either nanometer-sized metal
particles dispersed in an insulating matrix or metal parti-
cles surrounded by nanometer-sized dielectric particles. The
dielectric behavior of nanocomposites can be manipulated
by changing the size, shape, and composition of the parti-
cles. The effect of each of these parameters on the dielectric
behavior is described in this section.
The effect of composition on the dielectric behavior of

nanocomposites is characteristic of a percolation system. At
the percolation threshold, there is a sharp rise of the dielec-
tric permittivity which follows a power law dependence on
the metallic phase concentration, x [8, 9],

�ef ∝
∣∣∣∣
�x − xc�

xc

∣∣∣∣
−q

(6)

where q is a critical exponent and xc is the percolation
threshold. The critical exponent, q, and the percolation
threshold, xc, depend on many parameters including the
particle size. Experimental studies show a large distribu-
tion of percolation threshold values for nanocomposites. For
example, the percolation threshold of Au–SiO2 and Ag–SiO2
nanocomposites was found to be at about xc = 0�50 [10,
11], which is higher than that of randomly packed bulk-sized
particles [13]. On the other hand, the percolation thresh-
old of W–SiO2 nanocomposites (micron-sized W particles
surrounded by nanometer-sized SiO2 particles) was found
to be at about xc = 0�2 [12], which is lower than that of
randomly packed bulk-sized particles [13]. There is no the-
oretical model that can predict the percolation threshold
of nanocomposites, even for a relatively simple geometrical
configuration of equal metal spherical particles uniformly
dispersed in an insulating matrix, due to probably a strong
interfacial interaction of the metal particles [10].
Below the percolation threshold, the dielectric permittiv-

ity of nanocomposites was found to be higher than that of
pure bulk-sized particles of the matrix [10, 14]. For exam-
ple, the dielectric constant of Au–SiO2 nanocomposites was
found to be higher by a factor of 10 compared to that of
bulk-sized SiO2 particles [15]. This finding was obtained for
a composition below the percolation threshold, where the
Au particles have an ellipsoidal shape, a nanometer size
(80 nm length and 30 nm width), a random distribution
in the SiO2 matrix, and a distance of 30–200 nm between
neighboring particles. ESCA measurements showed that the
surfaces of the nanometer-sized Au particles are electrically
charged which explains the dielectric permittivity enhance-
ment due to an interface polarization mechanism.
Below the percolation threshold, the interface polariza-

tion contribution to the total dielectric polarization becomes
more dominant as the concentration of the nanometer-sized
metal particles increases which results in an increase of the
dielectric permittivity [10, 14].
The dielectric loss of nanocomposites is higher than that

of their bulk-sized particles. For example, in the case of Au–
SiO2 and Ag–SiO2 nanocomposites, the dielectric loss was
found to be higher by a factor of 3–7 compared to that of
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their bulk-sized particles [16]. In addition, the dielectric loss
increases with increasing concentration of the nanometer-
sized metal particles. This result is accompanied with an
increase of the ac electrical conductivity within the range
of values characteristic to an insulator and not to a metal.
The enhanced dielectric loss and ac electrical conductiv-
ity of nanocomposites indicate the role of the interfaces
between the metal and insulator particles as charge car-
rier supplier and charge carrier transport medium. Another
characteristic property to nanocomposites is a strong reso-
nance in the dielectric loss, which is shifted to lower energy
as the size of the particles decreases. For example, a res-
onance of dielectric loss was observed near 2.4 eV in Au–
SiO2 nanocomposites and not in their individual constituent
phases [10, 17]. The resonance position was shifted to a
lower energy with decreasing particle size from 6.3 to 2 nm
while keeping constant their spherical shape, volume frac-
tion, and uniform distribution in the SiO2 matrix.
The effect of temperature on the dielectric behavior of

nanocomposites was studied on several systems. In the case
of Ag–SiO2 nanocomposites [18] two different temperature
dependent dielectric behaviors were observed. Below 200 K,
the dielectric permittivity remains constant with decreasing
temperature to 100 K. This behavior was attributed to an
electronic polarization mechanism. Above 200 K, the dielec-
tric permittivity and dielectric loss were found to increase
with increasing temperature up to 300 K. A similar ther-
mally activated behavior of the dielectric permittivity was
found in W–SiO2 nanocomposites at temperatures between
300 and 500 K [19]. This behavior is attributed to a thermal
activation of dipoles at the interfaces of the particles. Con-
sequently, the interface polarization, which is the dominant
polarization mechanism of nanocomposites at low frequen-
cies, increases.
The dielectric behavior of nanocomposites can be

explained by theoretical models, which were originally
developed for bulk-sized particles and later corrected for
small-sized particles. In general, these theories consider a
composite material as a medium having an effective dielec-
tric permittivity. They present expressions for the effective
dielectric permittivity as a function of dielectric permittivity,
volume fraction, and shape of the particle constituents. The
theoretical models refer to two cases of nanocomposites: a
statistical mixture (type 1) and a matrix inclusion (type 2)
systems. In the case of the type 1 system, both compo-
nents are embedded in an effective medium with proper-
ties of a mixture. This system is characteristic of compacted
powders, interpenetrating network structures, and heteroge-
neous polymer mixtures especially at high applied-field fre-
quencies. The effective dielectric permittivity of this system
can be expressed as [20]

�1−2A = x1��1�
1−2Lm + x2��2�

1−2Lm (7)

where �i and xi are the permittivity and volume fraction of
a component i and Lm is the depolarization factor.
In the case of the type 2 system, various models [21–

26] have been presented and tested experimentally and the
most widely accepted one is the Maxwell–Garnett (MG)
theory [26]. The MG theory takes into account the modifi-
cation of the applied electric field at any point within the

medium by the dipole fields of individual polarizable enti-
ties. The theory assumes that the metal particles have spher-
ical shape, equal size, uniform distribution in the matrix, and
no interaction between them. Based on these assumptions
the MG expression for the effective dielectric permittivity of
the composite system is [26]

��	� = �i�	�
�1+ 2xZ�
�1− xZ�

Z = �m − �i
�m + �i

(8)

where m refers to the metal and i to the insulator parti-
cles, and x is the volume fraction of the metal particles. The
effect of the particle shape is taken into consideration in
Eq. (9) by referring to ellipsoidal metal particles and adding
a depolarization factor Lm to Eq. (8) [27]:

��	�=�i
�i�1−x��1−Lm�+�m�x+Lm�1−x��

�i+Lm�1−x���m−�i�
(9)

Lm varies between 0 (perpendicular orientation) and 1 (par-
allel orientation) of the principal axis of the ellipsoid rela-
tive to the direction of the applied electric field. The model
shows a change of dielectric permittivity for different shapes
of particles. In the case of Lm = 0, the dielectric permittivity
is equal to a weighted average of the dielectric permittivi-
ties of the components. The case of Lm = 1 is equivalent to
an array of capacitors connected in series and the dielectric
permittivity is calculated respectively. A distribution of Lm

values for randomly oriented ellipsoidal particles is observed
in nanocomposites by a distribution of relaxation times of
the interface dipoles. The effect of particle size is hidden in
Eq. (9) in the value of �m. A separation of the real and imag-
inary parts from Eq. (9) leads to the Debye-type equations
with a mean relaxation time, 
M [22]:

� = �� + �− ��
1+ �	
M�

2
(10)

�′′ = ��S − ���
	
M

1+ �	
M�
2

(11)


M , �S , and �� depend on volume fraction, depolarization
factor, electrical conductivity, and dielectric permittivity of
the metal and insulator components. This dependence leads
to a decrease of �′ with increasing frequency over a wide
range of frequencies due to the presence of various types
of interface dipoles having different relaxation times. This
behavior was observed experimentally in nanocomposites
such as Au–SiO2 [15] and W–SiO2 [12] systems. The dielec-
tric loss of these nanocomposites was also found to decrease
with increasing frequency, and its lowest value compared to
the dielectric permittivity was found at high frequencies in
the range of few MHz [15].
The MG theory as expressed in Eq. (9) agrees well with

the experimental results in the case of a small volume frac-
tion �x < 0�2� of nanometer-sized metal particles [10, 11]. It
predicts qualitatively the enhancement of the dielectric per-
mittivity and the dielectric loss, the presence of a resonance
in the dielectric loss, and the thermally activated behavior
of the dielectric permittivity [26]. As the volume fraction of
the nanometer-sized metal particles increases, the MG the-
ory overestimates the dielectric permittivity and dielectric
loss due to interactions between the metal particles. Other
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theories [28–30], which include the interactions between the
metal particles, show worse results than those obtained by
the MG theory.

2.2.2. Nanoporous Materials
Nanoporous dielectric materials are heterogeneous sys-
tems composed of an insulating matrix with embed-
ded nanometer-sized pores. The dielectric behavior of
nanoporous material can be manipulated by changing the
size and shape of the pores as well as by adding adsorbed
polar molecules to the pore surfaces. The dielectric behav-
ior of nanoporous materials strongly depends on the applied
field frequency. At high frequencies (in the range of MHz
and up) the dielectric permittivity, which is determined by
bulk dipoles, decreases with increasing the concentration of
pores, due to a decrease of the material density. This prop-
erty is utilized in applications that require low dielectric per-
mittivity. For example, ultra-large-scale-integration (ULSI)
devices require low dielectric permittivity (low-k) materials
in order to reduce the signal transition times, the power
consumption, and the cross-talk. Suitable materials should
have a dielectric constant of about 1.5. The pore diameter
has to be about 20 nm in order to satisfy many require-
ments such as good mechanical and electrical strength, suffi-
cient thermal conductivity, low adsorption of humidity, and
good gap-fill capabilities [31, 32]. Nanoporous silica rep-
resents an example of a material that can be fabricated
with high (50–90%) closed porosity for low dielectric con-
stant (low-k) applications. The dielectric constant of silica
can be reduced from about 4 to about 1.3 by introducing
a high density of closed nanometer-sized pores and thus
reducing its density from 2.2 to about 0.4 gr/cm3 [33]. The
most widely used technique to prepare nanoporous silica
is the sol–gel method. This method is suitable for conven-
tional spin-on techniques used by the microelectronic indus-
try. Nanometer-sized pores having a narrow size distribu-
tion can be prepared by controlling the precursor chemistry,
temperature, pH, reaction time, fluid, and drying conditions
[34]. A different approach for the fabrication of nanopores
consists of insertion of organic templates, such as surfac-
tant arrays, emulsion droplets, or latex spheres, into various
oxides during their fabrication process. In this way pores
with different sizes between 5 nm and 1 !m are formed
[35]. Nanoporous polyimide thin film is another example of
a low-k material at high frequencies aimed for interlevel
dielectrics in microelectronic packaging devices [36]. The
dielectric constant of these films was found to decrease with
increasing porosity from 2.9 for 0% porosity to 2.3 for 19%
porosity [37].
At low frequencies, (in the range of mHz up to KHz)

the dielectric permittivity of nanoporous materials, which is
determined by interface dipoles, increases with increasing
pore concentration, due to an increase of the pore/matrix
interfaces density [38]. In this frequency range the dielec-
tric permittivity is higher than that of the fully dense matrix.
The dielectric permittivity is affected by any parameter that
changes the nature of the pore/matrix interface such as
temperature [37, 38].
In general, the MG theory [26] can describe the dielectric

behavior of nanoporous materials as in the case of nano-
composites. However, there are discrepancies in the values

of the dielectric permittivity and dielectric loss between the
experimental results and the MG theory predictions, which
are attributed to inaccurate approximations of the theory
with regard to the effect of size and shape of pores as well
as to the local electric field at the pore/matrix interfaces
[25, 37].
The dielectric behavior of nanoporous materials is very

sensitive to adsorbed dipolar molecules or ions on the
pore/matrix interfaces [39, 40] because of the large surface-
to-volume ratio, the chemical interfacial bonds, and the
structural orientation of the adsorbed molecules. The
adsorbed molecules can contribute to the dielectric polar-
ization through two mechanisms: interfacial polarization
and bulklike polarization [41]. The interface polarization is
affected by a surface bound layer of molecules and is dom-
inant at low frequencies. The bulklike polarization results
from molecules inside a pore that are not connected directly
to the pore surface. The bulklike polarization shows dielec-
tric relaxation processes at frequencies higher than those
associated with the interface polarization. An example of
the effect of adsorbed molecules inside pores on the dielec-
tric behavior can be seen in nanoporous silica. In this case,
the presence of adsorbed water molecules on the surface of
nanopores results in an increase of the dielectric permittivity
and dielectric loss compared to those of dry pores especially
at low frequencies between 100 Hz and 1 kHz [42]. Four
dielectric relaxation processes associated with the adsorbed
water molecules were observed at different temperatures
[42]. The first relaxation process was observed at low tem-
peratures (from −100 to +10 
C). It is characterized by
a thermally activated Arrhenius behavior and a non-Debye
frequency dependence. It is attributed to reorientation of
adsorbed water molecules in icelike structures on the pore
surfaces [39]. The second relaxation process was observed at
about 60 
C. It is characterized by a non-Arrhenius behav-
ior and is attributed to glass-forming liquids [43]. The third
relaxation process was observed at low frequencies at tem-
peratures between 20 and 80 
C. The amplitude of this pro-
cess decreases with increasing frequency and the dielectric
loss factor reaches a maximum value, which is independent
of temperature. This relaxation process is attributed to a
percolation of charge carriers within the fractal structure
of connected pores [42]. The fourth relaxation process was
observed at temperatures above 150 
C and is characterized
by enhanced dielectric loss at low frequencies. This pro-
cess is attributed to interfacial polarization due to trapping
of free charge carriers at the pore/matrix interfaces causing
a buildup of space charge with a relatively long relaxation
time [44].
The first, second, and third relaxation processes can be

fitted to a superposition of two theoretical expressions. The
first one is the HN expression [Eq. (1)] [7] and the second
expression is Jonscher’s empirical formula [45],

��	� = B1	
n−1 − iB2	

n−1 (12)

where B1 and B2 are the coefficients of asymptotic expan-
sion, and n is the Jonscher parameter for the high frequency
part of the relaxation process. The fourth relaxation process
can be described by the MG theory [Eq. (9)] [26].
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3. NONLINEAR DIELECTRICS

3.1. Homogeneous Materials

3.1.1. Particle Size Effect on
Ferroelectric Domain Structure

A reduction of particles size into the nanometer scale
changes the domain structure and consequently the dielec-
tric behavior of ferroelectric materials. The particles size
effect can be divided into three size regions [46]. The first
region is characterized by multidomain crystallites having
a bulk ferroelectric behavior. The second region occurs at
a smaller particle size, where single-domain crystallites are
present, and is characterized by a loss of spontaneous polar-
ization, an absence of the hysteresis loop, and a nonlinear
dielectric behavior. The third region is found in the small-
est particles and is characterized by a disappearance of the
nonlinear dielectric behavior.
The first size region, where multidomain crystallites are

present, is characteristic of bulk-sized particles. In this
region a decrease of the crystallites size is accompanied with
a decrease of 90
 domain width, as formulated in [47, 48]

w ∝ dm (13)

where w is the domain width, d is the crystallite size, and
m is a factor that depends on a crystallite size (m > 1/2 for
crystallites smaller than 1 !m) [49]. Equation (13) is deter-
mined by minimizing the energies associated with the elec-
trical and strain fields inside the domains and the domain
walls [50]. In this size region the dielectric permittivity is
determined by a sum of a volume contribution, �r� vol�, which
is based on the single-crystal dielectric permittivity and a
domain walls contribution, �r� dom:

�r�T � = �r� vol��T �+ �r� dom�T � (14)

As the crystallite size decreases the density of 90
 domain
walls increases and consequently �r� dom increases [50]. For
example [51], in BaTiO3 crystallites having an average crys-
tallite size of about 10 !m, kr = �r/�0 ∼ 1700 where kr� vol� ∼
1000 and kr� dom ∼ 700. A decrease of the crystallite size to
about 2 !m results in an increase of the dielectric constant
to 2500. Based on these experimental results an expression
was formulated that relates the crystallite size, d, and the
contribution of the domain walls to the dielectric constant,
kr� dom = 2200/�d�0�5. A similar relationship was found for
Pb1−xLaxZr1−yTiyO3 crystallites [52]. The number of vari-
ants determining the domain structure [53] decreases with
decreasing crystallites size. At a critical size a transition from
multidomain to single-domain crystallites occurs. Experi-
mental studies show a critical size of 30 nm in PbTiO3
crystallites [54] and 80 nm in BaTiO3 crystallites [55]. The
transition from multidomain to single-domain crystallites
is accompanied by an abrupt increase of coercive field,
a drop in dielectric permittivity, and a sharp decrease of
domains density (Fig. 4). The increase of the coercive field
is explained by a greater difficulty to form new domains
in single-domain compared to multidomain crystallites by
applying an external electric field [56]. This explanation is
supported by an experimental observation of a smaller acti-
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Figure 4. The effect of grain size, d, on the (a) domain wall density,
Ndw, (b) dielectric permittivity, �, and (c) coercive field, Ec , of a ferro-
electric material.

vation energy for domain reorientation in multidomain than
in single-domain PbTiO3 crystallites [57]. The decrease of
dielectric permittivity with decreasing crystallite size below
the critical value is attributed to a lack of domain walls
that can contribute to dielectric polarization via a domain
wall motion mechanism. This behavior is opposite to that
observed in multidomain crystallites, where the domain den-
sity increases with decreasing crystallite size according to a
square-root dependence �Nd ∼ d−1/2� (Fig. 4). The transi-
tion from multidomain to single-domain crystallites can be
explained by thermodynamic considerations with the aid of
a schematic description (Fig. 5) [55]. The explanation starts
with a reference state for the crystallites, which is a paraelec-
tric phase. Below Tc, these crystallites transform first into
single-domain crystallites. This transformation is associated
with a free energy change that consists of a reduction of a
volume free energy, *Gv, and addition of surface, *Gs , and
strain, *G�, free energies:

*G = −*Gv + *Gs + *G� (15)

The strain free energy in single-domain crystallites results
from a volume expansion associated with a phase transfor-
mation and from clamping forces applied by the surround-
ing crystallites. It depends on the crystallite size and domain
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Figure 5. Schematic description of the crystallite size effect on the tran-
sition stages from a paraelectric to a multidomain ferroelectric phase.

width according to the expression [48]

*G� =
�90

w
+ 2kc�2w

d
(16)

where �90 is a 90
 domain wall energy per unit area, kC is
a strain energy associated with the change of the crystallo-
graphic unit cell, � is the unit cell deformation �c/a− 1�, w
is the domain width, and d is the crystallite size. The depen-
dence of the domain width on the crystallite size [Eq. (17)]
is obtained by minimizing the free energy of the crystallite,
*G:

w =
(
�90d

2kc�2

)1/2

(17)

The transition from single-domain to multidomain crystal-
lites occurs above a critical crystallite size, dc, which is equal
to the domain width at the minimum free energy state of the
crystallite [Eq. (18)] (Fig. 6). This transition is accompanied
with strain relaxation by a formation of twins and domain
walls:

dc =
�90

2kc�2
(18)

Calculated values [using Eq. (18)] of the critical crystallite
size were found to be in a good agreement with experimental
values for BaTiO3 and PbTiO3 crystallites [54].
The third size region is found in the smallest crystallites

and is characterized by a disappearance of the nonlinear
behavior below another critical crystallite size. Various crit-
ical crystallite sizes were observed experimentally in differ-
ent materials such as a 9 nm size in PbTiO3 crystallites

d

w

Single-domain

Multi-domain

dc

Figure 6. The effect of crystallite size, d, on domain width, w, in solid
perovskites according to Eq. (17).

[58], a 150 nm size in KDP crystallites [59], and a 30 nm
size in BaTiO3 crystallites [55]. The transition point, which
is marked by the critical size, is attributed to a surface
effect, which becomes dominant as the size of the crystallites
decreases into the nanometer size scale. The surface effect
can be divided into two main sources: surface energy and
depolarization energy. The surface energy can completely
suppress the ferroelectric behavior below a critical size Lc

that depends on a correlation length, / , and correlation fac-
tors D and  as follows [60]:

Lc ≈ 0�85/ = 0�85

√
D

�� (19)

The depolarization energy can also suppress the ferroelectric
behavior. It results from an accumulated charge at inter-
faces of neighboring crystallites and at interfaces of crystal-
lites with external conductive electrodes. This accumulated
charge partially screens the spontaneous polarization of the
crystallites due to its distribution over a finite length. It
becomes dominant when the polarization vector is perpen-
dicular to the crystallite surface. In this case, Lc can be cal-
culated as [60]

Lc =
2C
Tcb�0

ls (20)

where  is the polarizability of the material, C is the Curie–
Weiss constant, Tcb is the Curie temperature of the bulk fer-
roelectric material, �0 is the vacuum permittivity, and ls is
the screening length of the accumulated charge.
Calculations of Lc according to Eq. (20) result in differ-

ent values than those observed experimentally. For example,
Lc for BaTiO3 crystallites in contact with gold electrodes
[61] was calculated to be 0.53 nm, which is below the experi-
mentally observed value (30 nm) [55]. For polyvinyliden flu-
oride (PVDF) copolymers, Lc was calculated to be about
0.1 nm. Crystallites with such a size cannot be fabricated and
tested. The thinnest film for which full ferroelectric switch-
ing has been reported is a 0.9 nm PVDF copolymer prepared
by the Langmuir–Boldgett technique [62]. The discrepancy
between the calculated and experimental values of Lc in
these examples indicates that the ferroelectric suppression
at a critical crystallite size is not done solely by the depolar-
ization energy but with a contribution of the surface energy.

3.1.2. Two-Dimensional
Ferroelectric Behavior

Two-dimensional ferroelectric behavior means that the
dielectric properties are determined by dipole interaction
within a plane rather between planes in the film. It is char-
acterized by an absence of finite size effect below a critical
film thickness. Two-dimensional ferroelectric behavior was
found only in ultrathin films (1–15 nm thick) of the copoly-
mer vinyliden fluoride with trifluoroethylene, P(VDF-TrFE,
70:30) [62]. The polymer has a very high crystallinity [63,
64] due to ordered ((CF2-CH2�x-(-CF2-CHF)1−x�n− chains
having a regular intrachain period of 0.26 nm controlled by
C–C bonds between fluorine pairs (Fig. 7). In the ferroelec-
tric phase, the chains are arranged in parallel rows having
quasi-hexagonal close packing with an orthorhombic mm2
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Figure 7. Schematic description of a fragment of the PVDF molecular
structure having an intrachain period of 0.26 nm and dipole moments
oriented from the fluorine atom side to the hydrogen atom side of the
molecule chain.

structure [65]. This structure exhibits preferred polarization
orientation in a direction perpendicular to the film plane.
Ultrathin films of P(VDF-TrFE) were fabricated by the hor-
izontal Schaefer variation of the Langmuir–Boldgett mono-
layer transfer technique, which enables precise control of the
film nanostructure [66, 67]. The films show a combination
of regular (bulk) and irregular ferroelectric properties.
Their regular ferroelectric properties include a first-order
ferroelectric–paraelectric phase transition at about 80 
C,
polarization hysteresis loops with good saturation values,
and complete reversible polarization switching below 80 
C
[62]. The irregular properties of these films are an absence
of finite size effect between 15 and 1 nm, an absence of
apparent critical thickness in films as thin as 1 nm, which
is much thinner than any previously reported ferroelec-
tric film, a presence of very large coercive fields (Ec =
0�6–0.9 GVm−1) [68], and an appearance of a new phase
transition at temperature of about 20 
C [62]. The absence
of finite size effect and critical size in two-dimensional fer-
roelectric films is in contradiction to theoretical models
of three-dimensional ferroelectricity. The coercive fields of
two-dimensional films are much higher than in those of
other ferroelectric materials; they do not depend on the
film thickness and are very close to the theoretical intrinsic
coercive field (∼ 1 GVm−1�. This means that the switch-
ing mechanism does not depend on nucleation and growth
of domains but rather on a new mechanism, which is still
unknown. The new ferroelectric phase transition at 20 
C
was determined as a first-order transition due to the pres-
ence of thermal polarization hysteresis loops and peaks in
both dielectric constant and pyroelectric response [62]. It is
attributed to a surface effect since the surface band structure
is changed at about the same temperature of 20 
C [69].
Currently, there is no theoretical model that can explain

the two-dimensional ferroelectric behavior of ultrathin films.
It is suggested [70] to use the Ising model [71] for this pur-
pose, since it describes restricted movement of dipoles. In
the P(VDF-TrFE) case, the dipole movement is restricted
to only partial rotation about the polymer chain axis due
to interchain steric interactions and interchain dihedral

stiffness. The model should take into consideration the
anisotropic dipole coupling within a plane in the film (strong
parallel to and weak perpendicular to the plane) or the weak
dipole coupling between planes in the film.

3.1.3. Effect of Crystallite Size
on the Curie Temperature

The effect of crystallite size on the Curie temperature of
ferroelectric materials has been investigated for a long time
since 1953 [59] and the experimental results do not show
a clear dependence between them. For example, one study
[72] reported an increase while another study [73] reported
a decrease of the Curie temperature as the crystallite size
of the same material, BaTiO3, decreases. However, many
experimental studies reported a shift of the Curie tem-
perature compared to its bulk value as the crystallite size
decreases to the nanometer size scale [74–78]. For exam-
ple, a change of a few degrees of the bulk Curie tem-
perature was observed in the case of NaNO2 nanocrystals
(d ∼ 5–20 nm) [75] while on the other hand a change
of almost 80 degrees was observed in PbTiO3 nanocrystals
(d ∼ 30 nm) [76]. An empirical expression was given in the
case of PbTiO3 crystallites [76] to describe the dependence
between Curie temperature and crystallite size, which con-
sists of three material-related constants, c1� c2� c3:

Tc = c1 −
c2

�d − c3�
(21)

Equation (21) cannot describe all the observed experimen-
tal results and currently, there is no theoretical expres-
sion that can evaluate the change of Tc with crystallite size
based on measurable parameters. However, there are the-
oretical expressions that describe this dependence on the
basis of immeasurable parameters such as surface interac-
tion strength and surface extrapolation length. These theo-
retical expressions, which refer to a change of order in the
vicinity of the film or crystallite surface, result from two
main models. The first one is known as the Ising model
under a transverse field (IMTF) [78]. This model refers to a
ferroelectric behavior determined by hydrogen bonds. Each
bond has a double potential well for the proton. Above the
Curie temperature, the protons have a random distribution
between the two sides of the double potential well, while
below Tc they prefer one side of it. In this way the ferroelec-
tric phase transition becomes associated with a transition
from random to ordered occupancy of the double potential
wells and can be described in terms of the spin 1/2 IMTF
Hamiltonian [79],

H = −�∑
i

Sx
i −

1
2

∑
i� j

Ji� jS
z
i S

z
j (22)

where i and j are two sites of a double potential well
of the hydrogen bond, � is the transverse field, Sx

i and
Sz
i are the x and z components of the pseudo-spin [Sz

differs between occupancy of site i (Sz
i = + 1

2 � and site
j (Sz

i = − 1
2 ��, and Jij is an effective exchange constant

which represents the interaction between the ith and jth
sites. The first component of Eq. (22), �

∑
i S

x
i , corre-

sponds to a tunneling of protons between neighboring sites
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and it serves as a parameter of disorder in the material.
If �

∑
i S

x
i >

1
2

∑
i� j Ji� j then there is no ferroelectric phase.

The second component of Eq. (22), 1
2

∑
i� j Ji� jS

z
i S

z
j , is asso-

ciated with the interaction between neighboring potential
wells sites. Both components of Eq. (22) are affected by
crystallite surfaces or interfaces, where the density and type
of nearest neighbor atomic sites differ than those in the
crystallite bulk regions. As the crystallite size decreases
to the nanometer scale, the density of interfaces between
crystallites increases, leading to a pronounced contribu-
tion of interface sites to the effective exchange constant,
Jij [Eq. (22)]. According to the Ising model, the relative
contribution of crystallite interfaces to the overall effec-
tive exchange constant of the material, Js/J , determines the
Curie temperature.
For example [79], Eqs. (23) and (24) show the depen-

dence of Tc on the ratio Js/J for one and two interface layers
respectively in a relatively simple case with the conditions
Ji� j = 0 only for nearest-neighbors sites i and j , Ji� j = Js (if
both sites are at an interface), and otherwise Ji� j = J (near-
est interactions), and the spins lie on a simple cubic lattice
with the coordination axes parallel to the cube edges,

for n=1 x=4
Js
J

(
x=2

�

J

)
coth

(
�

2kBTc

)
(23)

for n=2 x=1+4
Js
J

(
x=2

�

J

)
coth

(
�

2kBTc

)
(24)

where n is the number of surface layers, and kB is the
Boltzman constant.
Equations (23) and (24) are compared with the bulk Curie

temperature expression [Eq. (25)] obtained for a second-
order phase transition, by using the Hamiltonian [Eq. (22)]
under the mean-field approximation [79],

tanh
(

�

2kBTb

)
= 2

(
�

n0J

)
(25)

where n0 is the coordinate number.
Curves of Tc/Tb vs. Js/J based on Eqs. (23)–(25) show

that there is a critical surface interaction strength, Jsc, which
is higher than that of the bulk value (Jsc/J = 1�25 for a
single surface layer and Jsc/J = 1�08 for two surface lay-
ers). If Js > Jsc then the Curie temperature increases as the
size of the crystallite decreases. Otherwise, the Curie tem-
perature decreases with decreasing the crystallite size. For
a weak surface interaction, there will be no ferroelectric
behavior, which was reported for nanometer-sized crystal-
lites and ultrathin films. For a strong surface interaction, an
optimum crystallite size with a maximum Curie temperature
is obtained.
A second model on the effect of crystallite size on the

Curie temperature of ferroelectric materials is based on
the Landau–Devonshire theory [61, 80, 81]. The theory
describes the free energy, F , of the bulk material as a func-
tion of polarization, P , in a formalism of a Taylor series,

F = 1
2
AP 2 + 1

4
BP 4 + 1

6
GP 6 · · · (26)

where A is a coefficient associated with a Curie temperature
of a bulk material, Tb, as follows:

A = A0�T − Tb� (27)

The coefficients B and G in Eq. (26) are associated with the
type of the ferroelectric phase transition. A first-order tran-
sition occurs when B < 0 and G > 0, while a second-order
transition appears when B > 0. The effect of the particle
surfaces adds more terms into Eq. (26) as detailed in

F = S

{∫
d3r

[
1
2
AP 2 + 1

4
BP 4 + 1

6
GP 6 + 1

2
C�9P �2

]

+ 1
2
C:−1

∫
dS�nP�2 (28)

where n is the number of surfaces with area S, and : is
a surface parameter. In the case of a second-order phase
transition and a stationary F , Eq. (28) is changed into the
following differential equation [82–84]:

C
d2P

dz2
−AP − BP 3 = 0 (29)

The solution of Eq. (29) under the boundary condition of
Eq. (30) for plane surfaces gives criteria [Eq. (31)] for the
effect of the crystallite size or film thickness, d, on the Curie
temperature:

dP

dz
± 1

:
P = 0 at z = ± 1

2d
(30)

If : < 0 then Tc > Tb
If : > 0 then Tc < Tb

(31)

The surface parameter : plays the same role as the normal-
ized surface interaction strength, Js/J , in the IMTF model.
In the case of : > 0 the spontaneous polarization decreases,
most pronouncedly at the crystallites surfaces, and the Curie
temperature decreases with decreasing crystallite size. The
opposite case occurs when : < 0, where the spontaneous
polarization and Curie temperature increase with decreas-
ing crystallite size. The dependence of Tc on the crystallite
size or film thickness is usually presented by dimensionless
variables of Tc/Tb vs. 1//0 where ;0 = �CTb/A0�

0�5 [85]. The
criteria given in Eq. (31) were developed for a second-order
ferroelectric phase transition. In the case of a first-order
phase transition the term P 6 in Eq. (28) cannot be neglected
and the model does not provide criteria for the effect of
crystallite size on Curie temperature but only shows a dis-
continuous polarization change at the Curie temperature
[85].

3.2. Heterogeneous Materials

3.2.1. Ferroelectric Relaxors
Ferroelectric relaxors (FRs) are complex oxides that belong
to the family of disordered materials and most particularly
to the group of mixed-cation ferroelectrics having a per-
ovskite structure with a general chemical formula A1−x −
A′

xB1−yB′
yO3. The most intensively studied FR materials are

PbMg1/3Nb2/3O3 (PMN), PbSc1/2Ta1/2O3, PbSc1/2Nb1/2O3,
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Pb2KTa5O15 (PKT), and Pb1−xLaxZr1−yTiyO3 (PLZT). FR
materials consist of nanometer-sized ferroelectric domains
(10–50 nm) dispersed in a paraelectric matrix. The pres-
ence of nanometer-sized domains was verified by X-ray
diffraction, neutron diffraction, and transmission electron
microscopy (TEM) studies on various FR materials [86–91].
The dielectric behavior of FRs has been studied experi-

mentally [92–94] and was found to be different than that of
conventional ferroelectric materials. FRs usually exhibit high
dielectric permittivity and low dielectric loss. Their dielectric
permittivity has a peak-shaped dependence on temperature
with a maximum value at a temperature called Tmax (Fig. 8a)
[95]. Tmax increases with increasing applied field frequency.
For example [96], in La-modified lead-based FR, an increase
in frequency by one order of magnitude lead to a shift of
Tmax by about 10 
C. Below Tmax, the dielectric permittivity
shows a non-Debye dispersion over a wide range of frequen-
cies (usually between 10 Hz and 10 MHz). The dielectric loss
of FRs also has a peak-shaped dependence on temperature
with a sharp rise at a temperature lower than Tmax (Fig. 8b).
The dielectric losses show frequency dependent dispersion
above Tmax, which is opposite to the direction observed for
the dielectric permittivity. The dielectric loss of different
frequencies merges together at low temperatures. FR mate-
rials show a diffuse phase transition from the paraelectric to
the ferroelectric phase [92] and an absence of macroscopic
polarization at temperatures below Tmax. The dependence
of the dielectric susceptibility, <0�T �, on temperature in FR
materials cannot be described by the known Curie–Weiss
law but rather by a special quadratic law as

<0�T � =
C

�T − Tc�
2

(32)

0

5

10

15

20

25

30

35

1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2

f 3

f 2

f 1

0

0.5

1

1.5

2

2.5

3

3.5

1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2

T/TR

T/TR

f 3

f 2

f 1

(a
.u

.)
’ε

f 3 > f 2 > f 1 

f 3 > f 2 > f 1 

(a
.u

.)
’’ε

a) 

b) 

Figure 8. The effect of temperature on the dielectric permittivity [real
(a) and imaginary (b) parts] of ferroelectric relaxors at different fre-
quencies (TR is a reference temperature).

where C is the Curie constant and Tc is the Curie
temperature.
The dielectric polarization of FR material was found to

strongly depend on the applied field orientation relative
to the crystallographic orientation. For example, an abrupt
jump in polarization was found in the PMN materials by
applying an electric field of about 1.7 kV/cm in the �111�
direction. The polarization saturates at higher applied fields
in this direction. Applying an electric field in the �110� direc-
tion resulted in a polarization jump at a higher electric filed
and a lower saturation value than those observed in the
�111� direction. Neither polarization jump nor saturation
value was found when the electric field was applied in the
�100� direction but rather a continuous increase of polariza-
tion with increasing applied field up to 6 kV/cm. Different
phases have been observed in FR materials depending on
the intensity and orientation of the applied field as well as
on temperature. For example, in the PMN materials three
different phases (paraelectric, glass, and ferroelectric) were
observed when an electric field was applied in the �111�
direction [97]. The paraelectric phase, which is controlled
by a dynamic disorder, was obtained at temperatures higher
than 206 K (field-free depoling temperature) under applied
dc fields between 0 and 2.7 kV/cm. This phase shows a pro-
nounced dispersive peaks of �′ and �′′ with a major max-
imum value at about 206 K and a minor maximum value
at about 217 K in the high field regime (above 1.7 kV/cm).
The amplitudes of these maxima are frequency dependent
and they disappear under dc fields below 1.7 kV/cm. The
glassy phase was obtained at temperatures below 206 K and
under dc applied fields lower than 1.7 kV/cm. The glassy
phase, which is characterized by a metastable polarization,
is explained by the presence of a large distribution of dipole
relaxation times. The metastable polarization increases non-
linearly with increasing applied field up to 1.7 kV/cm and
can be described by the expression [97]

Pms = <ms
0 �T �E + 1

3
<ms
2 �T �E3 (33)

where Pms is the metastable polarization, < is the static sus-
ceptibility, and E is the applied field. Ferroelectric phases
in the PMN materials were observed at temperatures below
206 K and under dc applied fields higher than 1.7 kV/cm.
The phases are classified in three groups. The first group is
characterized by a ferroelectriclike behavior with a higher
polarization than that of the glassy phase and it appears at
lower temperatures. The second group is characterized by a
field-independent value of polarization that can be reversed
by an applied field. It is obtained at higher temperatures and
applied fields than those of the first group. The third group
shows a hysteresis loop and a usual first-order ferroelectric
phase transition.
The relatively high permittivity over a wide tempera-

ture range and low sintering temperatures of FR materi-
als make them attractive for multilayer capacitors. They
are also attractive to piezoelectric applications due to their
high piezoelectric coefficients [98] compared to conventional
piezoelectric ceramics.
Various models have been proposed to explain the mech-

anism of formation and the nature of the nanometer-sized
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domains that determine the unique dielectric behavior of FR
materials. One model [86] suggests a unique local polariza-
tion in nanometer-sized domains without any global polar-
ization in the crystal. The model distinguishes between
short-range and long-range order effects. The short-range
effect is associated with a local polar symmetry, which is
correlated with local atomic shifts. The small polar regions
are part of the host lattice and therefore depend on it.
The structure of a polar region differs from that of the
host lattice only in the atomic shifts. Thus, the crystal does
not behave as a polar homogeneous structure, because the
coherence length of the polar zones is spatially limited,
nor does it behave as a perfectly cubic crystal because of
the strong deviation from a cubic symmetry. The nanopolar
regions may appear in at least two configurations. One con-
figuration consists of islands of polar ordered nanodomains
(first phase) immersed in a disordered paraelectric host lat-
tice (second phase). Another configuration consists of an
array of nanodomains (first phase) surrounded by interdo-
main regions (second phase). In both configurations the
crystal is considered as a two phase system. The long-range
effect is associated with a variation of the local polarization
fields in such a way that no global polarization exists in the
material. This model was tested experimentally with neutron
and X-ray diffraction studies of PMN-based FR materials
during cooling from 1000 to about 5 K [86, 99, 100]. The
studies revealed a mean cubic structure of the matrix down
to 5 K with, however, the presence of nanometer-sized rom-
bohedral polar domains (atomic shifts along �111� direction
of the cube, which is the rhombohedral axis). The size of
the polar domains grew with increasing temperature and the
correlation length was estimated to be of about 10 nm at 5 K.
Another model, called the superparaelectric model, of

FR materials is based on high-resolution TEM studies
that revealed nanometer-sized polar domains dispersed in
a paraelectric matrix [100]. The model claims that the
domains are superparaelectric regions with thermally fluctu-
ating polarization vectors between equivalent potential wells
[95]. This model was used in a phenomenological approach
[101] that analyzes the behavior of FR materials throughout
four stages. The first stage regards the FR as an ensem-
ble of independent, identical, monosized superparaelectric
domains. The second stage introduces a distribution of the
domain size. The third stage takes into account a temper-
ature dependence of the domain size, and the fourth stage
treats the dipolar interaction of neighboring domains. This
phenomenological approach was used to build a model that
quantitatively describes the dielectric behavior of FR materi-
als [102]. It is well known that the first nucleation of domains
occurs hundreds of degrees above Tmax [103]. In the case
of the PMN material, it has been shown that the nucle-
ation temperature is at about 600 K, far above Tmax = 265 K
[99]. At Tmax, the size distribution of the domains is rela-
tively narrow and the dielectric relaxation follows the Debye
expressions [Eqs. (10), (11)]. Below Tmax, the size of the
domains begins to strongly increase and their size distribu-
tion is broadened upon cooling. The present model assumes
homogeneous nucleation and exponential size distribution
of the domains for temperatures sufficiently below Tmax. The
model also claims that the domains fluctuate under a ther-
mal energy higher than the required polarization activa-

tion energy, Ea. Ea depends linearly on the domain volume,
which means that as the domain size increases it becomes
more difficult to thermally fluctuate it. The relaxation time
of the domain increases exponentially with increasing Ea.
The presence of a size distribution of domains below Tmax
results in a multiple relaxation times and an asymmetric
dielectric response (in contrast to the Debye-type response)
of FR materials. The model formulates a dependence of
dielectric permittivity and dielectric loss on frequency of FR
materials as

�′r � kc

[
1− n�

2 sin�n�/2�
�	
c�

n

]
(34)

�′′r � kc
n�

2 cos�n�/2�
�	
c�

n (35)

where �′r and �
′′
r are the real and imaginary parts of the com-

plex dielectric permittivity, 	 is the angular frequency of the
applied field, kc and 
c are the static dielectric constant and
the relaxation time of the domains, respectively, and n is
a dimensionless parameter that spans between 0 and 1 and
is equal to the ratio between the thermal energy and the
polarization activation energy of the domains. The expres-
sion �1 − �n�/2 sin�n�/2���	
c�n� in Eq. (34) is known as
the dispersion factor which indicates quantitatively (between
0 and 1) the degree of dielectric permittivity dispersion.
The parameter n is inversely proportional to the width of
the domain size distribution. Consequently, a small varia-
tion in domain size induces a dielectric dispersion over sev-
eral orders of frequency magnitude. For example, a small
change of the domain size from 4.5 to 5.5 nm results in
a dispersion of the relaxation time over 4 orders of mag-
nitude [104]. Equation (34) shows that the dielectric per-
mittivity is proportional to �1 − �	
c�

n� which means that
at the same temperature and domain size distribution, the
dielectric permittivity increases with decreasing frequency.
However, at the same frequency a decrease of temperature
is associated with an increase of both n and 
c, which results
in a decrease of the dielectric permittivity. The parameter n
decreases linearly from 1 to almost 0 with decreasing tem-
perature according to Eq. (36) due to growth of domains
and broadening of their size distribution,

n = �T − T0� (36)

where  and T0 are constants. T0 corresponds to the tran-
sition temperature from the paraelectric to the ferroelec-
tric phase of the pure host system [105]. However, in
FR materials, the nanometer-sized domains cannot grow
into macrodomains without an applied electric field. Con-
sequently, the parameter n deviates from its linear depen-
dence on temperature below T0, which results in a slow down
of the dielectric dispersion at temperatures much lower than
Tmax. The model also claims that the dielectric permittivity
peak is not associated with a true ferroelectric phase tran-
sition. The presence of the peak is explained by a growth
of domains to a size where they begin to fail in following
the alternating applied field. It is therefore expected that
Tmax will increase with increasing frequency. The peak of the
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dielectric loss is also not associated with a true phase tran-
sition but rather corresponds to a temperature where the
dielectric dispersion reaches a maximum value. This model
was tested experimentally on the PMN and PKT-based FR
materials and was found to be in a good agreement with the
experimental results [102].
Another model of FR materials consist of random electric

field [106, 107]. The dielectric behavior of ordinary ferro-
electric materials can be explained by the mean-field theory,
where any ion in the lattice is exposed to the same average
electric field induced by the surrounding ions. However, the
dielectric behavior of FR materials cannot be described by
the mean field theory due to the presence of random sites
and orientations of electric dipoles that result from point
defects such as lattice vacancies, antisite ions, and impuri-
ties embedded in the lattice of a paraelectric phase. The
dielectric behavior of FR materials is determined, accord-
ing to this model, by a distribution of random electric fields
where different ions are subjected to different electric fields
by the surrounding ions. For example [108], La ions in a
PZT lattice induce random electric fields through the for-
mation of defects such as vacancies of Pb, Zr, and Ti, as well
as dipole pairs of La3+–Pb2+ and La3+–Zr4+ or Ti4+. The
model uses three main parameters, L, nr3c , and temperature,
to distinguish between the different phases of FR materials.
L is a dimensionless order parameter that characterizes the
number of coherently oriented dipoles in the material. The
parameter nr3c consists of the dipole concentration, n, and
the host lattice correlation radius, rc. The model shows three
main phases depending on concentration of point defects
and temperature. The concentration of point defects is indi-
cated by the parameter nr3c . In the case of nr3c � 1, there
is a small concentration of defects that have a minor effect
on the ferroelectric behavior of the material and therefore
Tc = TCMF (Tc is the phase transition temperature deter-
mined by the random field theory and TCMF is the phase
transition temperature determined by the mean field the-
ory). When the nr3c parameter decreases to about 1, due to
defects, Tc is strongly decreased relative to TCMF and a mixed
ferroglass phase appears. In this phase, infinite and short-
range order clusters coexist and only a fraction of the dipoles
are coherently oriented. Consequently, a dispersed dynamic
dielectric susceptibility is obtained. On further decreasing
nr3c , nr

3
c � 1, the concentration of defects increases up to

a critical value where the ferroelectric phase transition is
completely destroyed. At this point, Tc = 0 and L = 0, the
material is characterized by an absence of long-range polar
clusters and a presence of a dipole glass state where only
short-range clusters exist. For example, in PLZT materials
this critical point was observed at a La concentration of
about 6% [109, 110]. The critical concentration of defects
is change with temperature. At relatively high temperatures,
where T ≈ TD (TD is the transition temperature from the
paraelectric to the ferroelectric phase of the pure host sys-
tem), the correlation radius is large and the conditions of
nr3c � 1 and L ≈ 1 are obtained. In this temperature region
the material shows a ferroelectric behavior. In the inter-
mediate temperature region, Tc < T < TD, the host lattice
correlation radius is small enough that the condition of
nr3c � 1 is obtained. In this region, short-range polar clusters
appear. The size of the clusters depends on rc and T . In this

case the interaction between dipoles can be neglected and
the material consists of random sites and orientation dipoles.
At high enough temperatures, the dipoles may have large
reoreintational velocity, which corresponds to the superpara-
electric model. At low temperatures, T < Tc, some of the
dipoles are actually frozen and cannot follow the alternating
applied field. The system is confined in a certain compo-
nent of phase space and its volume shrinks with decreasing
the time scale of the measurement and temperature. A sub-
phase-space of frozen dipoles is formed. Consequently, the
material does not behave according to the Curie–Weiss law
and shows non-Debye relaxation and non-Arrhenius tem-
perature dependence of the dipole relaxation times [111,
112]. The fraction of frozen dipoles increases with decreas-
ing temperature, leading to a decrease of the dielectric per-
mittivity. A complete freezing occurs at T ≤ Tg (Tg is the
transition temperature to the dipole glass state). This state
was observed experimentally in the PMN materials [86].
The dielectric behavior of FR materials was also

explained by a “breathing” boundaries model [113]. Accord-
ing to this model, the nanometer-sized ferroelectric regions
are electrically soft and can expand or contract (“breathe”).
Consequently, FR materials show a very high permittivity
over a wide temperature range, large electrostrictive effects
(which are believed to originate from field–activated coa-
lescence of the polar nanoregions to macrodomains), and
strong piezoelectric, pyroelectric, and electro-optic response
under a bias field.

3.2.2. Core–Shell Dielectric Particles
Core–Shell (CS) dielectric particles are characterized by a
special type of inhomogeneous chemical composition that
spans over a limited size range [114, 115]. The core region
usually consists of a pure material having a size of between
few microns and tens of nanometers. The shell region usu-
ally has a smaller size, the same crystallographic structure,
but a different composition than that of the core region.
The composition of the shell region decreases gradually with
increasing distance from the core/shell interface toward the
outer surface of the shell region until it reaches a steady
state value. The dielectric properties of CS particles can be
varied over a wide range of values by changing the chemical
composition and the size of the shell relative to the core.
Among various dielectric materials BaTiO3 has gained

much attention in studies of fabrication and dielectric prop-
erties of CS particles and is therefore presented here as an
example of CS particles. The preparation process of BaTiO3
CS particles consists of several stages including liquid phase
sintering, solubility, precipitation, grain growth, and inter-
diffusion [115]. The first stage of preparation involves solid
state mixing of BaTiO3 and additives. The second stage con-
sists of sintering the solid mixture at a temperature higher
than the ternary eutectic temperature forming a liquid phase
at the interfaces between the BaTiO3 and additive particles.
After saturation of the melt with BaTiO3, a dissolution–
precipitation process starts. The smaller BaTiO3 particles
are completely dissolved in the melt while the larger parti-
cles remain solid and grow by precipitation of a perovskite
phase from the melt. The driving force for this dissolution–
precipitation process is a small difference in the surface
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energy between small and larger particles. The undissolved
BaTiO3 particles form the core regions while the precipi-
tated perovskite phase forms the shell region, which is made
of a barium titanate modified by ions occupying either the A
or the B sites in the lattice [116]. It was shown experimen-
tally [115] that the shell grows epitaxially on the BaTiO3 core
and the core/shell interface is enriched with additives. As
the sintering time progresses the dissolution–precipitation
process continues where the melt and the precipitated per-
ovskite phases have less additives. Consequently, a diffusion
of additives atoms or ions occurs from the core/shell inter-
face inward to the core and outward to the shell due to
a concentration gradient. At the diffused regions, disloca-
tions are formed due to the volume change accompanying
the formation of the solid solution. During precipitation of
the perovskite phase, more and more additives pass from
the melt to the solid shell. Consequently, the melting tem-
perature of the liquid phase increases until it passes the
sintering temperature and causes solidification of the
remaining liquid. At this point, the formation of solid CS
particles is completed. The shell phase is considered an
unstable thermodynamic state due to the inhomogeneous
composition distribution of additives in it. High sintering
temperatures and long sintering times promote solid-state
diffusion that cause homogenization of the additives and dis-
appearance of the CS structure. The size ratio between the
core and shell can be controlled through the kinetics of per-
ovskite phase precipitation and diffusion of additives into
the core and shell regions. Three types of CS structures were
observed in BaTiO3-based CS particles [117] that differ in
microstructure of the core and in composition distribution
of the shell. Type I CS particles consist of a core region
that contains a high density of 90
 twin domain configura-
tions corresponding to the tetragonal ferroelectric structure
of BaTiO3 and a shell region that contains inhomogeneous
distribution of additives. At the core/shell interface there are
misfit strains that induce compressive stress on the core and
affect the dielectric properties [118]. The type I structure is
characteristic of particles smaller than 1 !m having a dif-
fused ferroelectric–paraelectric phase transition. Type II CS
particles have a larger shell region with a smaller distribution
of additives and a higher concentration of misfit dislocations
at the core/shell interface [115] than type I particles. In addi-
tion, type II particles are bigger and exhibit a less diffusive
ferroelectric phase transition than type I particles. Type III
CS particles do not have ferroelectric domains in the core
region but only a high density of dislocations. The type III
structure was found in large particles in the order of 10 !m
having a relatively sharp ferroelectric phase transition. In
this section only type I CS particles are considered.
The dielectric properties of type I BaTiO3-based CS par-

ticles are influenced mostly by chemical inhomogeneity and
internal stresses in the particles. The sources for internal
stresses are mostly the lattice mismatch between the core
and shell and structural changes in the shell region. Exper-
imental studies of BaTiO3-based CS particles show a weak
dependence of dielectric permittivity on temperature over
a wide temperature range and a diffusive phase transition
around Curie temperature, which is reflected in a broad and
suppressed peak of permittivity vs. temperature [114]. As the

particle size decreases below 1 !m the spontaneous polar-
ization decreases, the Curie temperature is shifted to a lower
temperature, and the permittivity peak around the Curie
temperature is further broadened and suppressed due to an
increase of internal stresses in the particles [119–121]. An
increase of additive concentration in the shell region results
in an increase of internal stresses followed by a change of
dielectric properties as described above. There are systems
such as the ZrO2–BaTiO3 CS particles [115] where the effect
of additives on dielectric properties is relatively small due
to limited solubility of additives in the perovskite structure.
However, there are systems, such as the BaTiO3–SrTiO3 CS
particles [122], where the dielectric properties can be var-
ied over a wide range of values because the two perovskite
oxides are completely soluble in each other. The selection of
additives is done according to specific dielectric aims such as
the Curie shifters, which are dopants that change the Curie
temperature when entered into the BaTiO3 perovskite struc-
ture [123]. The shift in Curie temperature is proportional to
the concentration of the dopants. In the case of a nonuni-
form distribution of dopants the Curie point may span over
a wide range of temperatures. However, the susceptibility-
temperature dependence follows the Curie–Weiss law for
all dopant concentrations, indicating the dominant role of
the pure BaTiO3 core on the dielectric behavior of the CS
particles [124]. In this respect the dielectric behavior of CS
particles differs from that of FR particles where both have
different types of chemical inhomogeneity.
The dielectric behavior of BaTiO3-based CS particles was

explained by a model consisting of compositional inhomo-
geneity [124, 125]. According to the model the core is elas-
tically clamped, which causes the phase transition to be of
a second order type. The dependence of dielectric constant
on temperature for the core is

Kcore�T � = Kav for 10
 ≤ T ≤ Tc

= 4�C
T − Tc

for T ≥ Tc
(37)

where C and Tc are the Curie constant and temperature
respectively. Kcore is expected to be of the same order
of magnitude of pure fine-grained BaTiO3. The shell is
believed to have microvolumes of various compositions and
hence various ferroelectric phase transition temperatures.
The shell dielectric behavior is characterized by an inho-
mogeneous distribution of phase transitions. The average
dielectric constant of the shell is given as [126]

Kshell�T � =
∫ +�
−� K�T − T ′

c �f �T
′
c � dT

′
c∫ +�

−� f �T ′
c � dT

′
c

(38)

where f �T ′
c � is a general distribution function describing the

spread of Curie points in the shell which is assumed to be a
Gaussian distribution,

f �T ′
c � = exp

{
�−�T ′

c − Tmax�
2�

2

}
(39)

where  is a parameter that defines the width of the dielec-
tric permittivity peak and T ′

c is a second-order transition
temperature of an individual microvolume having a constant
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composition in the shell. The dielectric permittivity depen-
dence on temperature of the shell is described as follows:

Kshell�T �=K ′
av for T ≤ T ′

c

= 4�C
T − T ′

c

for T ≥ T ′
c

(40)

The dielectric permittivity of CS particles results from serial
and parallel contributions of the core and shell regions that
can be expressed by a semiempirical logarithmic expression:

log �K� = Vshell log �Kshell�+ Vcore log �Kcore� (41)

A good agreement was found between Eq. (41) and the
experimental results of LiF–BaTiO3 CS particles [124].
However, in some cases [127, 128] the calculated dielec-
tric constant was not in good agreement with the observed
values, which is attributed to a dominant effect of internal
stresses on the dielectric polarization.

3.2.3. Ferroelectric Superlattices
Ferroelectric superlattices (FSs) are multilayered thin films
composed of alternating epitaxial nanometer-sized layers
of different ferroelectric materials. A FS can be fabricated
by various techniques such as reactive evaporation [129],
molecular beam epitaxy [130], pulsed laser deposition [131],
metal-organic vapor deposition [132], the sol–gel method
[133], and others.
Dielectric properties of FSs differ from those of their

pure ferroelectric constituents and can be tailored by varying
the size and periodicity of the layers. Recent experi-
ments have shown that FSs exhibit many unusual dielec-
tric properties such as a giant dielectric response [134]
and anomalies in the domain structure and consequently in
the ferroelectric–paraelectric phase transition temperature
[135, 136]. A giant dielectric permittivity was reported in
superlattices having alternating layers of ferroelectric and
nonferroelectric epitaxial oxides [132]. This result was
demonstrated on multilayer thin films composed of para-
electric Pb1−xLaxTiO3 (PLT) and ferroelectric PbTiO3 (PT)
alternating layers. Three superlattices of PT/PLT with mod-
ulation wavelengths, l, of 10, 40, and 200 nm were studied.
In each superlattice, the PT and PLT layers were of equal
thickness and the total film thickness was 400 nm. For the
supertlattices with l > 40 nm the dependence of permittivity
on frequency shows a Debye behavior [Eqs. (10) and (11)].
At low frequencies, a giant dielectric constant was found of
about 350,000 and 420,000 for the modulation wavelengths
of 200 and 40 nm respectively. However, at high frequencies
the dielectric constant is equal to that of the paraelectric
phase of about 750. The dielectric constant of FSs could not
be calculated by assuming that the layers are serially con-
nected capacitors [133]. This indicates that interfacial cou-
pling should be taken into consideration in modeling the
dielectric behavior of FS films. The dielectric permittivity of
FS increases with increasing temperature especially at low
frequencies. The dielectric loss of FSs has a peak that spans
over a wide range of frequencies between 1 and 100 kHz.
The peak increases in both intensity and frequency range as
temperature increases. Above 75 
C the dielectric loss has
no peak but rather a monotoneous increase with decreasing

frequency. A decrease of FS modulation wavelength results
in an increase of dielectric permittivity and dielectric loss
and a shift of the dielectric loss peak to a lower applied
field frequency. However, at the modulation wavelength of
10 nm only the paraelectric phase was found in the superlat-
tice. The paraelectric phase has a dielectric permittivity and
a dielectric loss that are almost independent of frequency
and are much smaller (5 orders of magnitude) than those of
the ferroelectric phase at low frequencies. The effect of film
thickness on the ferroelectric phase was found to be differ-
ent in FSs compared to their individual ferroelectric layers
[137]. For example, in the case of BaTiO3/PbTiO3 multilayer
thin films there is no size driven ferroelectric phase transi-
tion when the interfacial coupling is strong while the pure
individual layers have a critical size of about 11 and 3 nm
respectively [137]. The dielectric permittivity and loss of FSs
are strongly suppressed under high dc applied fields [132].
The usually measured dielectric susceptibility of FSs is the
mean value of the multilayer film, which is determined by
the formula

1
�<� = 1

L

∫ d2

−d1

dz

< + 1
(42)

where �<� is the mean susceptibility of the film, L = d1 +
d2 is the modulation wavelength, and z is the direction of
applied field.
Experimental studies [138–140] show that, in ferroelec-

tric thin films, the formation of a periodic domain pattern
limits the extension of the interfacial strain field. Conse-
quently, the total energy of the superlattice is minimized.
This is in contrast to an unclamped single-crystal system, in
which a single domain is the equilibrium state. The nature
of the domain pattern depends very strongly on the epitax-
ial mismatch, the film thickness, and temperature. Exper-
imental data for multilayers usually show that c-domains
(polarization only in the c direction which is parallel to the
growth direction of the layers) of one layer alternate with
c-domains of the neighboring layer [136]. However, in the
case of PbTiO3/BaTiO3 FS multilayer thin films, it was found
[141] that c-domains in the BaTiO3 layers alternate with
a-domains (no polarization in the c direction but only in
the direction perpendicular to the growth direction of the
layers) in the PbTiO3 layers. This domain structure, which
was also found in the ferroelectric phase of the PTL/PT FS
multilayer thin films [134], is responsible for their unique
dielectric properties.
Currently, there are two main theoretical models that

try to explain the dielectric properties of FS multilayer
thin films. One model [134] consists of a rigid-body motion
of domains having oscillating pinned domain walls under
applied field. The dielectric behavior is analyzed by an equiv-
alent RC electrical circuit which includes a resistor R repre-
senting the resistance for the screening current flow between
the electrodes and the domain walls, a serially connected
capacitor C1 representing the polarization due to domain-
wall motion, and a parallel-connected capacitor C2 repre-
senting the polarization of the superlattice in the absence
of domain walls. C1 was determined by using an equation
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of rigid-body motion for a domain-wall lattice under a sinu-
soidal potential [142]. The model gives expressions for the
dielectric permittivity and dielectric loss of FSs as

�′ =
�1 + �2 + �2


2	2

1+ 
2	2
for �V � < VT

�2 for �V � > VT

(43)

�′′ =
�1
	

1+ 
2	2
for �V � < VT

�1
1+ 
	

for �V � > VT

(44)

where �1 is the dielectric permittivity due to domain walls, �2
is the dielectric permittivity in the absence of domain walls,
�V � is the absolute value of the applied voltage, VT is the
threshold voltage for domain-wall motion, 
 is the relaxation
time, and 	 is the angular frequency. Pinning occurs when
the energy is lower than that needed for nucleation of new
domain walls. A Gaussian distribution of VT was assumed
in order to calculate an average capacitance equal to C1.
The calculated values of dielectric permittivity and dielectric
loss, according to Eqs. (43) and (44), were found to be in
good agreement with experimental results obtained from the
PT/PLT FS multilayer thin films at low dc bias fields [134].
However, the calculated values deviate significantly from the
experimental ones at dc bias voltages higher than the thresh-
old voltage, probably due to an inappropriate assumption of
a sinusoidal pinning potential.
A second theoretical model uses interfacial coupling cri-

teria to describe the ferroelectric behavior of FS multilayer
thin films having a first-order phase transition [137]. The
model is based on the thermodynamic Landau formulation
for interfacial coupling combined with the transverse Ising
theory. According to this model, the dielectric susceptibil-
ity of a FS can be calculated by solving numerically the two
differential equations

D1
d2<1

dz2
= [

A1 + 3B1P
2
1 + 5C1P

4
1

]
<1 −

1
�0

D2
d2<2

dz2
= [

A2 + 3B2P
2
2 + 5C2P

4
2

]
<2 −

1
�0

(45)

where A, B, C, and D are thermodynamic parameters, P
is the polarization, and < is the susceptibility of layers 1
and 2 of the multilayer thin film. The model shows that
when the interfacial coupling is weak there is no ferroelectric
phase below a critical thickness. Above a critical thickness
the film shows two different ferroelectric phase transitions
corresponding to the two different layers in the multilayer
film. As the interfacial coupling strength increases there will
be only a single Curie temperature of the superlattice [135],
which is independent of the film thickness and is character-
ized by a broad permittivity peak. The Curie temperature of
the superlattice decreases with decreasing modulation wave-
length. When the interfacial coupling is very strong, both
polarization and Curie temperature increase with decreas-
ing modulation wavelength, and the dielectric susceptibility
goes down monotonically.

GLOSSARY
Core-shell dielectrics Inhomogeneous particles composed
of internal (core) pure dielectric material and outer (shell)
thinner cover. The shell is characterized by the same crystal-
lographic structure but different composition than the core.
The composition gradually changes from the core/shell inter-
face towards the outer surface of the shell.
Dielectrics Materials that exhibit internal electric dipole
moments under applied electric field due to a short-range
movement of electric charges.
Ferroelectric relaxors Complex oxides that belong to the
family of disordered materials, most particularly to the
group of mixed-cation ferroelectrics having a perovskite
structure with a general chemical formula A1−xA′

xB1−yB′
yO3.

Ferroelectric superlattices Multilayered thin films com-
posed of alternating epitaxial nanometer-sized layers of dif-
ferent ferroelectric materials.
Ferroelectrics Materials that exhibit spontaneous polariza-
tion and non-linear dielectric behavior.
Linear non-linear dielectrics Materials that exhibit linear/
non-linear dependence of polarization on applied electric
field.
Nanocomposites Heterogeneous materials composed of at
least one type of nanometer-sized particles.
Nanoporous dielectrics Heterogeneous materials com-
posed of nanometer-sized pores embedded in a dielectric
matrix.
Single-domain/multi-domain structures Single ferroelec-
tric domain/multi-ferroelectric domains in one grain.
Two dimensional ferroelectric behavior Electric dipole
interactions within a plane of a thin film.
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1. INTRODUCTION
Since the pioneering work on nanocrystalline (n-) materials
nearly twenty years ago [1], diffusion in these novel types of
materials attracted permanent interest. This interest arises
from the fact that material transport belongs to those phys-
ical properties of nanocrystalline materials that differ most
from those of their coarse-grained or single-crystalline coun-
terparts. In nanocrystalline materials, efficient mass trans-
port may occur because the number density of crystallite
interfaces in these materials is high, and diffusion along
interfaces is usually much faster than in crystals [2].
With respect to nanotechnology, diffusion represents a

key issue for a number of application-oriented properties
of nanocrystalline materials, such as enhanced ductility,
diffusion-induced magnetic anisotropy, enhanced ionic mass
transport, or improved catalytic activity [3, 4]. On the other
hand, diffusion is also relevant with respect to the basic
physics of nanophase materials since diffusion represents
a highly structure-sensitive atomistic process. In particular,
atomic-scale free volumes in interfaces and thermal vacan-
cies at high temperatures play crucial roles in diffusion pro-
cesses. Therefore, most detailed insight into the diffusion

characteristics of nanocrystalline materials is gained from a
combined study of diffusion and free volumes.
This chapter is an up-to-date review of diffusion and ther-

mal vacancy formation in nanocrystalline metals and alloys.
Focus will be on self-diffusion or diffusion of substitutional
atoms and the variation of the diffusion characteristics with
the routes applied for materials synthesis. The few diffu-
sion studies on nanocrystalline oxide materials will be briefly
summarized.

2. MODELING
In both nanocrystalline and coarse-grained materials, diffu-
sion coefficients are usually deduced from the penetration
profile of tracer atoms from the surface, which for example
are measured by means of the radiotracer technique [see
Section 3]. In general, the diffusion in polycrystalline
materials involves two simultaneous diffusion processes
progressing at different rates: i) rapid diffusion in the
crystallite interfaces characterized by the grain boundary
(GB) diffusion coefficient DB, and ii) the usually much
slower volume diffusion from the interfaces and the spec-
imen surface into the crystallites characterized by the
volume diffusion coefficient DV . According to the classi-
fication scheme introduced by Harrison, three regimes of
grain boundary diffusion denoted A, B, and C can be
found in polycrystalline materials for which the evalua-
tion of the penetration profiles is relatively simple [5, 6].
The validity of these diffusion regimes is defined by
appropriate ratios of the diffusion length LV ∝ √

DV t
(t: diffusion time) in the crystallites and the crystallite size
d or the interface thickness � [6].
In the type C regime, prevalent at the low temperatures

where many diffusion experiments on nanocrystalline pure
metals such as n-Fe and n-Pd are performed, the diffusion is
confined to the interfaces (LV < �). Assuming an initial thin
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layer of tracer atoms at the surface, the interface diffusion
coefficient DB can be directly determined from Gaussian
shaped concentration profiles

C ∝ 1√
DBt

exp
(
− z2

4DBt

)
(1)

with z and t denoting the depth and time of diffusion. The
same simple profile shape prevails in the type A regime
where the diffusion length in the crystallites exceeds the
crystallite diameter, or, LV > d. In this regime, which may
occur at high temperatures or at long times of diffusion
annealing, the diffusion is characterized by an effective dif-
fusion coefficient Deff = �1− f �DV + fDB where f denotes
the volume fraction of interfaces. In the type B regime
(� < LV < d), which occurs in an intermediate temperature
regime, the diffusion profiles are composed of a Gaussian
part for small penetration depths, which characterizes the
volume diffusion from the surface, and a deeper penetra-
tion part from which the product s�DBD

−0�5
V can be deter-

mined (s: segregation factor). Diffusion conditions falling in
between these regimes can be treated numerically. More-
over, an immobilization of diffusing atoms from fast interfa-
cial diffusion paths in the crystallites due to grain growth and
GB migration can be quantitatively be taken into account,
leading to an apparent diffusivity smaller than the actual
value of DB [6]. An extension of the aforementioned scheme
for fine grained metals, distinguishing different interface
geometries and the ratio between the diffusion length in
the interfaces and the crystallite size, has been proposed by
Mishin and Herzig [7].
Important aspects with respect to diffusion characteristics

in nanocrystalline materials pertain to residual porosity and
crystallite agglomeration, which has to be taken into account
in particular for nanocrystalline materials prepared by pow-
der routes. Residual porosity and loosely packed interfaces
between larger agglomerates of nanocrystallites may provide
fast diffusion paths from which diffusion into the crystal-
lite interfaces of the nanocrystalline agglomerates occurs,
as schematically shown in Figure 1. This type of diffusion
characteristic can be dealt with within the framework of a
cluster model, as first proposed by Bokstein et al. for stud-
ies on n-Ni [8] (see Section 4.1.1). This model takes into
account two types of interfaces with fast and slow diffusivity,
for which relationships analogous to GB diffusion kinetic of
type B are valid [8, 9].
In view of the close correlation between atomic-scale

open volumes and atomic diffusion, positron annihilation
has proven to be a powerful supplementary tool for gain-
ing additional insight into the complex material transport
characteristics of nanocrystalline materials. By means of
positron annihilation, open volumes on an atomic scale
can be specifically detected with high sensitivity, owing to
the characteristic change of the positron-electron annihila-
tion parameters that occurs upon positron trapping at free
volumes. In nanocrystalline materials with positrons being
predominantly trapped and annihilated in the interfaces
between the nanocrystallites, the defect-specific positron
lifetime components yield unique information on the size
of interfacial structural free volumes [10]. At high tem-
peratures, the formation of thermal vacancies also can be

Figure 1. Agglomerate model of diffusion in nanocrystalline materials
synthesized via powder routes [8]. Due to crystallite agglomeration and
residual porosity, these materials show two types of interfaces with fast
and slow diffusion, which can be modeled in analogy to type B kinet-
ics of interface diffusion. The loosely packed boundaries between the
densely packed agglomerates provide fast paths of diffusion, whereas
the diffusion in the interfaces between the nanocrystals is similar to
conventional grain boundaries.

detected. A pattern of the positron annihilation sites in
nanocrystalline metals is shown in Figure 2. As outlined else-
where [11, 12], in most high-temperature studies of nano-
crystalline metals and alloys, the mean positron lifetime can

�̄ = �V �VCV + �1�1C1 + �void�voidCvoid

�VCV + �1C1 + �voidCvoid
(2)

Figure 2. Positron annihilation sites in nanocrystalline metals. In nano-
crystalline metals, the positrons are quantitatively trapped and anni-
hilated at vacancy-sized defects in the interfaces or nanovoids with a
size of about 5–15 missing atoms yielding the characteristic positron
lifetime components �1 and �void. A lifetime component �V charac-
terizing thermal lattice vacancies is found in thermally stable nano-
materials at higher temperatures. Reprinted with permission from [12],
R. Würschum, Mater. Sci. Forum 363–365, 35 (2001). © 2001, Trans
Tech Publications, Inc.
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be described by the weighted average of the characteris-
tic positron lifetimes in vacancy-type free volumes at inter-
faces (�1), nanovoids (�void), and thermal vacancies (�V ).
The weighting factors �iCi are given by the product of
the specific positron trapping rate �i and the concentra-
tion Ci of the respective type i of positron trap. In order
to avoid structural changes during the measuring runs,
high-temperature measurements of the positron lifetime are
performed after preannealing at or above the maximum
measuring temperature.

3. EXPERIMENTAL TECHNIQUES
Diffusion measurements on nanocrystalline materials are
carried out using a wide spectrum of well-established exper-
imental techniques. These include the radiotracer method
with sputter sectioning or mechanical sectioning, mainly
used for metallic diffusors as 59Fe; secondary ion mass
spectroscopy (SIMS) with depth profiling for nonradioac-
tive tracers as 18O; Rutherford backscattering (RBS); or
nuclear magnetic resonance (NMR) for studies on an atomic
scale. Details of these experimental techniques are described
in textbooks on diffusion (see, e.g., [5]) and the refer-
ences quoted for the respective materials (see Table 1 and
[13–30]).

Table 1. Overview of diffusion studies published on nanocrystalline
metals and alloys.

Metals Synthesis route Ref.

Pd (Fe) CC [13]
Pd (Fe) SPD [14]
Fe (Fe) CC [15]
Fe (Fe) SPD [15]
Cu (Cu) CC [16]
Cu (Ag) MS [17]
Cu CC [18]
Cu (Ag) CC [19]
Cu (Au) CC [20]
Cu (Bi) CC [20]
Cu (Sb) CC [21]
Ni (Ni) CC [8]
Ni (Cu) SPD [22]
Ni (Cu) ED [22]
Fe (B) CC [23]

Alloys

Fe73�5Si13�5B9/Nb3Cu1 (Fe) MS/CRY [24]
Fe73�5Si13�5B9/Nb3Cu1 (Ge) MS/CRY [25]
Fe90Zr10 (Fe) MS/CRY [26]
Fe90Zr7B3 (Fe) MS/CRY [25]
Nd14�2Fe80�8B5 (Fe) MS/HC [25, 27]
�-Fe61�2Ni38�8 (Fe) MA/HC [9]
Al91�9Ti7�8Fe0�3 (Cu) MA/HC [28]
Al96�8Mg3Sc0�2/Al99�8Sc0�2 SPD [29]
Ni-Cu (Interdiffusion) PVD/ML [30]

Note: Synthesis routes: crystallite condensation and compaction (CC), severe
plastic deformation (SPD), magnetron sputtering of films (MS), electro-deposition
(ED), melt-spinning and crystallization (MS/CRY), melt-spinning and hot com-
paction (MS/HC), mechanical alloying and hot compaction (MA/HC), or depo-
sition of thin multi-layers in high vacuum (PVD/ML). The diffusing element is
given in brackets.

For the high-temperature positron annihilation studies, a
radioactive source, such as 58Co, is deposited on and sub-
sequently diffused into the consolidated specimen material.
Positron lifetime spectra containing about 106 to 107 counts
are recorded by means of the ��-coincidence technique
using two fast scintillation detectors. A description of the
positron annihilation technique and its application to nano-
materials has been given earlier [10, 12, 31, 32].

4. RESULTS ON DIFFUSION AND
THERMAL VACANCY FORMATION

The structure of nanocrystalline materials in general
depends greatly on the synthesis route. Therefore, the fol-
lowing presentation of the results on diffusion and positron
annihilation in nanocrystalline metals and alloys (Sec-
tion 4.1) is subdivided into the various synthesis routes,
such as cluster-synthesis and compaction (Section 4.1.1),
melt-spinning (Section 4.1.2) and mechanical routes (Section
4.1.3). The diffusion in nanocrystalline ceramics is addressed
in Section 4.2. A compilation of diffusion and positron life-
time measurements in nanocrystalline metals, alloys, and
ceramics is given in Tables 1–3.

4.1. Nanocrystalline Metals and Alloys

4.1.1. Cluster-Condensation
and Compaction

A common route for the preparation of nanocrystalline met-
als and alloys is cluster synthesis and compaction (cf. CC
in Table 1). Summarizing briefly, pure metals or alloys are
vaporized in a thermal evaporation or sputtering source in a
low-pressure inert gas atmosphere (mostly He or Ar). Nano-
crystallites, formed by condensation in the gas atmosphere,
are collected on a cold surface and subsequently consoli-
dated in-situ into disk-shaped samples by uniaxial pressing.
In the case of n-Pd [13] and n-Fe [15], mass densities near
the theoretical value were obtained by applying a pressure
of 3–4 GPa at slightly elevated temperatures in the range of
400 K under ultra-high vacuum conditions.
Due to the synthesis conditions far from thermodynamic

equilibrium, structural relaxation occurs in cluster-
assembled nanocrystalline metals at slightly elevated
temperatures, as evidenced by a variety of structure-
sensitive measuring techniques (see [4, 33]). Regarding
diffusion characteristics, an influence of structural relax-
ation is concluded from recent studies of self-diffusion
in nanocrystalline Fe prepared by cluster condensation
and compaction (see Fig. 3), where a decrease of self-
diffusivity with increasing time of diffusion annealing could
be detected [15]. Similar observations were made for
nanostructured Fe [15] or Ni [22] prepared by severe plastic
deformation (see Section 4.1.3).
In the relaxed state of cluster-assembled nanocrystalline

Fe, interface diffusivities are found that are quite similar to
values extrapolated from high-temperature data of GB self-
diffusion in coarse-grained Fe (Fig. 4). Similar conclusions
were drawn from earlier diffusion studies on virtually pore-
free, cluster-assembled nanocrystalline Pd [13]. The fast dif-
fusion of 59Fe in n-Fe and n-Pd is regarded as evidence that
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Figure 3. Correlation between structural relaxation and grain boundary
diffusivities in nanocrystalline metals. Structural relaxation induced by
preannealing at a temperature of 523 K leads to a significant reduc-
tion of the Cu diffusivity in nanocrystalline Ni prepared by severe
plastic deformation [22]. A similar decrease of 59Fe self diffusivity is
noted in cluster-assembled Fe during extended diffusion annealing [15].
Dashed lines denote extrapolated values of GB diffusion in coarse-
grained metals.

atomic transport occurs in the crystallite interfaces since the
bulk diffusion in crystalline Pd or Fe is negligibly small at
these temperatures (see Fig. 4). Moreover, the diffusion in
these cluster-compacted nanocrystalline metals is probably
not affected by porosity, as indicated by the high relative
mass density and the observation that the data obtained in

Figure 4. Overview of 59Fe tracer diffusion in nanocrystalline Fe and
Fe-rich alloys: n-Fe prepared by cluster and compaction [15], n-Fe90-
Zr7B3 [25] and n-Fe73�5Si13�5B9Nb3Cu1 [24] prepared by melt-spinning
and crystallization, and n-Nd12�2Fe81�8B6 prepared by melt-spinning and
hot-compaction [27]. For Fe90Zr7B3 the diffusivities in two types of
interfaces (I,II) are shown. Literature data of Fe diffusion in the fer-
romagnetic phase of crystalline �-Fe (c-Fe, [39]) and in grain bound-
aries of Fe (GB-Fe, [40]) are shown for comparison (extrapolations are
dotted).

pore-free nanostructured metals prepared by severe plastic
deformation (see Section 4.1.3) are very similar.
The major result that the diffusion characteristics are

similar in relaxed interfaces of nanocrystalline metals and
in conventional GBs indicates that the interfaces in nano-
crystalline metals attain an equilibrium-like structure upon
structural relaxation at slightly elevated temperature. The
enhanced diffusivity prior to relaxation has to be ascribed to
a nonequilibrium structure of the interfaces. In cold-worked
bulk metals, nonequilibrium GBs have been found to exhibit
a gradual relaxation or metastable characteristics [34]. In
this case, the enhanced diffusivities are ascribed to the
absorption of lattice dislocations at the grain boundaries
[34, 35]. In nanocrystalline metals, where the dislocation
activity is suppressed at small crystallite sizes [36], the
enhanced diffusivity may arise from local excess free vol-
ume which, for example, is left after initial high-pressure
crystallite compaction. This view is supported by positron
annihilation studies providing evidence of vacancy-type
interfacial free volumes and their variations upon annealing
at slightly elevated temperatures [10, 31]. A similar decrease
of the diffusivity upon annealing is well known in the case
of amorphous alloys, where excess free volumes anneal out
during structural relaxation (see [37]). The relaxed state of
amorphous alloys remains stable over a relatively wide tem-
perature range below the onset of crystallization. In nano-
crystalline metals, however, the relaxed interfacial structure
is prone to interface migration and grain growth [13]. This is
particularly true in the case of porosity-free nanocrystalline
metals of high purity where no pinning centers for interfaces
are available [38].
A substantial influence of porosity on diffusion behav-

ior in cluster-assembled nanocrystalline metals has to be
taken into consideration in the case of incomplete crys-
tallite compaction. This appears to apply particularly to
the first diffusion studies in this field where extraordinar-
ily high diffusivities were found (see [2] for discussion).
More recently, residual porosity in the wake of agglomer-
ate formation during cluster synthesis and compaction has
been quantitatively considered by Bokstein et al. [8] for
the analysis of Ni self-diffusion studies on cluster-assembled
n-Ni with a relative density of 92–93%. Applying the clus-
ter model described in Section 2 and schematically shown
in Figure 1, a high diffusivity comparable to surface diffu-
sion was found for the loosely packed interfaces between the
agglomerates, whereas the diffusion in the nanocrystallite
boundaries within the agglomerates was found to be charac-
teristic of GB diffusion [8]. Similar conclusions were drawn
most recently from a more detailed diffusion study on 98%
dense �-Fe61�2Ni38�8 prepared by mechanical alloying and hot
compaction [9] (see Section 4.1.3 and Fig. 6).

4.1.2. Melt-Spinning
Nanocrystalline alloys can be obtained from appropri-
ate amorphous materials by means of crystallization (cf.
MS/CRY in Table 1). The amorphous alloys are prepared by
rapid cooling making use of, for example, the melt-spinning
technique. Upon annealing, the initially amorphous alloys
transform into a nanocrystalline structure with a residual
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amorphous intergranular phase. In this class of nano-
materials, the attention focuses on Fe-based magnetic mate-
rials such as the soft magnetic alloys Fe73�5Si13�5B9Nb3Cu1
and Fe90Zr7B3 (NANOPERMTM), which are already in com-
mercial application [41, 42]. In these nanocomposites pre-
pared by crystallization of amorphous alloys, the residual
intergranular amorphous phase plays a key role in deter-
mining the diffusion and positron annihilation behavior. In
the case of the permanent magnetic alloy Fe2Nd14B, the
nanocrystalline structure can be directly obtained upon melt-
spinning [43]. Fine-tuning of the magnetic properties by
nanostructuring and high thermal stability make these afore-
mentioned nanocrystalline materials both attractive choices
for technical applications and important targets of scientific
investigation.
The soft-magnetic alloy Fe73�5Si13�5B9Nb3Cu1 shows a two-

component nanocomposite structure of DO3-type ordered
Fe3Si nanocrystallites (crystallite size d ∼ 12 nm) embedded
in an Nb and B enriched amorphous matrix. This structure is
maintained until well above the annealing temperature (Ta =
810 K) applied for crystallization of the initially amorphous
alloy [24].
Diffusion studies conducted on nanocrystalline and amor-

phous Fe73�5Si13�5B9Nb3Cu1 under identical conditions (Td =
693 K) show that the 59Fe tracer diffusion in the nano-
crystalline state is markedly higher than in the initially
amorphous state [24]. This rather unusual behavior can be
attributed to the formation of thermal vacancies in the
DO3-Fe80Si20-nanocrystallites leading to a higher diffusiv-
ity of Fe in the volume of the Fe3Si crystallites than in
the surrounding amorphous matrix. This is concluded from
the observation of a reversible increase of the positron life-
time in Fe73�5Si13�5B9Nb3Cu1 at temperatures above 700 K
(see Fig. 5), indicating thermal vacancy formation in the
DO3-Fe3Si nanocrystallites. The enthalpy of vacancy forma-
tion HF

V = 1�1 eV determined from the high-temperature
increase of the mean positron lifetime �̄ is almost identical
to the value in DO3-Fe79Si21 single crystals [24]. In further
analogy to single-crystalline DO3-Fe79Si21 [44], the diffusion
on the Fe sublattice of the nanocrystallites is found to be
much faster than on the Si sublattice. This is deduced from
a recent extension of the studies on the diffusion of Ge,
which is considered to resemble the self-diffusion of Si in
nanocrystalline Fe73�5Si13�5B9Nb3Cu1 [25].
Regarding the interface diffusion in Fe73�5Si13�5 B9Nb3Cu1,

a closer inspection shows the interface diffusivity of Fe in the
nanocrystalline state to be similar as in the amorphous state
prior to crystallization. This important observation of a slow
interface diffusion, strongly reduced in comparison to that
in grain boundaries of metals (Fig. 4), represents a charac-
teristic feature of alloys that are prepared by crystallization
of melt-spun amorphous ribbons. This slow diffusivity, which
occurs in other crystallized alloys (Fe90Zr10, Fe90Zr7B3) as
well (see later), has to be attributed to residual intergranular
amorphous phases [24, 26].
This view is supported by positron lifetime studies on

nanocrystalline Fe73�5Si13�5B9Nb3Cu1, where prior to the
onset of thermal vacancy formation in the nanocrystallites,
a positron lifetime �̄ similar to that in the amorphous state
is observed [24]. This shows that positrons are trapped in
the residual intergranular amorphous phase between the

Figure 5. Overview of high temperature positron measurements
(mean positron lifetime �̄) in the structurally stable nanocrystalline
alloys (Fe3Si)95Nb5 [32], ZrO2-doped Cu [45], Pd84Zr16 [45],
Fe73�5Si13�5B9Nb3Cu1 [24], and Fe90Zr10 [45]. Thermal formation of
vacancies is indicated by the reversible increase (Fe73�5Si13�5B9Nb3Cu1)
or decrease ((Fe3Si)95Nb5, ZrO2-doped Cu) of �̄ at high temperatures.
Reprinted with permission from [12], R. Würschum, Mater. Sci. Forum
363–365, 35 (2001). © 2001, Trans Tech Publications, Inc.

nanocrystallites and annihilated at free volumes of similar
size as in the amorphous alloys. The same conclusion is
drawn from positron lifetime studies on n-Fe90Zr10 [45].
The Fe and Ge diffusion data on nanocrystalline Fe73�5-

Si13�5B9Nb3Cu1 allow important conclusions on the
application-relevant issue of magnetic anisotropy, which can
be induced in this alloy upon annealing under mechanical
stress or in an external magnetic field [46, 47]. A more
detailed consideration indicates that the generation of a
magnetic anisotropy is controlled by the slow diffusion of Si
within the nanocrystallites [25].
Although there are common features of Fe73�5Si13�5-

B9Nb3Cu1 and the other crystallized alloys Fe90Zr10 and
Fe90Zr7B3, as stated above, there are also remarkable differ-
ences which are addressed in the following. Nanocrystalline
Fe90Zr10 is prepared by crystallizing melt-spun amorphous
ribbons at 873 K for 48 h under high vacuum conditions.
The resulting two-phase microstructure is composed of �-Fe
and Fe2Zr nanocrystallites with a mean grain size in the
order of d ∼ 30 nm [26, 48]. A more refined nanostructure
of �-Fe grains with a size of d ∼ 10–15 nm is obtained in
Fe90Zr7B3 [25].
In contrast to the Fe3Si-based alloy Fe73�5Si13�5B9Nb3Cu1

(as previously shown), the �-Fe based alloys Fe90Zr7B3 and
Fe90Zr10 show no increase of the 59Fe tracer diffusivity
upon crystallization (Fig. 4). This behavior reflects the much
slower volume diffusion of Fe in the �-Fe nanocrystallites
compared to that in Fe3Si, as the temperature range stud-
ied is below the onset of thermal vacancy formation in �-
Fe. This interpretation is supported by high-temperature
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positron lifetime studies of n-Fe90Zr10, where no indication
of thermal vacancy formation is found [45] (Fig. 5).
In addition to the slow interface diffusivity, indication for

a second fast diffusion process is deduced from the tails of
the diffusion profiles measured on nanocrystalline Fe90Zr7B3
and Fe90Zr10. Assuming two types of interfaces with either
high or low interface diffusivity and diffusion kinetics anal-
ogous to a type B process, similar as applied to cluster-
compacted n-metals (see Section 3), the fast process is found
to resemble the diffusion in conventional grain boundaries
in �-Fe (see Fig. 3 and [24, 26, 49]). No fast interfacial paths
are found in nanocrystalline Fe73�5Si13�5B9Nb3Cu1 [24], pre-
sumably due to the higher volume fraction of the intergran-
ular amorphous phase compared to Fe-Zr alloys.
Finally, the results on the nanocrystalline permanent mag-

net Nd2Fe14B will be presented. A novel type of diffu-
sion behavior has been found in Nd2Fe14B-based alloys that
shows an intergranular melting transition of Nd-enriched
GBs [43]. In the technology of these hard magnetic materi-
als, the intergranular melting transition is used in powder-
metallurgical processing and to induce a crystallographic and
thus magnetic texture in Nd2Fe14B [43].
Radiotracer measurements making use of the isotope 59Fe

show a substantial increase of the product �DGB of the
interfacial thickness and the interface diffusion coefficient
above the intergranular melting transition [27] (Fig. 4). The
increase of �DGB toward the diffusivity in bulk melts occurs
over an extended temperature range rather than abruptly.
Such a gradual change could either be due to confinement
or due to melting initially restricted locally. Both effects
give rise to reduced long-range diffusivities compared to
bulk melts, as long as the dimensions of the molten region
are small or interconnected liquid regions have not yet
formed in the initial stage of melting. Below the intergranu-
lar melting transition, GB diffusivities in n-Nd2Fe14B similar
to those in �-Fe are found in the framework of GB diffusion
kinetics of type B when a volume self-diffusivity of �-Fe is
assumed (Fig. 4).

4.1.3. Mechanical Routes
Mechanical processing, as severe plastic deformation or
mechanical attrition, represents a further important route
for obtaining a wide range of nanomaterials. Fully dense,
massive samples can be transformed to a nanocrystalline
structure by extensive torsional deformation under high
pressure or equiaxial channel pressing [50] (cf. SPD in
Table 1). Powders of agglomerated nanocrystals with a wide
range of alloy compositions are prepared by high-energy
ball milling starting from elemental metal powders or alloy
powders [51].
Diffusion experiments on porosity free, nanostructured

Pd prepared by severe plastic deformation show a similar
59Fe tracer diffusion behavior as found in highly dense n-
Pd specimens prepared by cluster condensation and com-
paction (see [14] and Section 4.1.1). In the case of fully
dense, nanostructured Fe prepared by severe plastic defor-
mation—similar as in n-Fe specimens prepared by cluster
condensation and compaction (see [15] and Section 4.1.1)—
evidence for a reduction of the 59Fe tracer diffusivity by
up to one order of magnitude due to structural relaxation

was found (see Fig. 3). Similar observations were recently
reported by Kolobov et al. [22] on nanostructured Ni pre-
pared by severe plastic deformation. In that case, the diffu-
sivity of Cu at 423 K was found to decrease by more than
three orders of magnitude upon preannealing at 523 K prior
to the onset of grain growth (see Fig. 3 and [22]). Both in
n-Fe [15] and n-Ni [22], the interfacial diffusion coefficients
in the relaxed state appear to be similar to or only slightly
higher than values that are expected for conventional GBs
in coarse-grained materials from an extrapolation of high-
temperature data to lower temperatures.
The most detailed diffusion studies on mechanically pre-

pared nanocrystalline alloys were recently reported by Divin-
ski et al. [9]. In 98% dense �-Fe61�2Ni38�8, prepared by
mechanical alloying and hot compaction, the Fe diffusion
was studied in a wide temperature range covering the GB
diffusion regimes of type A, B, and C (see Fig. 6). Mea-
surements at low diffusion temperatures indicate two dif-
ferent types of interfaces in this hot-compacted material.
In analogy to the cluster model of Bokstein et al. [8] (see
Sections 2, 4.1.1), the diffusion profiles obtained at low
temperatures were analyzed by employing relationships in
analogy to those of type-B kinetics of GB diffusion and
taking into consideration diffusion fluxes from the inter-
agglomerate to the intra-agglomerate boundaries. The dif-
fusion coefficients of the intra-agglomerate boundaries were
found to be characteristic of conventional GBs, whereas dif-
fusivities several orders of magnitude higher were deduced
for the inter-agglomerate boundaries. Diffusion coefficients

Figure 6. Arrhenius plot of the Fe GB diffusion in nanocrystalline
�-Fe-40 wt.% Ni. The results of the 59Fe tracer diffusion studies show
fast diffusion in inter-agglomerate boundaries (open symbols) and sig-
nificantly slower diffusion in intra-agglomerate grain boundaries (filled
symbols) similar as in GBs of coarse-grained �-Fe (cf. Fig. 1 and Sect. 2
for diffusion model). Reprinted with permission from [9], S. V. Divinski
et al., Z. Metallkd. 93, 265 (2002). © 2002, Institut für Metallkunde der
Universität Stuttgart.
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of the intra-agglomerate boundaries very similar to GBs
in coarse-grained �-Fe were also deduced from the high-
temperature diffusion measurements on �-Fe61�2Ni38�8 in the
type B and A regimes, where volume diffusion from the
intra-agglomerate boundaries into the crystallites becomes
increasingly dominant [9]. These results demonstrate the
significant influence of residual porosity and agglomer-
ate formation on the diffusion characteristics of powder-
synthesized nanomaterials.
The remainder of this chapter will deal with high-

temperature positron annihilation studies on structural free
volumes and thermal vacancy formation in nanocrystalline
alloys prepared bymechanical routes. Three different alloys—
Pd84Zr16 [45], (Fe3Si)95Nb5 [32], and ZrO2-doped Cu [45]—
represent model systems, due to their high structural stability
allowing positron lifetime measurements up to high tempera-
tures (Fig. 5, Table 2).
In ball-milled n-Pd84Zr16, the structural stability arises

from Zr segregation at the grain boundaries. Positron life-
time studies on powder-compacted n-Pd84Zr16 samples show
a substantial and fully reversible increase of the positron
lifetime by more than 60 ps between ambient tempera-
ture and the maximum temperature of 1173 K (see Fig. 5
and [12, 45]). A numerical analysis of the positron life-
time spectra shows two lifetime components of �1 = 175 ps
and �2 = 360 ps, which are ascribed to interfacial free vol-
umes slightly smaller than a lattice vacancy and nanovoids
of about 10 missing atoms, respectively. A detailed analy-
sis shows that the high-temperature increase of the positron
lifetime is primarily due to an increase of the specific trap-
ping rate at nanovoids [45]. In particular, no indication of
thermal vacancy formation is found.
In sub-microcrystalline Cu-0.1 wt.% ZrO2 prepared by

equichannel angular pressing, an initial increase of the mean
positron lifetime �̄ due to the increase of the positron trap-
ping rate in nanovoids similar as in n-Pd84Zr16 is found
(Fig. 5, [45]). More remarkably, the thermal formation
of lattice vacancies can be deduced from the reversible
decrease of �̄ at high temperatures above 900 K [45].
Most detailed results on the thermal vacancy formation

are available for ball-milled Nb-doped Fe3Si. These stud-
ies were motivated by the observation of thermal vacan-
cies in the crystallized soft-magnetic Fe3Si based alloy

Table 2. Characteristics of nanocrystalline alloys studied by positron
annihilation at high temperatures.

Stabilizing
Alloy Synthesis Tmax [K] d [mm] factor Ref.

Fe73�5Si13�5B9Nb3Cu1 CRY 880 15 amorphous [24]
phase

Fe91Zr9 CRY 970 30 two-phase [45]
structure

Pd84Zr16 BM 1170 120 GB segregation [45]
(Fe3Si)95Nb5 BM 1020 110 GB segregation [32]
Cu-0.1 wt.% ZrO2 ECP 1060 250 precipitates [45]

Note: Tmax: maximum temperature of measurement and/or pre-annealing, d:
crystallite size during high temperature measuring run (see Fig. 4). Synthesis
routes: crystallization (CRY), ball milling (BM), and equichannel angular pressing
(ECP).

Source: Reprinted with permission from [12], R. Würschum, Mater. Sci. Forum
363–365, 35 (2001). © 2001, Trans Tech Publications, Inc.

Fe73�5Si13�5B9Nb3Cu1 (see Section 4.1.2). In consolidated
specimens of ball-milled (Fe3Si)95Nb5, the positron annihi-
lation behavior is determined by competitive trapping and
annihilation of positrons in vacancy-sized interfacial free
volumes, nanovoids, and thermal vacancies as described
by Eq. (2) [32]. From the reversible decrease of the
positron lifetime �̄ at high temperatures, a vacancy forma-
tion enthalpy of HF

V = 1�1 eV as in crystalline Fe3Si is
deduced. This indicates identical thermal vacancy character-
istics in the nanocrystallites and the coarse-grained state.
The vacancy formation and diffusion data in Fe3Si allow

an assessment of the DO3 ordering processes that occur in
this intermetallic alloy upon heat treatment after ball-milling
[32]. X-ray diffraction studies show that nanocrystalline
(Fe3Si)95Nb5 is initially disordered after ball-milling. Long
range ordering (DO3 superstructure) was found to emerge
at about Ta = 623 K and to be almost complete after
annealing at Ta = 713 K, far below the onset of massive
crystallite growth above 800 K [32]. A comparison with dif-
fusion data measured in ordered DO3-Fe76Si24 and in dis-
ordered A2-Fe76Si24 [44] shows that the ordering process
in nanocrystalline (Fe3Si)95Nb5 is controlled by slow Si dif-
fusion similar to that discussed for the formation of mag-
netic anisotropy in n-Fe73�5Si13�5B9Nb3Cu1 (Section 4.1.2).
This correlation of the ordering with the Si diffusion is fur-
ther supported by Mössbauer studies performed on the same
(Fe3Si)95Nb5 material [52].

4.2. Nanocrystalline Ceramics

Compared to nanocrystalline metals and alloys, as presented
in the previous section, few diffusion data are available for
nanocrystalline oxide materials (Table 3). In nanostructured
ceramics, the interface diffusion is of particular importance
with respect to enhanced sintering rates and improved plas-
ticity. The electric charge of the diffusing ions and the
requirement to maintain overall electric neutrality leads to a
diffusion behavior substantially different from metals. Both
anions and cations diffuse separately on their respective sub-
lattices and may show significantly different diffusivities and
activation enthalpies. In addition, deviations from stoichiom-
etry or doping with aliovalent cations exert a strong influ-
ence, in particular on the diffusion of oxygen.
The diffusion of oxygen in nanostructured ZrO2 and TiO2

was studied using 18O as a tracer and depth profiling by
means of secondary ion mass spectroscopy (SIMS) [53, 54].
Samples of undoped, monoclinic ZrO2 with a mass den-
sity of 97%–99% and average crystallite sizes d of 80 or

Table 3. Overview of diffusion studies on nanostructured ceramics
(diffusing element quoted in parentheses).

Ceramic (diffusor) Synthesis route Ref.

ZrO2 (18O) CC [53]
TiO2 (18O) CC [54]
TiO2 (Hf) CC [54]
CaF2 (19F) CC [56]
LiNbO3 (7Li) BM [57]
LixTiS2 (7Li) BM [58]

Note: Synthesis routes: cluster condensation, oxidation, and consolidation
(CC); high energy ball milling (BM).
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300 nm were prepared from Zr metal by cluster synthesis
and oxidation of Zr nanocrystallites with in-situ compaction
and subsequent pressure-less sintering of n-ZrO2 at 950 �C
or 1050 �C [54]. The volume and interface diffusivities in
the type B and A diffusion regime were directly determined
from the 18O diffusion profiles. In undoped n-ZrO2, the dif-
fusion of 18O in the interfaces is 103 to 104 times faster than
in the volume of the crystallites in the temperature range of
450 �C to 950 �C. No dependence on the crystallite size was
found. The activation enthalpies QV = 2�29 eV and QB =
1�95 eV of the volume or interface diffusion, respectively,
are considerably higher than observed in Ca- or Y-doped
ZrO2 where structural oxygen vacancies contribute to fast
ionic conduction.
In nanocrystalline TiO2, the oxygen diffusivity was found

to be similar as observed in n-ZrO2, whereas the oxygen
diffusion in bulk rutile is considerably slower, especially if
the lower melting temperature of TiO2 is taken into account
[53, 54]. Unlike the oxygen diffusion behavior, studies on the
cation diffusion in n-TiO2 using Hf as tracer show no signif-
icant enhancement of Hf diffusion in n-TiO2 in comparison
to extrapolated values of Ti self-diffusion in bulk TiO2 [54].
In cluster-synthesized CaF2 and in ball-milled LiNbO3, the

diffusion of the F− anions and Li+ cations was studied on an
atomic scale in nuclear magnetic resonance (NMR) exper-
iments [55–57]. In both materials, nanocrystalline samples
show an onset of diffusion-induced spin-lattice relaxation at
substantially lower temperatures than in the corresponding
bulk materials. The NMR data indicate fast interfacial dif-
fusion with activation energies much lower than in the bulk,
such as for example 0.4 eV vs. 1.6 eV for F− in CaF and
0.27 eV vs. 0.75 eV for Li+ in LiNbO3 [55–57]. These find-
ings support the two-phase model for nanocrystalline mate-
rials consisting of nanometer-sized single crystals separated
by a large volume fraction of grain boundaries and inter-
faces. In a similar fashion, NMR studies on the Li diffusion
in ball-milled nanocrystalline LixTiS2 indicate that the grain
surfaces provide fast diffusion paths [58].

5. CONCLUSIONS
As outlined in this chapter, diffusion processes constitute
a central issue in determining both the properties and
future applications as well as the processing routes of nano-
crystalline materials. A comparison of the diffusion data
with the results of positron annihilation studies strongly con-
tributes to a better understanding of the diffusion process
and the role of structural defects and relaxation. Based on
the studies of nanostructured metals, alloys, and ceram-
ics reviewed here, the diffusion related properties of nano-
materials can be summarized as follows:

• The synthesis route and the resulting microstructure
play a key role in determining the diffusion behavior
and related properties of these materials.

• Structural relaxation, which, especially in the case of
pure nanocrystalline metals, is accompanied by grain
growth, leads to a significant reduction of the diffusiv-
ity.

• In general, the diffusivities in relaxed interfaces in
nanomaterials are close to those found for grain bound-
aries in conventional polycrystals.

• Diffusion studies on nanomaterials prepared via pow-
der routes may exhibit different types of interfaces,
such as inter-agglomerate boundaries of high diffusiv-
ity and intra-agglomerate boundaries with a diffusivity
characteristic of conventional grain boundaries.

• Intergranular amorphous phases, which occur in struc-
turally stable nanostructured alloys prepared by melt-
spinning, show a much lower diffusivity than found in
grain boundaries.

GLOSSARY
Agglomerate Ensemble of densely packed crystallites
formed, e.g., during ball milling.
Grain boundary An interface involving the misorientation
between the adjoining crystallites.
Interface diffusion Atomic diffusion in interfaces, usually
enhanced compared to lattice diffusion.
Nanocomposite Nanostructured material consisting of dif-
ferent nanoscale phases.
Positron annihilation Nuclear measuring technique for
studying atomic free volumes and electronic properties
of condensed matter by means of the characteristics of
positron-electron annihilation.
Tracer diffusion Highly sensitive experimental technique
for the determination of diffusion coefficients by measuring
the penetration of radioactive tracer atoms in solids.
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1. INTRODUCTION
Nanomaterials (nanocrystalline or nanostructured materials
(NMs)) are solids that have a microstructure with a char-
acteristic length-scale on the order of 1–20 nanometers [1].
Interest in this class of materials stems from their unique
structure, which exhibits many desirable properties impor-
tant both for the development of fundamental physical con-
cepts and numerous technical applications.

Among the great variety of NMs [2], only two categories
were extensively studied with regard to diffusion. The first
one includes bulk nanostructural solids and thin polycrys-
talline solid films, consisting of nanometer-sized crystallites.
The bulk microstructure of such NMs is similar to that
of two-phase materials, where one of the phases consists
of grain interiors, the other—of grain boundaries (GBs),
and both have comparable volume fractures. Diffusion in
NMs of this category occurs mainly along GBs and inter-
faces. Coherent or incoherent interfaces are formed between
adjacent assembled crystallites depending on their atomic
structure, crystallographic orientation, and chemical compo-
sition [3]. Such a heterogeneous microstructure, composed

of nanocrystallites and interfaces between them, is crucial
for many important properties and processes in NMs. Dif-
fusion is one such process, which demonstrates the unusual
behavior of NMs compared to regular polycrystals.

The other category of NMs, in which diffusion was exten-
sively studied, includes single crystals whose surface regions
structured laterally on a nanometer scale by “writing” a
nanometer-sized structural pattern on the free surface or
precise deposition of another material. One example of such
a pattern is an array of nanometer-sized islands (e.g., quan-
tum dots) connected by thin (nanometer scale) wires [3].
Diffusion evolution of such materials occurs mainly due to
surface diffusion (SD).

Interest in diffusion in both types of NMs is stimulated by
the fact that atomic motion plays an important role in the
structural stability and physical properties of NMs. Grain
boundary diffusion governs the kinetics of mass-transfer
processes, such as sintering, phase transformation, creep,
electromigration, superplastic deformation, as well as the
synthesis and processing of new NMs. Surface diffusion,
which happens very rapidly at high temperatures, is the main
mechanism for the production of nanoscale surface struc-
tures, as well as the evolution of their surface morphology,
which results in a loss of required physical properties, such
as the narrow size distribution or self-assembly.

The principal difficulty in studying the kinetic properties
of NMs is caused by the fact that their atomic structure
(in particular, the structure of GBs and free surfaces) is far
from an equilibrium state and significantly depends on the
method of fabrication. Nanostructured materials created by
different methods can exhibit entirely different properties,
even if they are the same size as the structural element.
Numerous examples of interrelations between the interfacial
microstructure and the kinetic properties of NMs can be
found in the literature [4–13].

High densities of incoherent interfaces and other lattice
defects, such as dislocations, vacancies, enhanced free vol-
umes at the interfaces, and surface steps produce excess free
energy, which yields the driving force for the two relaxation
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processes: modification of the atomic structure (in order
to make it closer to the perfect crystal) and growth of the
structural element [1, 2]. Relaxation processes are thermally
activated, so NMs may be stable at low temperatures but
become unstable at elevated temperatures. This situation
has important consequences for both GB and surface dif-
fusion measurements, which are accompanied by structural
relaxation, depending on the time and temperature.

According to the results of a calorimetric analysis [1], GB
relaxation processes were detected at T ≈ 0�2Tm (where Tm
is the NMs melting temperature). This means that the GB
diffusion characteristics measured at temperatures below
0.2Tm are related to nonequilibrium GBs, and they are very
sensitive to the mode of NM preparation. At temperatures
around 0.2Tm, the diffusion coefficients should change with
time due to the evolution of the GB structure. At higher
temperatures (T ≥ 0�25Tm), the structural relaxation may
be attributed to grain growth. At these temperatures, the
two main stages of GB diffusion can be distinguished under
isothermal conditions.

The duration of the first stage is defined by the inequality
t ≤ a2/D (where a is the lattice parameter, D is the bulk
diffusion coefficient). At this stage, GB-diffusion is still
accompanied by relaxation processes and occurs along
nonequilibrium GBs without the participation of bulk diffu-
sion. Diffusion characteristics, determined at this stage, are
usually highly sensitive to the preparation mode of NMs. At
later stages (when t > a2/D), the relaxation is practically
complete and GB diffusion occurs mainly along stationary
GBs and other interfaces and is accompanied by leakage
into the grain bulk. A correct description of diffusion pen-
etration at this stage demands the accounting for the small
size of the structural element. The diffusion characteristics
obtained at this stage may be close to those measured for
conventional GBs in coarse-grained polycrystals. The differ-
ence between GB diffusion coefficients in NMs and other
polycrystalline objects may indicate the “special” properties
of GBs, such as specific GB structures, enhanced energies,
solubilities, heats of segregation, the presence of metastable,
and amorphous phases at GBs.

A SD-mediated relaxation of surface nanoscale features
in the continuum approximation was derived by Herring [14]
and further developed by Mullins [15]. The theory can be
readily applied to amorphous materials and to single-crystal
surfaces above their roughening transition [16–18] temper-
ature TR, where the surface is atomically rough. However,
fabrication of nanoscale structures on single-crystalline sub-
strates and diffusion evolution of these structures, as a rule,
occur at temperatures below TR, where the surfaces become
atomically flat. It means that a direct application of the the-
ory to nanoscale structures is prevented below TR, where the
surfaces consist of atomically flat terraces separated by steps,
and new models involving rate equations for individual steps
are necessary [19, 20].

This article is organized in the following way. Sec-
tions 2–4 describe GB diffusion in “bulk” NMs consisting of
nanometer-sized crystallites. Section 2 describes the relax-
ation processes in GBs and grain growth, which are crucial
for accurate diffusion measurements as well as for the dif-
fusion behavior of nano-objects. Tracer diffusion along GBs

in NMs is considered in Section 3, with a theoretical analy-
sis of size-dependent diffusion penetrability and the results
of experimental measurements of diffusion characteristics.
We present the diffusion data for NMs that exists in the
literature and compare them with the diffusion character-
istics obtained for coarse-grained polycrystals. The kinet-
ics and mechanisms of interdiffusion and the accompanying
mass transfer effects, such as the Kirkendall and Frenkel
GB effects, low-temperature homogenization, and diffusion-
induced processes resulting in nonstability of binary NMs,
are considered in Section 4. Sections 5 and 6 analyze sur-
face diffusion mass transfer. The important mass transfer
processes, such as surface flattening, decay of rods and nee-
dles, and decomposition of thin continuous films into beaded
films, are described in Section 5 in continuum approxima-
tion. In addition, specific features of surface diffusion mass
transfer on atomically flat surfaces (vicinal and singular) are
considered in terms of motion of elementary steps. Mass
transfer in island films and reactive surface diffusion are
analyzed in Section 6.

2. RELAXATION PROCESSES IN
GRAIN BOUNDARIES (GBs) AND
GRAIN GROWTH

Relaxation of nonequilibrium GB structures and grain
growth in NMs are the most important processes, crucial for
many properties of nano-objects as well as diffusion kinetics.
To provide stationary conditions for diffusion study, while
preserving the unique properties of NMs, it is necessary to
prevent grain growth and preserve nanometer-sized mor-
phology. There are two main tasks related to the relaxation
of NMs: (1) to specify driving forces and predict the kinetics
of grain growth, and (2) to prevent grain growth and stabi-
lize the nanometer-sized structure.

The excess free energy of NMs provides the driving force
for grain growth—the process that was widely studied in dif-
ferent nano-objects through the use of different techniques
[21–29]. It is well known that boundaries in polycrystals
move towards their centers of curvature and the kinetics of
the resulting grain growth obeys the parabolic law:

l2�t� = l20 + Kt (1)

where l and l0 are the grain sizes at the time t and at the
beginning of annealing, respectively; K is the rate constant
that depends on the temperature as described by the follow-
ing Arrhenius-type equation:

K = K0 exp�−Qr/kBT � (2)

Here Qr is the activation enthalpy for isothermal grain
growth, kB is the Boltzmann constant, and K0 is a constant
independent of the temperature. The normal grain growth
described by (1) is a rare phenomenon, which is observed
exceptionally in high pure metals at high homologous tem-
peratures. For a description of isothermal grain growth, the
empiric kinetic laws with an exponent power of � ≥ 2 are
used [3] in the form:

l� = l�0 +K ′
1t (3)
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The deviation of the exponent � from the ideal value
of 2 is attributed mainly to pore and impurity effects on
grain growth. The atomic mechanism of grain growth can
be identified from the value of activation enthalpy Qr (2),
which determines the temperature dependence of the rate
constants K and K1 from Eqs. (1) and (3). Experiments
confirmed that the activation enthalpy of grain growth cor-
relates well with the enthalpy for GB diffusion, which means
that grain growth involves the transport of atoms not only
across GB but also along the boundary.

The peculiarities of grain growth in NMs, as compared to
coarse-grained polycrystals, are caused by their nanometer
grain sizes (leading to a high driving force) and nonequi-
librium structures of GBs (leading to an increased GB
mobility). These two factors were defined and studied quan-
titatively by calorimetric measurements of thermal relax-
ation in nanocrystalline objects [1]. The isothermal heat
release was recorded by the method of differential scan-
ning calorimetry [1] for nanocrystalline platinum, compacted
from inert gas condensation particles, under conditions of
stepwise temperature increase from 400 to 550 K with the
step of 50 K. Two large, heat-release peaks were found in
this temperature range: at 400 K (of about 1.1 kJ/mol) and
500 K (1.3 kJ/mol), whereas at 450 and 550 K the exother-
mal reactions yielded only 0.27 and 0.24 kJ/mol, respectively.
These data were compared with temperature dependence
of grain growth and it was shown that at 400 and 450 K,
the grain size stayed practically constant at 8–9 nm, whereas
at 500 K the intensive grain growth (up to ≥40 nm) was
observed. At 550 K, grain size got to ≥50 nm. From the com-
parison of above data on heat release and the grain growth,
it was suggested that two large enthalpy releases at 400
and 500 K correspond to two different kinds of structural
changes—with and without grain growth, and that there are
two different relaxation processes. Nanostructured materi-
als compacted from nano-particles, produced by inert gas
condensation, contain nonequilibrium GB structures, and
the spectrum of internal stresses was observed by high-
resolution electron microscopy [30]. The enthalpy stored in
the nonequilibrium GB structures and the internal stresses
is released at 400 K. The relaxation at 500 K is associated
with grain growth. If the enthalpy release of 1.3 kJ/mol at
this stage is caused by the difference in the grain boundary
area before and after relaxation, the specific GB enthalpy
can be estimated as 1.0 J/m2. This value is in good agree-
ment with the GB tension for conventional GBs (0.94 J/m2�
in coarse-grained Pt polycrystals [31]. From here, it can be
concluded that the relaxed GBs in NMs are thermodynam-
ically similar to the conventional large angular GBs. The
large enthalpy stored in NMs due to the nonequilibrium GB
structure and internal strain leads to grain growth at lower
temperatures, especially in the beginning of the recrystal-
lization process. The smaller are the grain sizes, the lower is
the temperature of grain growth [32] and the more probable
are the abnormal growth rate conditions.

Abnormal grain growth in NMs was observed at room
temperature and slightly above room temperatures in nano-
structured Cu, Ag, Pd [26, 32]. Anomalously fast grain
growth was observed [28, 29] during the sintering of com-
pacted Cu and Ni nanopowders (with the porosity of

about 40%) at temperatures T ≈ (0.3–0.5)Tm. Simultane-
ously with the growth of the average grain size, separate
single-crystalline inclusions appeared with sizes of up to
10 �m. The rate of their growth was V ≈ 10−8–10−7 m/s
at 300 �C in n-Cu, whereas the average grain size rate was
10−11–10−10 m/s. Single crystalline inclusions had spherical
or faceted shapes, with a porous zone around them. They
had appeared at early stages of active sintering, and after
a few minutes of annealing, stopped growing once they had
become separated from the nanosized medium by the built-
up porous layer. The nuclei of single crystals appeared in
the densest regions of nano-compacts [28].

There are two principal reasons for inhomogeneous grain
growth [28, 32]: (a) nonuniformity of initial grain size distri-
bution, where the larger grains act as nuclei, and (b) nonuni-
formity of impurity distribution, so that enhanced grain
growth may occur in regions with the lowest impurity con-
tent. Abnormal grain growth only occurs at early stages
of annealing (when both reasons are most effective) and
becomes negligible at longer annealing times.

An important problem of grain growth in NMs is the
effect of impurities and pores on the growth kinetics. It
is well known that soluble impurities, insoluble inclusions,
and pores restrain grain growth due to their interaction
with migrating boundaries. The interaction of inclusions
and pores with GB is based on the concept that the total
free energy of GB segment with the inclusion (or pore) is
reduced by a value on the order of ���S(S is the inclusion
cross section and ��� is the specific GB free energy). This
means that if a GB tears away from the inclusion, the local
“GB-inclusion” free energy of the system increases. In other
words, there is a binding force that attracts the inclusion
to the GB. The insoluble inclusions and pores at GBs act
as stoppers and restrain boundary movement by the pin-
ning mechanism [33, 34]. The considerable effect of pinning
by pores [21, 33] was clearly observed in nanostructured
TiO2 powder compacts [35, 36]. With the initial grain size of
14 nm and the porosity of about 25%, the average grain size
after annealing (for 20 h at 700 �C) became 30 nm. When
the porosity was reduced to about 10% under the same con-
ditions, the grain size increased to 500 nm.

The pinning effect by precipitates of the second phase
was demonstrated in nanocrystalline Ni with Ni3P precipi-
tates [24] and Y-Fe alloys with YFe2 precipitates [37] that
suppressed grain growth.

Another mechanism of grain growth prevention is related
to soluble impurities and results from the solute drag-effect
[34, 38, 39]. In many solids, solute atoms segregate at the
boundaries, reducing their energy and forming solute clouds
in the vicinity of GBs. If a boundary with a cloud migrates,
the following three types of motion may be in effect depend-
ing on the relative rates of GB and solute-cloud mobility:
(1) if the boundary migrates slowly, it drags the solute cloud
with it, reducing GB mobility and therefore grain growth;
(2) if the boundary migrates very fast it breaks away from the
solute atoms and moves freely; (3) at intermediate migra-
tion rates, the boundary loses its cloud and the segments
free from impurity bulge ahead. The resulting increase of
GB curvature reduces the segment motion rate and a con-
tinuous impurity cloud is formed again.
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Some specific influence of soluble impurities on grain
growth in nano-structures in comparison with coarse-grained
polycrystals is attributed to the nonequilibrium configura-
tion and the energetic state of interfaces in NMs. In general,
GBs in NMs are characterized by an enhanced solubility
in the core of GBs [37]. This can bring about two effects
facilitating the stability of microstructure. The first one is
the solute drag effect described above. The second effect
is the reduction of the driving force for grain growth. The
GB free energy becomes lower due to the segregation and
may be even reduced to zero [40–42]. As a consequence of
the solute enrichment at grain boundaries and the vanishing
GB free energy, a meta-stable nanocrystalline state is distin-
guished when the grain growth is suppressed. It was shown
that in Y-Fe alloys, the grains grew at low Fe molar fraction
whereas at higher Fe concentrations the grain growth was
suppressed [37].

Thus, the stability of nano-structures against grain growth
can be ensured by two factors: reduction in the driving force
of grain growth (by reducing GB free energy) and reduction
of GB mobility (by introducing stoppers for GB migration).

3. TRACER DIFFUSION
The tracer method is based on measurements of tracer
concentration-depth profiles C�x� t� after diffusion anneal-
ing over time t. The diffusing matter (diffusant) is placed on
a clean sample surface by vacuum evaporation or chemical
deposition. The diffusion profiles are preferably measured
by the methods of Rutherford back-scattering spectroscopy
(RBS), Auger electron spectroscopy (AES) combined with
sputter erosion, or by microsectioning (ion-beam sputter-
ing), and analyzing the activity of radiotracers. Experimental
profiles are compared with the theoretical concentration dis-
tributions calculated under certain assumptions, taking into
account the small sizes of structural elements.

3.1. Diffusion Penetrability
of Nanostructures

3.1.1. Analysis for Massive
Nanostructured Materials

According to Harrison [43], three diffusion regimes—A, B,
and C—are defined in polycrystalline objects, in dependence
on the relationship between the diffusion characteristics of
GBs, grain interiors, and the structural element size.

Three principal parameters govern the diffusion regime
[44]:

� = l/�Dt�1/2 (4)

� = s�/2�Dt�1/2 (5)

� = P/2D3/2t1/2 (6)

where l is the size of structure element; s = Cb/C0 is the seg-
regation factor (Cb and C0 are the respective concentrations
of diffusing species inside GB and adjacent grain volume
under local dynamic equilibrium conditions between them);
� is the width of GB; P = sDb� is the triple product; and Db

is the GB diffusion coefficient.

The diffusion of A-type refers to the case when the leak-
age zones of tracer atoms from GBs overlap inside the grain
interior, that is, � 	 1 and each tracer atom during its
random walk uses a large number of grains and GBs. For
instantaneous diffusion source, the concentration profile of
tracer is

C�x� t� = M√
#Deff t

exp
(
− x2

4Deff t

)
(7)

where M is the number of tracer atoms per unit area; Deff is
effective diffusion coefficient; and x is the depth coordinate
in the diffusion direction. According to Hart [45],

Deff = fDb + �1 − f �D (8)

where f is the volume fraction of GBs in the sample. In
recent estimates [46], the condition for A-type diffusion was
defined as � ≤ 0�4.

The B-regime refers to diffusion along GBs with limited
leakage into the grain interior (� ≥ 1). As a necessary con-
dition for the B-regime, the parameters � and � were deter-
mined [44] as � < 0�1 and � > 10.

For GB diffusion of B-type the concentration distribution
calculated using the Fisher [47] model is [48]:


C�x� t� = 
C0 exp�−�x� (9)

According to eq. 9, log 
C is a linear function of the penetra-
tion depth x, and the slope � of the straight line is defined
by [48]

�2 =
(
D

#t

)1/2 2S
L

1
sDb�

(10)

where S and L are the surface of GBs per unit volume and
the length of GBs per unit area on the crosssection perpen-
dicular to the diffusion direction. Thus, the triple product
P = s�Db can be determined as

sDb� = �2S/L��D/#t�1/2�−' ln 
C/'x�−2 (11)

A more precise analysis of the GB concentration pro-
files [49], made on the basis of an exact analytical solution
[50], has shown that a straight line should be observed in
the coordinates of log 
C − x6/5, and the value P can be
determined from the slope with a higher accuracy using the
formula

sDb� = r�D/t�1/2�−' ln 
C/'x6/5�−5/3 (12)

where r is a numerical factor depending on the surface con-
ditions. Although the power 6/5 has no physical meaning,
accurately measured experimental profiles normally do fol-
low the 6/5-rule over a wide concentration range [51]. The
“6/5-method” is widely used for GB diffusion measurements
along separate GBs.

Due to small size of structure element l in NMs, the dif-
fusion zone (Dt)1/2 of leakage becomes comparable with l
even at relatively low temperatures, and GB-diffusion devi-
ates from the pure B-regime. It was shown [48] that for
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1 ≤ � ≤ 2, the solution (9) is still valid, with the slope �1,
defined by the formula

�2
1 =

4DS
Ll sDb�

exp
(
−#2Dt

l2

)
(13)

Equation 13 shows that by analyzing the variation of �1
with time, one has the ability to determine the size of the
structural element l from diffusion measurements. This size
was qualified as the “diffusion grain size,” which is the char-
acteristic distance between fast diffusion circuits. It usu-
ally differs from the real size determined by direct electron
microscopic methods due to the strong dependence of GB
diffusion penetration on the structure of GBs.

The C-regime is defined as GB diffusion not accompanied
by a leakage from GBs into the grain interior. The leakage
may be neglected [44] with � > 10.

Due to the nonequilibrium state of NMs, low-temperature
diffusion measurements are preferable to avoid fast relax-
ation processes and provide convenient conditions for the
determination of GB diffusion characteristics. At low tem-
peratures, the C-diffusion type is available with the solutions
for concentration distributions in the form [44]


C�x� t� = M(�

�#Dt�1/2
exp

(
− x2

4Dbt

)
(14)

for diffusion from an instantaneous source and


C�x� t� = (�
C0erfc
(

x

2
√
Dbt

)
(15)

for diffusion from a constant source. Here, 
C�x� t� is the
average concentration; ( = #/2l is the geometrical factor
for a polycrystalline material with randomly oriented grains.

To extract Db from the triple product, it is necessary to
know the segregation factor s and the GB width �. The seg-
regation factor s can be determined by combining GB diffu-
sion measurements in the B and C regimes. At low enough
temperatures, the lattice diffusion, is negligible, so all atoms
diffusing along a GB stay in the GB and the GB diffusion
profile depends on Db only (see (14) and (15). Thus, carry-
ing out measurements under regimes B and C (by variation
time of diffusion at the same temperature), one can extract
the product s� = �s�Db�B-reg/�Db�C-reg and determine the s
(assuming � ≈ 0�5 nm). Such diffusion measurements were
carried out for different impurities [52, 53] in Cu and seg-
regation factors were determined over a wide range (from
1 up to 105) [51]. It was shown that strong GB segregation
tends to impede GB diffusion—the more so the stronger it
is [52].

3.1.2. Chemical GB Diffusion
The tracer diffusion coefficient suggests a very small concen-
tration of diffusing atoms, when interaction between them is
negligible. It is always valid for selfdiffusion; in case of het-
erodiffusion with high segregation factors, the GB concen-
tration of foreign atoms can be large enough and interaction
between them can change the diffusion barriers. The diffu-
sion coefficients of interacting atoms are called the intrinsic

coefficients (Di). They differ from the tracer coefficients D∗

as follows [54–56]

Di = D∗
i �1 + ' log *�/' logCi� (16)

where *� is the activity coefficient [57].
The diffusion process, in which the intrinsic coefficients

are measured, is called chemical diffusion. Chemical dif-
fusion employs diffusion sources of high capacity in the
form of thick layers, in contrast to the instantaneous sources
which are used for tracer diffusion. For the determination of
GB diffusion parameters in chemical diffusion experiments
with NMs, the same expressions (9 and 15) can be used for
concentration profiles at appropriate diffusion regimes and
determination of the intrinsic GB diffusion coefficients Dbi.
As the thermodynamic data on * for GBs are restricted even
for simple binary systems, a direct comparison of the diffu-
sion coefficients Dbi and D∗

b is rather difficult to achieve.

3.1.3. Thin Films
It is known that GB diffusion is the dominant trans-
port mechanism in the majority of thin films. Unfortu-
nately, the measurements of GB diffusion in thin films
by depth-profiling methods have often been of a semi-
quantitative nature since in many cases the diffusion analysis
is inadequate.

Hwang and Balluffi have proposed a method of surface
accumulation [58] for diffusion measurement in polycrys-
talline thin films, in which atoms diffused from a source
(substrate) along GBs to a free surface of the film, where
they tend to spread out and accumulate. The average con-
centration on the accumulation surface is then measured as
a function of time. Grain boundary diffusion coefficients are
determined from the kinetics of accumulation of diffusing
species on the surface. The accumulation rate depends on
two main parameters:

H = sb�bh

2ss�sl

and

G = H
.b
.s

where h is the film thickness, l is the lateral grain size, sb� ss
and �b, �s are the GB and the surface segregation factors
and the GB width and the thickness of the surface diffusion
layer, respectively, .s = Dst/l

2 and .b = Dbt/h
2. The time

dependence of the accumulation-surface concentration for a
constant source and for H 	 1 and G	 1 is

Cs�t� = 1 − exp�−pt� (17)

where p = H.b/t = sbDb�b/2ss�shl. The effective thickness
of the accumulation surface, ss�s , can be experimentally
determined by AES methods [59]. Consequently, the triple
product sbDb�b can be determined by measuring the time
dependence of the accumulation-surface concentration dur-
ing diffusion. This method was repeatedly applied to diffu-
sion studies in thin nanocrystalline films [60].



404 Diffusion in Nanomaterials

3.2. Experimental Data

The unusual diffusion properties of NMs can be seen in
Table 1, where GB diffusion coefficients measured in dif-
ferent NMs are compared with those obtained in mas-
sive polycrystals with the so-called conventional GBs. The
GB diffusion coefficients in NMs are 2–4 orders of magni-
tude larger in comparison with conventional GBs in coarse-
grained polycrystals.

The data on diffusion activation energies and pre-
exponent factors are presented in Table 2 and compared
with the same for polycrystals and single crystals.

For self-diffusion and substitutive impurity diffusion, the
activation energies in NMs are about one-half of the GB
activation energy in polycrystals and about one-third of the
bulk diffusion activation energy. These results can be under-
stood in terms of enhanced free volumes in the core of the
GBs in NMs [61, 62]. According to positron annihilation
measurements [63], the free volumes on the order of 1–10
atomic volumes have been detected in NMs. It means that
diffusion along GBs may include, as a consistent part, the
diffusion along free surface of microvoids. Indeed, the self-
diffusion activation energy in nanoCu is close to the activa-
tion energy for surface diffusion (see Table 2).

There is no simple correlation between hetero-diffusivity
and the atomic size of the diffusing species. For instance,
the relative difference in the atomic radii for diffusion into
n-Cu, (rx − rCu)/rCu, equals ∼0.13 for Ag and Au and ∼0.32

Table 1. Comparison of GB diffusion coefficients in NMs and coarse-grained polycrystals.

Temp. Db , m2/s Db , m2/s
Diffusant Host K in NMs Remarks in polycryst. Method Refs.

67Cu Cu 393 1.7·10−17 2.2·10−19 Tracer [61, 62]
353 2.0·10−18 6.2·10−21

293 2.6·10−20 4.8·10−24

Bi Cu 393 2.3·10−19 Tracer 1.2·10−21 Tracer [64]
393 1.1·10−20 Intrinsic [64]

Au 393 4.8·10−22 Tracer 2.6·10−26 [64–66]
Ag 393 4.8·10−17 Tracer 8.1·10−20 [67, 68]
Sb 373 5.2·10−20 Tracer [69]
Sb 353 3.3·10−20 Tracer [69]
Sb 323 7.6·10−21 Tracer [69]

Ag Pd 393 3.5·10−17 Tracer 1.3·10−21 SIMS [70]
Au 393 8.1·10−19 Tracer 1.5.·1020 [70]
Cu 393 1.1·10−18 Tracer [70]
B 393 3.10·10−24 Tracer 3.7·10−22 [70]
O 393 8.5·10−18 Tracer [70]
H 293 5.1·10−12 Tracer 2.10−10 EMF [71]
59Fe Fe 499 2.9·10−20 Tracer [72]
59Fe 472 9.4·10−21 Tracer [72]
59Fe 452 2.4·10−21 Tracer [72]
B 298 3.4·10−21 Tracer 2.5·10−20 SIMS [73]
63Ni Ni 293 1.14·10−20 Tracer 1.4·10−26 Tracer [74]
63Ni 373 1.05·10−18 Tracer 3.3·10−22 Tracer [74]
63Ni 423 4.0·10−18 Tracer 2.7·10−20 Tracer [74]
63Ni 473 2.0·10−17 Tracer 8.4·10−19 Tracer [74]
Au 448 3.3·10−20 Tracer 5.6·10−21 RBS [74]
Cu 423 3.8·10−17 Tracer 4.3·10−19 SIMS [74]

SIMS = secondary ion mass spectrometry
RBS = Rutherford back scattering
EMF = electro-moving force measurements

for Bi (rx is the atomic radius of a diffusing species). As one
can see from Table 1, the simple correlation between diffu-
sivity and the atomic radius exists for Bi and Ag: the larger
the relative atomic radius, the smaller the diffusivity of this
species. The remarkable example of a breakdown of this
regularity is Au-diffusivity, which is much smaller than one
of Ag with the same value of the relative radius. This devi-
ation is explained [62, 64] by the negative heat of mix-
ing of Au in Cu (−42 kJ/mol) in comparison with the
positive values for Ag in Cu (+10 kJ/mol) and Bi in Cu
(+35 kJ/mol) [84]. With a negative mixing heat, the energy
barrier required for an Au-atom to jump into a site sur-
rounded by Cu-atoms can be higher than for Bi and Ag
atoms.

The difference between GB diffusivities in NMs and
coarse-grained polycrystals is reduced when the tempera-
ture is increased. This can be attributed to the relaxation of
GB structure, which according to positron lifetime measure-
ments [85] consists in diminution of free volumes in the core
of GBs. In addition to GB relaxation, grain growth may also
influence the results of diffusion measurements at higher
temperatures. Due to GB migration, the values of the diffu-
sion coefficients calculated under the terms of the C-regime,
could be reduced because moving GBs may “lose” a number
of diffusing atoms, which stayed inserted into the grain bulk
behind the GBs. This process impedes the diffusion penetra-
tion along GBs under the C-regime, which results in lower
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Table 2. Diffusion parameters in NMs in comparison with coarse-grained polycrystals and single crystals.

Temp.
Diffusant Host Range, K D0, m2/s Q, eV Method Ref.

Cu n-Cu 293–393 3·10−9 0.64 [61, 62]
pc-Cu 9.7·10−6 1.06 [65]
sc-Cu 4.4·10−6 1.98 [75]
Cu-SD — 0.69 [76]

Bi n-Cu 293–393 1.8·10−5 1.0 Tracer [64]
pc-Cu 2.4·10−8 0.99 Tracer [64]
sc-Cu 7.7·10−5 1.84 Tracer [77]

Ag n-Cu 303–343 1.0·10−12 0.39 Intrinsic [67]
353-373 3.0·10−8 0.63 Intrinsic [67]

pc-Cu 3·10−9 0.64 [78]
sc-Cu 6·10−5 2.01 [79]
Cu-SD 10−9 0.3 [80]

Sb n-Cu 323–383 1.0·10−17 0.33 Intrinsic [69]
pc-Cu 0.87 [65]
sc-Cu 1.82 [81]

59Fe n-Fe 452–499 6.0·10−10 1.03 [72]
n-Fe90Zr10 4.3·10−9 1.25 [82]

B n-Fe 298–383 1.7·10−11 0.59 [72]
sc-Fe 2.3·10−7 0.82 [83]

H n-Pd 293–393 2.5·10−7 0.25 [71]
pc-Pd 2.9·10−7 0.23 [71]
sc-Pd 2.9·10−7 0.23 [71]

n = nano
pc = polycrystal
sc = single crystal
SD = surface diffusion

diffusion coefficients. In a relaxed state, the GB-diffusivities
in nano-objects are similar to those extrapolated from high
temperatures for conventional GBs in coarse-grained poly-
crystals. Such results were obtained for high-density n-Fe
and n-Pd (0.91–0.96 of bulk density) [82, 86].

Grain boundary-diffusivity in NMs changes not only at
different temperature intervals but also at constant tem-
peratures over different annealing periods. In the course
of annealing, GB-diffusivity sometimes becomes compara-
bly low with GB-diffusion coefficients of conventional GBs
in coarse-grained polycrystals [82, 86]. An increase in the
annealing temperature and time causes the development of
relaxation processes and the GB structure becomes closer to
that in conventional GBs.

The heterodiffusion coefficients depend on the segrega-
tion factor of the diffusing impurity in GBs. There is an evi-
dent correlation between GB-diffusivity and GB-solubility
of a diffusing species: the larger its solubility, the smaller
the diffusivity. For instance, the Bi-diffusivity in n-Cu is two
orders of magnitude smaller than self- and Ag-diffusivities
[62, 64, 67] (see Tables 1 and 2). High Bi-solubility in GBs
of n-Cu reduces GB energy and thus lowers the diffusion
coefficient [64]. From measurements of concentration depth
profiles during Bi-diffusion in n-Cu, the Bi-solubility in GBs
was calculated for grain sizes of ∼10 nm as ∼32 at.%. In
comparison, the Bi-solubility in Cu-lattice extrapolated to
100 �C is 10−6 at.% [87]. In other words, the Bi-solubility in
GBs of n-Cu is seven orders of magnitude higher than its sol-
ubility in single crystalline Cu. It is known that Bi-solubility
in GBs of massive Cu-polycrystals is of 5–10 at.% [31]. This

fact correlates with higher GB-energies in NMs caused by
the extra free volumes in the core of GBs (compared to
conventional GBs) [3]. Such a type of structure provides a
high GB solubility of Bi in nano-objects. The proposed con-
cept of correlation between GB-solubility and GB-structure
was confirmed [64] by a preannealed experiment (at 100 �C
for 24 h) to achieve GB relaxation. It was observed that
this procedure reduced GB Bi-solubility by ∼40 at.% and
the diffusion coefficient by ∼50% due to relaxation of GB
structure. This also confirms the conclusion [52] that GB
segregation tends to retard GB diffusion.

The important factor, which influences GB diffusivity,
is intergranular phase formation due to chemical inter-
action of the diffusing species with the matrix substance.
As a rule, the intergranular amorphous phases reduce GB
diffusivity. In Table 2, the comparable data on 59Fe diffu-
sion in n-Fe and n-alloy Fe90Zr10 are presented to demon-
strate the different diffusion characteristics obtained for
these two objects [72, 82]. The 59Fe-tracer diffusivity in these
alloys is one-two orders of magnitude lower than in pure
n-Fe, depending on the content of intergranular amorphous
phases [82]. Intergranular amorphous phases reduce GB-
diffusion due to their high packing density. The other rea-
son for Fe-diffusivity reduction is the chemical interaction
of Fe-tracer atoms with the alloy constituent Zr and the
subsequent formation of new phase layers in the core of
interfaces.

Recently, there was another important contribution to the
study of high diffusivity of NMs: the discovery of the fact
that high density of triple junctions may significantly change



406 Diffusion in Nanomaterials

some properties of nano-crystalline materials, and specifi-
cally, their diffusion behavior [88–90]. A triple junction is a
line defect at the junction of three or more grains. Triple
junctions are characterized by a line tension approximately
two orders of magnitude higher than the line energy associ-
ated with lattice dislocation [88]. Triple junction lines have a
positive free energy uncompensated by the joining interfaces
and one can expect that they have high diffusivities, up to
three orders of magnitude higher compared to GB diffusiv-
ities [89, 90]. Therefore, triple junctions in nano-objects can
significantly contribute to diffusion penetration.

Interstitial impurities, such as hydrogen, boron, oxygen,
which diffuse in the lattice by the interstitial mechanism,
demonstrate many different diffusion regularities compared
to the substitutive diffusing species described above. The
principal difference is that diffusivities B, H, and O in differ-
ent NMs are either comparable to or even less than B-and
lattice diffusivities (Table 1). The activation energy of boron
diffusion in n-Fe is about 0.2 eV lower than that for lat-
tice diffusion (Table 2) but the pre-exponential factor is very
small in comparison with the D0 for lattice diffusion. This is
typical for GB impurity diffusion with low lattice solubility
and high enough GB-solubility. Low values of GB-diffusivity
by interstitial mechanism are explained by interaction of dif-
fusing atoms with GB traps as well as with one another.

The tracer and intrinsic diffusion coefficients may differ
from one another (see Bi diffusion into n-Cu in Table 2).
As it was noted earlier they differ by the thermodynamic
factor (16), which is not available in many cases, and an
exact comparison of these coefficients for some systems is
difficult to achieve. For Bi-diffusion, these coefficients differ
by almost one order of magnitude.

4. INTERDIFFUSION

4.1. General Remarks

Interdiffusion in binary diffusion couple A–B consists of two
diffusion fluxes A and B directed towards one another and
supported by concentration gradients of both components.
In contrast to tracer diffusion (when concentration of dif-
fusion species is too small whereby the diffusion zone is
considered as a practically ideal solution of A in B) and
chemical diffusion (when A-atoms form a nonideal solution
in the B matrix, whereas the diffusion of B atoms is “frozen”
or not taken into account), the interdiffusion is a process
of simultaneous diffusion of both components. As a rule, it
occurs in large concentration gradients (in soluble systems
the concentration varies from 1 to 0) and is accompanied by
macroscopic mass transfer effects [79, 91–93]. Interdiffusion
employs a diffusion couple with two thick (semi-infinite) lay-
ers of components A and B or, in other words, constant
(infinite) diffusion sources. The diffusion fluxes A and B,
are called partial diffusion fluxes and characterized as a rule,
by the unequal partial diffusion coefficients, DA and DB.

In the diffusion zone with large concentration gradients of
both components, the partial diffusion coefficients DA and
DB depend on the concentration, so they vary with coordi-
nates inside the diffusion zone. The reason for this is the
nonideality of solutions inside the diffusion zone, as well as

a different character of correlations for atomic jumps during
interdiffusion (as opposed to tracer diffusion [79]).

With the vacancy diffusion mechanism, inequality of the
coefficients DA and DB (and, therefore, the partial diffusion
fluxes A and B), initiates a vacancy flux directed towards the
component with a higher diffusivity (e.g., if DA > DB, the
flux is directed towards the component A). The interaction
of extra vacancies with the two different types of the sinks
(dislocations and microcavities) in the crystal lattice leads
to two fundamental accompanying phenomena: the flow of
material in the diffusion zone (the Kirkendall effect [93])
and formation of “diffusion porosity” (the Frenkel effect [91,
94]). These two phenomena are in competition with each
other. The extra vacancies captured by dislocation induce
dislocation climb [91], leading to the dismantlement of lat-
tice planes and to the Kirkendall shift of the marks in the
diffusion zone. If extra vacancies are captured by pores that
grow in the diffusion zone, no Kirkendall shift is observed.

The important consequence of these phenomena is the
generation of stresses, which change both the structure of
the diffusion zone and the values of the diffusion fluxes.
By changing the conditions for generation and relaxation of
stresses, one can reduce and even suppress interdiffusion
[91]. The effect of stresses is immediately apparent in the
systems, in which interdiffusion is accompanied by formation
of intermetallic phases with large volume dilatation and, as
a result, a high level of generated stresses. The accompany-
ing phenomena caused by interdiffusion with unequal partial
diffusion coefficients can significantly affect the kinetics of
interdiffusion.

Using the concentration profile measured in the diffusion
zone between two contacted semi-infinite layers A and B,
one can obtain the so-called interdiffusion coefficient, D̃�C�,
which determines the diffusion flux (accounting the Kirk-
endall shift of the lattice):

JA = −D̃�C�'CA

'x
(18)

The concentration dependence of D̃�C� is calculated by the
Matano–Boltzmann method [79, 91].

The analysis of interdiffusion proposed by Darken [55]
yields the following relations between the different diffusion
coefficients:

D̃ = DACB +DBCA (19)

Here CA and CB are the dimensionless concentrations of A
and B atoms, and each of the partial diffusion coefficients
relates to the tracer ones according to (16).

The partial diffusion coefficients DA and DB can be deter-
mined from the rate of Kirkendall shift, VK , of a marked
plane in the diffusion zone using the measured interdiffu-
sion coefficient, D̃�C�, and (19):

VK = �DA −DB�
'CA

'x
(20)

(here 'CA/'x is the concentration gradient at the marked
plane). The partial diffusion coefficients DA and DB can be
calculated for any given concentration where the marked
plane is located. The interdiffusion coefficient D̃�C� and
the partial diffusion coefficients DA and DB determine
the diffusion fluxes in all diffusion mass transfer processes
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in binary and multi-component systems. These coefficients
alone control the kinetics of phase transformation, sintering
of powder mixtures, creep, and other types of deformation
in alloys, decay of supersaturated solutions, and coalescence
of precipitates [33, 79, 91].

Similarly to tracer diffusion, interdiffusion in NMs at
relatively low temperatures occurs mainly inside the wide
network of GBs, which are simultaneously short-circuit dif-
fusion paths and sources and sinks of vacancies. This pecu-
liarity provides yet another condition for the manifestation
of the Kirkendall and Frenkel effects that accompany inter-
diffusion, as well as for generation and relaxation stresses.

The inequality of the GB partial diffusion coefficients ini-
tiates the phenomenon of diffusion-induced grain boundary
migration (DIGM) [95–98], which is one of the most effec-
tive mechanisms for the formation of solid solutions and
other new phases at low temperatures when bulk diffusion
is practically frozen. It means that new phases in the bulk of
material are formed and grow without participation of bulk
diffusion. The DIGM phenomenon consists in the motion of
GB, induced by unequal, opposite directed, partial diffusion
fluxes of A and B atoms along GB. A GB migrating in the
matrix B leaves the diffusing impurity atoms (A) in the bulk
of B material behind of the GB.

The motion of GBs in the grain growth (recrystallization)
process also plays a crucial role in the kinetics of inter-
diffusion and the formation of solid solutions at low tem-
peratures. Due to the small size of the structural element,
the grain growth4 is especially rapid at the early stages of
diffusion (see Section 2). Interdiffusion along GBs, which
are moving due to recrystallization, is also accompanied by
low-temperature phase formation behind the migrating GBs
[29, 97, 99]. However, the driving forces and the kinetics
of GB motion and phase formation are different in these
two cases, establishing different GB velocities and therefore,
different rates of diffusion homogenization.

In this section, GB interdiffusion and the accompany-
ing GB Kirkendall and Frenkel effects in NMs have been
considered in comparison to bulk interdiffusion. The phe-
nomenon of low-temperature homogenization (LTH) in
NMs is described and the model of LTH by interdiffu-
sion along migrating GBs is presented. The phenomenon of
diffusion-induced decay of multilayered nanostructures ini-
tiated by GB migration during LTH and the ways to pre-
vent these processes and conserve stable nanostructures are
discussed.

4.2. GB Kirkendall Effect

The GB Kirkendall effect is a result of interdiffusion of
A and B atoms along GBs with unequal GB partial diffu-
sion coefficients. It consists of a change of distance between
markers in the diffusion zone due to insertion or elimina-
tion of atomic planes inside GBs. Contrary to the bulk Kirk-
endall effect, in this process each GB is simultaneously a
diffusion short-circuit path and a source or sink of vacan-
cies. On the supposition that DbA > DbB the flux of A-atoms
coming into each GB is larger than the flux of B-atoms leav-
ing GB. As a result, one component (B) of the diffusion
couple swells, while the other one- (A� shrinks, changing the
distance between the marks.

Excess atoms, which appear at the B-side of the couple
due to the difference of GB partial fluxes, attach to the
GB walls forming extra planes. In this process, GB walls
act as a vacancy source generating vacancies necessary to
insert excess atoms. As a result, the B-side of diffusion zone
“swells.” The converse process occurs at the A-side of the
diffusion couple: the flux of the A-atoms leaving the GB
is larger than incoming flux of the B-atoms. Grain bound-
aries are the sources of atoms (i.e., the sinks of vacancies),
making the distance between some marks smaller due to the
shrinkage of the A-side.

An analysis of the GB Kirkendall effect similar to that for
bulk interdiffusion [55] (see (20)) yields the following equa-
tion for the GB Kirkendall velocity of the contact plane [29]:

VbK = d3xbK
dt

= �

l
�DbA −DbB�

'Cb

'x

∣∣∣∣
x=0

(21)

where 3xbK is the Kirkendall shift of the contact plane (x =
0) between the nanodispersed layers A and B of the diffu-
sion couple, � is the GB width, and l is the grain size. Due to
the random distribution of GBs in nanodispersed A and B
layers, interdiffusion along GBs occurs in all directions that
could provide practically equal Kirkendall shift. In massive
diffusion couples, however, due to the stresses appearing
near the diffusion contact and in the diffusion zone, Kirk-
endall effect can be realized without introduced stresses and
measured only in the direction perpendicular to the contact
plane.

According to (21) the GB Kirkendall shift depends on
the type of the diffusion regime, which determines the value
of the concentration gradient 'Cb/'x. For the diffusion
regime of type B, which at relatively low temperatures T =
�0�3–0�4�Tm is realistic for long diffusion times, one can
obtain the kinetic law for GB Kirkendall shift in the form
[29]:

3xbK = 4
3
�

l
C0�DbA −DbB�

(
2S/L

sD̃b�

)1/2( D̃
#

)1/4

t3/4 (22)

where

D̃b = DbACbB +DbBCbA (23)

is the GB interdiffusion coefficient. The kinetic law 3xbK ∼
t3/4 differs from the known parabolic law for the bulk Kirk-
endall effect [55] and similar to the subsurface Kirkendall
effect [100, 101], caused by the interdiffusion along a free
surface in B-regime.

The GB Kirkendall effect was observed experimentally
[29] in diffusion couples composed from n-dispersed ∼1–
2 mm thick Cu and Ni layers compacted from nanopowders
of 8–12 nm sizes. Small pits (3 �m in diameter) produced by
a diamond indenter and located on the sample surface per-
pendicular to the Cu-Ni interface were used as inert marks.
The increase of the distances between the pits was detected
at the Ni-side near the Cu-Ni interface, whereas the dis-
tances between the pits stayed constant far from the con-
tact interface, outside of the diffusion zone. The shift of the
Cu-Ni interface was measured relatively to immobile pits at
the Ni-side outside of the diffusion zone. The kinetic law
3xbK ∼ t3/4 was obtained [29] at the temperature 500 �C for
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t = 5× 103 s. With D ≈ 8 · 10−23 m2/s [102] the bulk leakage
zone, (Dt)1/2 ≤ 0�6 nm, satisfied the B-type diffusion regime.
The measured values of Kirkendall shifts were on the order
of 1.5–2.5 �m. By substituting �/l ≈ 5×10−2; S/L≈ 3/2 (for
spherical powders); sD̃b� ≈ 1�4 · 10−23 m3/s [65] in Eq. 22,
the ratio �DbA − DbB�/D̃b was estimated as 0.45. Observa-
tion of the GB Kirkendall effect is evidence of the inequality
of GB partial diffusion coefficients, as well as presenting a
simple way for quantitative measurements of this inequal-
ity. It is important to note that NMs are unique objects for
measurements of the GB Kirkendall shifts. Indeed, due to
the factor �/l in Eq. (22) this effect in coarse-grained poly-
crystals becomes negligible.

At the Cu-side of the diffusion zone, the distance between
the pits decreased, although the Kirkendall velocity of the
marks was about two times smaller than at the Ni-side. With
that, microscopic porosity was detected at GBs (the GB
Frenkel effect) which, being in competition with the Kirk-
endall effect, retarded the Kirkendall velocity at the Cu-side
[91, 103].

The insertion or elimination of atomic planes inside inter-
faces in GB Kirkendall effect, that is, the increase or
decrease of the number of atomic sites inside GBs leads
to stress generation inside grain interiors. The stresses were
visualized in experiments on lateral interdiffusion in nano-
structured thin films. The thin film couples Au-Pd, Au-Ag,
and Cu-Ni of 50–100 nm thickness were evaporated [104–
106] onto a quartz substrate from two sources separated
from one another by a screen perpendicular to the substrate.
By variation of the distance between the screen and the sub-
strate, one could control the width of the overlap between
two thin films (varying in the range 5–20 �m). Interdiffu-
sion occurred in both directions parallel to the free surface
through the network of GBs. Unlike the usual sandwich-type
thin film couples, in which interdiffusion between two films
occurs perpendicular to the free surface and the width of
the diffusion zone is restricted by the film thickness, in lat-
eral interdiffusion experiments the films provide unlimited
diffusion zones. In this process, inner GBs and the outer
free surface serve as sinks or sources of vacancies gener-
ated by interdiffusion. The Kirkendall shift was measured as
a change of distances between the pits produced by a dia-
mond indenter and located on the film surface along the line
parallel to the diffusion direction at both sides of the con-
tact. During interdiffusion, compressive stresses developed
in film B (with lower diffusivity) where the number of atomic
sites inside GBs increased, whereas in film A (with faster
diffusivity) the number sites decreased and tensile stresses
appeared. Relaxation of these stresses is realized by differ-
ent mechanisms: relaxation of compressive stresses (at the
B-side of the diffusion couple) occurs through formation of
surface hillocks and/or appearance of periodically located
pleats near the overlap. Having the same origin, these two
forms of stress relaxation are competitive. Under different
conditions, different mechanisms of stress relaxation were
realized: the hillocks were formed by diffusion transfer of
material from adjacent regions, so that each hillock was sur-
rounded by a concave zone [107], whereas the pleats were
formed by a nondiffusion mechanism (due to tearing off of
the film from the substrate). The hillock formation was the
preferred relaxation way at higher temperatures, whereas

the pleats were formed preferably at lower temperatures.
A comparative analysis of the kinetics of hillock and pleat
formation compared to the kinetics of GB Kirkendall effect
was carried out. It was shown that the stresses originate from
the GB Kirkendall effect and can be estimated both from
the distance between pleats and from the marker shifts.

The tensile stresses in the A-film (with higher diffusivity)
relaxed mainly by pore formation along GBs, that is, due to
the GB Frenkel effect [105, 106]. The pores form a chain
at the distance lp from the contact, parallel to the overlap
line. This effect was observed on Au-Ag thin films [106] even
at room temperature. The spreading kinetics of the porous
zone obeys the law lp ∼ t1/4, that is, pore formation is con-
trolled by GB interdiffusion. Extra vacancies produced by
interdiffusion along GBs coagulate in micropores, decorat-
ing the GBs. This process is stimulated by tensile stresses,
which tend to relax by pore formation.

4.3. Low Temperature Homogenization

The phenomenon of LTH in polycrystalline materials con-
sists of the formation of solid solutions in the bulk of grains
during interdiffusion of soluble A and B components at
comparably low temperatures, when bulk interdiffusion is
practically “frozen” (�D̃t�1/2 ≤ a). This means that solu-
tions in the bulk are formed without participation of bulk
diffusion. The LTH was detected during interdiffusion in
different NMs, such as thin films [108, 109], compacts of
binary nano-powder mixtures [99], diffusion couples com-
posed from contacting layers A and B compacted from
nano-powders [29, 97, 99], and multilayered objects with
alternating layers A and B [110].

4.3.1. Mechanisms, Driving Forces,
and Favorable Conditions

The mechanism, which explains how a solid solution is
formed in the grain interior, consists of impurity diffusion
along a moving boundary, which leaves the impurity atoms
in the bulk of the grain behind the moving GB (Fig. 1).

Two different driving forces comparable by magnitudes
may initiate GB migration. The first of them is the “chemi-
cal” driving force (which is responsible for DIGM), caused
by reduction of free energy due to formation of the solu-
tion. The specific chemical energy 3Gch calculated per unit
volume is [95, 98]:

3Gch ≈
kBT �C0 − Cs�

2

4C2
0

(24)

where 4 is the atomic volume; C0 is the initial diffusant con-
centration in diffusion source, and Cs is the final concentra-
tions of the diffusant in the forming solution. The chemical
driving force is independent of the grain size. With C0 ≈
1� Cs ≈ 0�2 (Fig. 2a), 4 ≈ 1�3 · 10−29 m3, and T ≈ 600 K it is
about 3Gch ≈ 3 · 108 J/m3.

Another driving force of capillary origin, which is respon-
sible for grain growth during recrystallization, is inversely
proportional to the grain size l

3Gr ≈ 2�ik/l (25)



Diffusion in Nanomaterials 409

A

B

Vb

(a)

0 1 2
0

0.5

1

C
b
/C

0

x/l

1

2

3

(b)

Figure 1. (a) Scheme of the plate A with the GB moving with the veloc-
ity Vb . Atoms B diffusing into moving GB stay in the grain interior
behind the GB. (b) Steady state concentration distribution of atoms
B in the moving GB calculated for various l/(: 1 − l/( = 0�1; 2–1;
3–10.

where �ik is the GB tension. For NMs with l ≈ 5 nm and
�ik ≈ 1�5 J/m2 (taking into account the nonequilibrium state
of GBs in NMs just after preparation) the driving force is
3Gr ≈ 6 · 108 J/m3.

Thus, at early stages of annealing the capillary force stim-
ulating grain growth can exceed the chemical force and
then interdiffusion occurs along GBs migrating due to grain
growth. High GB migration rates at early stages of anneal-
ing and abnormal grain growth in NMs [29] were discussed
in Section 2. This process sharply slows down in the course
of annealing time both due to grain growth (l grows) and
the modification of GB structure [112–115] (�ik decreases in
Eq. 25). As a result, at later stages of diffusion, GB migra-
tion is governed by the chemical driving force, which pro-
vides the slower DIGM mechanism.

To estimate the kinetics of LTH at early stages, an analysis
of the concentration distribution during interdiffusion along
moving GBs in NMs has been performed [97]. In Figure 1
the element of nanostructure is presented in the form of
an A-plate of width 2l, with the boundary moving with the
recrystallization rate Vb. The diffusion sources of B-atoms
are located at both surfaces of the A-plate. The B-atoms
diffusing along GB are captured by the grain bulk after shift
of GB for distance �. The diffusion equation describing this
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Figure 2. The time dependencies of average solution concentration (a)
and the volume fraction of the solution (b) for nano-powder mixture
Cu-Ni. T = 300� C. Two branches are clearly seen in the plots corre-
sponding to two stages of LTH.

process is written in the form

�
'CbB

't
= �DbB

'2CbB

'x2
− CBVb (26)

Here CbB and CB are the concentrations of B-atoms in the
GB and in the grain interior near the GB, respectively,
CbB = sCB� s is the segregation factor. The second term on
the right-hand side of (26) accounts for the “leakage” flux
of B-atoms from the moving GB into the grain bulk. At sta-
tionary conditions, when 'CbB

't
= 0, the solution of (26) with

the boundary conditions CbB�0� = CbB�2l� = C0 is [97]:

CbB�x� = C0
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− th
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sh
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(

)
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(
sDb�
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)1/2

(27)

The parameter ( has the meaning of the characteristic diffu-
sion length. The distribution of the diffusing B-atoms inside
GB depends on the ratio l/(. As it was shown [97], with
l/( ≤ 0�1 the concentration CbB slightly varies along the GB
length (Fig. 1) and the solid solution with an almost constant
concentration (about C0/s) is formed behind the migrating
GB.

The following conditions are necessary for the most com-
plete LTH [99]:

�Dbt�
1/2 � l5 Vbt ≥ l5 l 	

(
sDb�

Vb

)1/2

(28)
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The smaller the structural element in NMs, the smaller
might be the GB diffusion coefficients and the GB migration
rates to provide LTH. According to the proposed scheme,
formation of solid solutions occurs by “spots,” in the local
volumes of the sample where GBs move with favorable con-
ditions. This means that the volume fraction of solutions
cannot reach 1 by this mechanism.

The formulated conditions for LTH are valid for different
NMs, such as compacts produced from disordered A and B
nanopowder mixtures, binary A-B thin films, nanofibers, or
alternating A and B nanolayers. They afford the possibility
to predict the minimum temperature of LTH depending on
the GB diffusivity, GB migration rate, and the size of the
structural element.

4.3.2. LTH in Binary Powder Mixtures
In agreement with the theoretical predictions mentioned
above, two stages of LTH were detected in experiments with
binary (50:50) nanopowder Cu-Ni mixtures [29, 99]. The
kinetics was studied at 300 �C by the method of X-ray phase
analysis. The grain sizes both Cu and Ni varied in the range
8–15 nm. Two branches were clearly seen in the time depen-
dencies of average solution concentration C�t� and the vol-
ume fraction of the solution 6�t� (Fig. 2). The first rapid
stage was reasonably described in the terms of interdiffu-
sion along GBs moving due to recrystallization, whereas the
slower second stage—by DIGM.

It was observed [99] that in Cu-Ni n-powder mixture with
identical sizes of Cu and Ni powders the solutions were
formed on the Cu base. The solutions on the Cu base is
characterized by higher GB diffusivity compared to the solu-
tions on the Ni base, and the GB velocity in Cu is higher
than in Ni. By size variation of the Cu and Ni powders, it
was possible to “reverse” the process of solution formation
[116]. When the Ni particle size became one order of magni-
tude smaller than the Cu grains, the solution was formed on
the Ni base, in spite of lower GB diffusivity of the Ni-atoms.

A comprehensive model of LTH in A-B n-powder mix-
ture, available for semi-quantitative kinetic estimations, has
been proposed [99]. It is based on the concept that dis-
ordered A-B powder mixtures can be considered as being
composed from the A and B broken lines (chains) consist-
ing of grains of the same kind and surrounded by grains of
another kind. Each GB in the chain can move with the prob-
ability 0.5 in one of the two possible directions. Then, using
the scheme of homogenization described by Eq. (27) the
volume fraction of the solution was calculated as a function
of time. The calculations made under the assumption that
two adjacent GBs in a chain move in the opposite directions
were found to be in good agreement with the experiments.

4.3.3. LTH in Multilayered Systems
In binary multilayered systems with alternating A and B lay-
ers, the wide network of the short circuit diffusion paths
is composed both of GBs inside each layer and interfaces
between the A and B layers. Participation of interfaces in
the LTH process is turned out to be crucial for stability
of the layered structure. The kinetics of LTH in multilay-
ered systems is similar to that described for powder mixtures
[110, 111].

The LTH, however, is accompanied by the decay of the
layered structure and its transformation into a globular
structure [110, 111]. The explanation of this phenomenon
and the model of the decay initiated by LTH process
has been proposed with reference to experimental results
obtained for Ni-Cr multilayered systems. Due to interdiffu-
sion of Cr and Ni along two adjacent GBs inside the Ni-layer
(see scheme in Fig. 3), they move towards one another and
leave behind the solution between two Ni grains. Further
growth of the grain of the solution possible due to interdif-
fusion along the “solution-Cr-layer” and “solution-Ni-grain”
interfaces. According to the scheme (Fig. 3b), the interdiffu-
sion of Cr and Ni in opposite directions along the interfaces
results in an increase of the solution grain and its separation
from the layer, that is, in decay of the layered structure and
its subsequent transformation into isomeric globular struc-
ture. This process is similar to well-known decay of thin rods
or films under capillary force [117]. In contrast to that, the
decay of the layered structure during LTH is caused by the
chemical driving force 3Gch, which initiates the solution for-
mation, so this effect may be qualified as chemically induced
decay.

As the degradation of layered structures essentially low-
ers their functional characteristics, stability of multilayered
materials at elevated temperatures becomes an extremely
important problem. One of the effective ways of stabiliza-
tion is doping by nanocrystalline insoluble inclusions embed-
ded between the layers. Nanoinclusions act as stoppers

l Ni

Cr

Cr

(a)

Ni

Cr

Cr

(b)

JNi

JCr

Vi

Vi

Figure 3. Scheme of decay of a layered structure Ni-Cr during LTH.
(a) as a result of motion of two adjacent GBs one to another, the solid
solution is formed in the hatched region; (b) the interdiffusion fluxes
JNi and JCr along the interfaces “solution-Cr” and “solution-Ni” lead to
the decay of the layers.
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for moving interfaces, hindering decay of the layers. For
example, the Y2O3 particles hindered decay of multilayered
Cr-Ni system [118], as well as the kinetics of LTH. The
physical ground of the hindering was partly discussed in
Section 2. Interaction of inclusions with migrating bound-
aries is determined by relation between the binding force Fb,
which attracts impurity to the boundary, and external driving
force Fex, which initiates the boundary migration. The exter-
nal forces are determined by (24) or (25) depending on the
size of the structural element. The condition Fb > Fex is
favorable to the stability of the layered structures because
the inclusions stay at the boundary and hinder its migration.
If the boundary migrates under Fex, it should drag the inclu-
sions with it. In this case, the rate of boundary migration
is limited by the Brownian mobility of inclusion as a whole
[118].

5. SURFACE DIFFUSION
AND MASS TRANSFER IN
NANOSTRUCTURED MATERIALS

The following two sections are devoted to diffusion pro-
cesses in NMs produced in the form of nanometer-sized
corrugations on a single-crystalline surface of a given ori-
entation or nanometer-sized particles (2D or 3D) located
on a substrate of the same or different material. The par-
ticles (corrugations) can be produced by chemical vacuum
deposition (CVD), physical vacuum deposition (PVD), inert
gas condensation, various aerosol techniques, synthesized by
lithography, or by the means of local probes, such as scan-
ning tunneling microscope (STM) or atomic force micro-
scope (AFM). The particles are produced to form an array
of nanometer-sized islands on a free surface. The physical
properties of such NMs are functions of the particle size,
therefore understanding the diffusion processes that take
place both during fabrication and exploitation is of great
importance.

The kinetics of these processes is determined mainly by
SD over the substrate and particle surfaces. Due to the small
lateral distances between the structural elements in NMs
and the small particle sizes, SD can rapidly change the par-
ticle morphology.

In Section 5, an analysis of the smoothing and coarsening
of nanoscale corrugations will be given for nanoscale objects
with different surface structures. The following three types
of crystal surfaces are usually considered in the polar dia-
gram of surface tension * [14, 119]: singular, vicinal, and
nonsingular surfaces. Singular surfaces are densely packed
(low Muller index surfaces) and characterized by sharp min-
ima (cusps) in the *-diagram [14, 119, 120] (the singularity
is expressed by the discontinuity of the angular derivative of
*); they are completely flat on the atomic scale. Vicinal sur-
faces slightly deviate from the singular ones and consist of
close-packed terraces separated by elementary steps [119–
122], whose linear density 8 is proportional to the angle of
deviation, 9, so that 8�9� = sin 9/a (a is the height of the
steps). Surface tension of vicinal surfaces grows with 8 as

*�9� = *0 + �8+ fi8
3 (29)

where � is the linear tension of an isolated step and the
last term represents the interaction free energy between the
steps. The cubic dependence on 8 of the interaction free
energy term follows from the quadratic dependence on 8 of
the interaction free energy per step for the entropic repul-
sion [123], elastic interaction and electric dipole interaction
between the steps [124]. When the interaction free energy
per step is multiplied by the step density 8, the result is a 83

term for the interaction free energy per unit area.
At low temperatures, the steps on vicinal surfaces

are straight; while at higher temperatures some waviness
appears due to the formation of kinks, redistribution of
atoms adsorbed at steps, and the attachment-detachment of
adatoms. Thermal fluctuations grow with temperature and
at some temperature, TR, the vicinal surface can undergo a
roughening transition; above TR the surface becomes atom-
ically rough [121, 122], or non-singular.

The kinetics of flattening of corrugated nonsingular sur-
faces in continuum approximation was examined by Mullins
[125, 126] about 40 years ago. There is an extensive body of
literature devoted to the continuum description and analysis
of the evolution of surface shapes driven by the reduction
of surface free energy mediated by SD [15, 117, 127–133]. It
was shown that the measurements of capillary-induced mass
transfer could be used to extract SD coefficients.

Strictly speaking, the continuum Mullins theory is valid
for relatively high temperatures, above TR, where the sur-
face structure and SD coefficients are independent of the
crystallographic orientation. Below TR, the mass transfer
occurs mainly on atomically flat terraces separated by ele-
mentary steps. Both driving forces and the kinetics of SD
mass transfer on atomically flat surfaces differ from those
on nonsingular surfaces. In particular, the kinetics of sur-
face evolution depends in this case on the mobility of steps,
which can be determined either from the surface mobility
of atoms or the kinetics of their attachment to the steps (or
detachment from them).

5.1. Surface Diffusion Mass Transfer
on Atomically Rough Surfaces

5.1.1. Flattening of a Corrugated Surface
An arbitrarily shaped crystal surrounded by a saturated
vapor tends to transform its shape to that whose surface free
energy, *, is minimal for the given volume. Each macroscop-
ically small surface region would transform its shape follow-
ing the same thermodynamic tendency. Fluxes between the
adjacent areas of a crystal under isothermal conditions are
determined by the distribution of the chemical potential of
atoms, ��x� y�, along the surface. Neglecting the anisotropy
of surface energy (for atomically rough surfaces), one can
write [14]

��x� y� = �0 + *;K�x� y� (30)

where K�x� y� is the surface curvature, ; is the atomic vol-
ume, and �0 is the chemical potential of atoms in a large
equilibrium crystal, where the capillary effects are negligible.
A heterogeneous distribution of � with a given surface pro-
file z�x� y� causes atomic fluxes along the SD, in the bulk of
the crystal (volume diffusion), and through the vapor phase
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(evaporation-condensation or diffusion in a gas phase). The
last two mechanisms are important only at high tempera-
tures (T > 0�7 · Tm, where Tm is the melting temperature),
whereas SD is active enough at T ≥ 0�2 · Tm.

The surface flux of atoms is given as

Js = −Dsn0

kBT
>� (31)

where Ds is the surface diffusion coefficient, n0 is the surface
density of the diffusing atoms. If mass transport occurs only
by SD, the time variation surface profile z�x� y� t� satisfies
the continuity equation

'z

't
= −; · divJ s (32)

where n0 is the surface density of the diffusing atoms. Equa-
tions (31) and (32) are written in a small-slope approxima-
tion since the spatial derivatives in these formulas should in
fact be taken with respect to the surface z�x� y� t�. Combin-
ing (30–32), one can obtain the kinetic equation of the form
[125]

'z

't
≈ −B

(
'4z

'x4
+ '4z

'y4

)
(33)

where

B = Ds*;
2n0/kBT (34)

Considering as an example, the flattening of a 2D periodic
surface with a sinusoidal profile in two directions

z�x� y� 0� = z0 sin qxx · sin qyy (35)

one can obtain a solution in the form

z�x� y� t� = z�x� y� 0� · exp[−B(q4
x + q4

y

)
t
]

(36)

As it is seen, the profile remains a sinusoid with an ampli-
tude that decays exponentially with time. The flattening
is extremely sensitive to the periodicity of the profile: the
smaller the periods in both directions �(x = 2#/qx5 (y =
2#/qy�, the faster is the flattening kinetics �∼(−4�. Addi-
tionally, the measurements of the flattening rate could be
used for extracting the SD coefficient Ds , which determines
the kinetics of mass transfer on atomically rough surfaces.

Since any surface profile could be represented as a set of
Fourier harmonics of the wave vectors q�qx� qy� and ampli-
tudes, and because (33) is linear, solution (36) describes
both flattening (and coarsening) of an arbitrary rough sur-
face z�x� y� as a simultaneous and independent smoothing
of each of the Fourier expansion harmonics [125]. It is clear
from this expression that high harmonics of a general profile
decay rapidly, leaving the slower decaying ones fundamental.

5.1.2. Diffusion Evolution
of Needles and Rods

Needles and rods are the regular components of surface
nanostructures, and the kinetics of the diffusional evolution
of their tips is of interest for the estimates of their structural
stability.

It is known that in an isotropic approximation, needles
and rods are not thermodynamically stable shapes, because
the decay of rods or needles for spheres leads to a decrease
of their surface free energy [134]. As it has been observed
in experiments [135], the decay begins from the top of the
rod due to a difference in the chemical potentials of atoms
at the top �� = �0 + 2*;/R� and at the side surface �� =
�0 + *;/R�. This leads to the appearance of a current of
atoms from the top to the side surface, which results in an
increase of the top radius R and a shift of the top along the
rod axis z (Fig. 4). In this process, a sphere on the top can
separate from the rod if the principal radii of curvature, R1
and R2, in the neck area satisfy the inequality R−1

1 −R−1
2 >

R−1. The difference in the decay kinetics of a cylindrical rod
and a conical needle is caused by the difference in the neck
geometry. The growth kinetics of the top radius and the shift
of the top position in the z direction are described by the
following formulas [132]

R4 = R4
0 +m1Bt5 z4 = z4

0 +m2Bt (37)

where m1 and m2 are numerical coefficients that depend on
the cone angle, and B is defined by (34).

5.1.3. Diffusion Decay
of Continuous Thin Films

Stability of thin films is becoming increasingly important for
numerous technical applications, especially in the electron-
ics industry and catalysis, which require large surface areas
of precious metals. The thin films used in such applications
have a very high surface-to-volume ratio, which produces a

Figure 4. Scheme of blunting of a needle edge: the top radius grows
and, simultaneously, the top of the needle moves down.
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large driving force reducing the surface area. Due to diffu-
sion mass transfer, the thin film changes shape and becomes
discontinuous. The decomposition of a thin continuous film
into a collection of beads occurs in two steps: the fluctua-
tion of the film thickness with the formation of voids and
the void growth.

There are several mechanisms responsible for the thick-
ness fluctuation in polycrystalline thin films [117]. The main
mechanisms are hillock growth [136] and the formation of
grooves at GBs, which intersect the surface of the film [137].

Hillock Growth Due to the difference 3�T in the thermal
expansion coefficients between the film and the substrate (as
a rule, 3�T > 0 because the thermal expansion coefficient of
the film exceeds that of the substrate), compressive stresses
on the order of

3�T ≈ 3�TE · 3T (38)

appear in the film during the heating of the sample over
3T (E is Young’s modulus). As the relaxation of stresses
in different grains occurs differently, the stresses in the film
become inhomogeneous, inducing atomic currents directed
to the grains with lower stress values, both through GBs
(primary recrystallization) and over the surface. The hillocks
grow at the surface of grains that have become larger than
the critical size

R∗ ≈ 2*f /3�T (39)

(here *f is the surface tension of the film material). The
surface diffusion current is defined by (31) and depends on
the difference between the chemical potentials of atoms in
the hillock (which is assumed to be free of stresses) and the
adjacent stressed grains

3� ≈ ; · 3�T
(
1 − R∗

R

)
(40)

where R is the radius or the hillock. With R� R∗ the hillock
radius grows with time [107] as

R2 = R2
0 +

2Ds · 3�T;2N0

kBT(
t (41)

Here R0 is the initial radius of the hillock and ( is a char-
acteristic distance (on the order of the average distance
between the hillocks), which determines the gradient � in
(31) �>� ≈ 3�/(�. Growth of a hillock due to mass transfer
towards it leads to the thinning of the film around it, nucle-
ation of voids, and decay of the film. Experimental stud-
ies [107] have confirmed the kinetic law [41]. It was shown
that the surface diffusion coefficients and activation ener-
gies, obtained on hillock growth, were in good agreement
with other experimental data [117].

Development of GB Grooves occurs because the equi-
librium at the intersection of the GB with the surface is
reached when the tangent angle � is defined by the obvious
formula

sin� = *b/2*s (42)

A curvature formed near the intersection induces a surface
current from the GB top to the free surface, and the depth
of GB groove d grows with time, so that [126]

d = 0�973 m�Bt�1/4 (43)

where m = tan� and B is defined by (34). As it follows from
eq. (43), the top of GB groove reaches the substrate (Fig. 5)
during the time

. = h4/0�896 m4B (44)

where h is the film thickness. For metal films at high tem-
peratures (T ≈ 500 K), with Ds ≈ 10−11 m2/s [117], * ≈
1�5 J/m2, ; ≈ 10−29 m3, n0 ≈ 1019 m−2� B ≈ 2�2 · 10−29 m4/s
(as it follows from (34), and setting into (44) m ≈ 10−1 and
h = 10 nm one can obtain . = 5 s, whereas with h = 100 nm
. = 5 · 104 s. It is worth noting that the groove’s tip can
reach the substrate only if the grain radius R exceeds the
value of 3h sin3 �/�2 − 3 cos� + cos3 �� [138]. In the oppo-
site case, when the width of GB groove becomes close to
2R, an equilibrium configuration in the shape of spherical
caps on the surface of each grain will be formed, preventing
the subsequent development of GB grooves.

Void Growth. Voids that are formed in the film due to
its thinning around hillocks or developing of GB grooves
will grow if their radius r exceeds the film thickness h. The
kinetics of growth was calculated both analytically [137, 139]
and numerically for various wetting angles of the film on
a substrate [140–142]. The kinetic law of the void radius
growth was obtained analytically [139]

r ≈ 1�81
�Bt�2/5

h3/5
(45)

a

b

c

d

Figure 5. Scheme of development of GB grooves in thin film: (a) GB
without a groove in the film surface; (b, c) successive stages of groove
development; (c) the GB reaches the substrate; (d) subsequent growth
of the hole.
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and also confirmed by numerical calculations [142]. As seen
from eq. 45, the measurements of the void growth during the
decay of a thin continuous film also allow for the extraction
of the SD coefficient Ds .

It follows from the above that the kinetics of SD mass
transfer on nonsingular surfaces of NMs can be easily esti-
mated and predicted if the SD coefficients Ds are known
from independent measurements. One of the independent
methods could be the method of “tracer” diffusion. It is
worth noting, however, that the tracer method is very sensi-
tive to the atomic structure of surfaces, even if they are non-
singular. The diffusion concentration distribution of tracer
atoms depends strongly on imperfections in the periodic
energetic relief, which can be considered as surface traps,
that is, local sinks for the spreading atoms. The sinks should
be taken into account for accurate calculations of Ds [117].

5.2. Diffusion Mass Transfer on
Atomically Flat Surfaces

In contrast with atomically rough surfaces (where each point
on the surface could be displaced along its normal due
to mass divergence, leaving the surface structure homoge-
neous), the shape evolution of vicinal surfaces occurs due
to lateral motion of atomic steps driven by gradients of
the chemical potential along the surface. The gradients are
determined both by the shape of the surface profile and the
pressure of the vapor phase surrounding the crystal. Motion
of steps, therefore, plays a key role in the mass transport on
vicinal surfaces.

5.2.1. Dynamics of Steps
The lowest energy configuration of a step is usually straight,
along a close-packed surface direction. At high tempera-
tures, the steps deviate from the straight configuration due
to the formation of kinks. At lower temperatures, the atoms
adsorbed at steps have not enough thermal energy to detach
from the steps and a fluctuation of the step positions occurs
due to the random motion of kinks along the steps. These
fluctuations have been studied experimentally, using STM,
on vicinal surfaces Cu (001) [143] and (1 1 19) [144], Pb
(111) [145], Pt (111) [146], and Ag (115) [147]. A tunneling
tip repeatedly scanned the same line oriented perpendicu-
larly to the step and the step position x was displayed as a
function of time. A step correlation function

F �t� = �Bx�t�− x�t0�C
2� (46)

was calculated from these data. It was shown that the exper-
imental dependence F �t� could satisfy the power law

F �t� = c1�T � t
1/4 (47)

which was theoretically obtained [148] under the assumption
that mass transport occurs only alongside the step. The tem-
perature dependent factor c1�T � was determined for various
temperatures and plotted in an Arrhenius graph. The acti-
vation energies for the emission of an adatom from a kink
(onto the step edge) were estimated from these experiments.

Higher temperatures allow exchanges between the atoms
adsorbed on the surface (adatoms) and the steps. In this

case, the step correlation function calculated from the exper-
imental measurements of step fluctuations on Au (110) [145,
149], made with a high-speed STM satisfied another power
law

F �t� = c2�T �n
−1
k t1/2 (48)

Here c2�T � is a temperature-dependent constant, and nk is
the average number of lattice sites between the kinks on the
step.

Surface diffusion of different adsorbing species can now
be directly observed and studied on atomically flat surfaces
with atomic resolution microscopy, such as STM and field
ion microscopy (FIM). These experiments have determined
the “tracer” diffusion coefficients Da. In recent years, self-
diffusion and hetero-diffusion have both been studied on
various crystal surfaces and several surface diffusion mech-
anisms have been identified. In most cases, SD occurs due
to adatom hops in directions determined by the crystal lat-
tice. It was detected, however, that the diffusion process
may sometimes involve an adatom-substrate exchange mech-
anism [150, 151] and atom tunneling [152, 153] when the
mass of diffusing atoms is small and their interaction with
the substrate is weak.

The adatom diffusion coefficient is defined as

Da =
1
2d

�r2�
t

(49)

where �r2� is the mean-square adatom displacement during
time t, and d is the dimensional factor: d = 1 for linear (1D)
diffusion and d = 2 for two-dimensional (2D) diffusion.

From the temperature dependence of Da

Da = Da0 exp�−Qm/kBT � (50)

one can determine the activation barrier (adatom migration
energy) Qm and the pre-exponent factor

Da0 ≈
E0l

2

2d
(51)

Here E0 is the adatom oscillation frequency, l2 is the mean
square of the jump length. It is worth noting that at high
temperatures, the dissipation of the extra thermal energy of
the diffusing atoms may not be quick enough, which can
cause adatoms to move beyond the nearest neighbor site,
that is, l can exceed the interatomic space. In this case some
deviation from the linear Arrhenius behavior is expected
[154].

During surface self-diffusion, adatoms can attach to
atomic steps, and atoms adsorbed at steps can leave them,
passing to the adsorbed state on the surface. When the crys-
tal is in a thermodynamic equilibrium with the surrounding
vapor phase, this results in equilibrium fluctuations of step
positions, that is, the step coordinate x becomes a function
of time t. If the crystal is brought out of equilibrium, the
fluctuating step moves with the drift velocity proportional to
the difference 3� in the chemical potentials of the crystal
and the vapor.

A theoretical analysis of the step dynamics during crystal
growth from the vapor phase [117, 121, 122] shows that the
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velocity of a straight solitary step in the general case can be
written in the form

v0 =
2Ds�s

2Ds + �s(s

3�

kBT
(52)

that is, v0 is a function of the three main parameters Ds =
DaG0� �s = �aG0, (s = �Da.�

1/2 and the supersaturation in
the vapor phase � = 3�/kBT . Here, G0 is the adatom equi-
librium concentration on the surface, �a is the kinetic coef-
ficient of steps, and . is the average adatom lifetime on the
surface. The coefficient Ds has the physical meaning of a
surface diffusion coefficient, which determines the kinetics
of mass transfer. The factor of two in (52) appeared due to
the appearance of adatoms both from the lower and upper
terraces.

There are two main regimes of step motion: the diffusion
regime (when the step velocity is determined by the adatom
diffusion towards the step) and the kinetic regime (when the
velocity is limited by the attachment-detachment kinetics).
If Ds 	 �s(s , the step follows the diffusion regime, as (52)
implies,

v0 = 2
Ds

kBT

3�

(s
(53)

The ratio 3�/(s determines the gradient of the adatom
chemical potential in the growth process and can be consid-
ered to be the thermodynamic driving force of step motion.
The diffusion mobility of steps

H = 2Ds/kBT (54)

is determined by the SD coefficient Ds (in contrast to the
adatom diffusion coefficient Da�. With Ds � �s(s , the step
motion is limited by the kinetics of adatom attachment-
detachment (the kinetic regime) and

v0 =
�s
kBT

3� (55)

On a macroscopically plane vicinal surface steps are located
at some distance l from one another forming a step train.
If l < (s , the step velocity in the train under some super-
saturation 3�/kBT becomes smaller compared to a solitary
step because the number of adatoms absorbed by the step
is limited by the distance l, whereas for the solitary step this
distance is (s both for the upper and lower terraces. In the
mixed diffusional-kinetic regime the step velocity in the step
train was calculated as [117, 155]

v = 2Ds�s tanh
l

2(s

2Ds tanh
l

2(s
+ �s(s

3�

kBT
(56)

As it follows from (56), if 2Ds tanh�l/2(s�	 �s(s , the steps
in the step train move following the diffusion regime and
their velocity is

v = 2Ds

(s

3�

kBT
tanh

l

2(s
= v0 tanh

l

2(s
(57)

With the opposite sign of the inequality, steps move fol-
lowing the kinetic regime and their velocity is determined
by (55).

The first experimental studies of elementary step motion
were made on a surface of alkali halide crystals, using
the method of vacuum decoration [156], which allowed the
detection of monatomic steps and observation of crystal
growth and evaporation on an atomic scale [157, 158]. The
velocity of elementary steps was measured by studying the
development of spirals of growth or evaporation around
screw dislocations. Analyzing the distances between the coils
in the spiral, one could determine (s and using the values
v measured under given supersaturation 3�/kBT , calculate
coefficients Ds from (57) [159].

Recent experiments on step dynamics were performed
with nanoscale using STM [160–163] and FIM [164–166],
which allowed observation of step motion in real time. The
experiments were carried out at relatively low temperatures
where it was possible to neglect evaporation, so that the
variation of adatom chemical potential 3� and the corre-
sponding surface fluxes were determined from the local step
geometry.

In the experiments on step dynamics on the Si(111) sur-
face, the decomposition rates of isolated silicon hillocks and
the fill-up rates of craters (height or depth a = 3�14 Å)
were measured [167] at various temperatures. It was shown
that the number of atoms constituting 2D hillocks decreased
linearly with time; the same kinetic law was observed for
the filling-up of 2D craters. This result directly follows from
(55), which describes the attachment-detachment kinetic
regime. Indeed, substituting into (55) 3� = �;/aR� v =
dR/dt, and N = #aR2/;, one can obtain after integration

N�t� = N0 −
2#�s�
kBT

t (58)

in agreement with experimental observations. The same
kinetic law is expected for the filling rate of 2D craters. How-
ever, it was observed [167] that the filling rate of craters
(vacancy islands) was smaller than the decay rate of hillocks
(adatom islands) of the same size. The filling of vacancy
islands occurs due to the diffusion current directed from the
plane surface towards the crater restricted by a descending
step. To attach the step, the adatom should first overcome
the Ehrlich–Schwoebel barrier [168–171], that is, the energy
barrier near the edge of the descending step, which is higher
than the barrier for adatom migration on the terrace. This
barrier hinders adatom jumps from the upper terrace to the
lower one. In contrast, the decay of 2D hillocks occurs due to
an adatom diffusion current directed towards the plane sur-
face from the island restricted by a descending circular step.
Since in this process, adatoms do not overcome the Ehrlich–
Schwoebel barrier, the activation energy is smaller than in
the previous case. The difference in the activation energies
allowed the measuring of the Ehrlich–Schwoebel barrier.

Similar experiments were performed with two concen-
tric monoatomic circular steps, prepared on the Ag (111)
surface [163], so that the external step was formed by
a vacancy island, whereas the internal one—by either an
adatom or a vacancy island. By observation of dissolution
of internal adatom islands or filling of the internal vacancy
island (which was formed under the attachment-detachment
kinetic regime), it was possible to determine the activation
energy for atom detachment, the line tension of steps �, and
the Ehrlich–Schwoebel barrier.
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5.2.2. Flattening of Corrugated
Vicinal Surfaces

A connection can be made between the macro description
of surface evolution and an atomistic description by consid-
ering steps on a vicinal surface where the steps (of one sign)
alternate with terraces corresponding to a neighboring facet
orientation [172, 173]. In the unperturbed surface, the steps
are, on the average, uniformly spaced and straight. The cor-
rugations are assumed to be a sinusoid of sufficiently small
amplitude so that all steps remain of one sign. The relax-
ation of the surface may then be described in terms of the
reconfiguration of steps to become (on the average) straight
and uniformly spaced. Neglecting atom exchange between
the surface and surrounding vapor phase, SD is driven by
the energetics of step configurations and takes place by the
exchange of material along and between steps. This pro-
vides an atomic-scale interpretation of the dependence of
the chemical potential on surface curvature and of the sur-
face diffusion transport that results.

As it has been shown [173–176], the driving forces and the
kinetics of flattening are completely different for surfaces
corrugated parallel and perpendicular to the steps. When
the surface is corrugated parallel to the step direction (the
wave vector of the sinusoidal perturbation is normal to the
steps), they remain straight on the average but vary in their
spacing. The flattening of the surface profile, as seen from
the geometrical scheme (Fig. 6a), occurs by the evolution of
the variable step density 8�x� t� to the constant value 80.

It may be shown [172, 173] that in this case the interaction
free energy between steps, fi (see (29)), corresponding to a
mutual repulsion between steps, provides the driving force
for step motion. The smoothing of sinusoidal profile

z�x� 0� = z0 sin qxx

is given by

z�x� t� = z�x� 0� · exp�−Bnq
4
xt� (59)

z
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y
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z

Figure 6. Surface profiles on a vicinal surface. (a) The surface is mod-
ulated normal to the steps: the step density varies; (b) modulation is
parallel to the unperturbed step direction: the step profile varies.

with

Bn =
6Dn;

2I · n0 sin 9
kBT cos4 9

(60)

where I = fi/a
3 is the free energy of step interaction per

unit surface, Dn is the SD coefficient normal to the steps;
of the processes discussed, only diffusion across the terraces
can enter into Dn. Note that the step free energy � does not
enter into Bn, since the steps do not change their average
length as the perturbation decays.

If the surface corrugations are perpendicular to the step
direction, that is, the wave vector of the sinusoidal perturba-
tion is parallel to the (unperturbed) steps, they each acquire
a sinusoidal shape (Fig. 6b). The relaxation of the surface
is now achieved by the steps becoming both straight and
uniformly spaced. Hence, the decaying sinusoidal profile is
described by (59) with qx replaced by qy and Bn replaced by
[173, 176]

Bp = Dp · ��/a+ 3I tan2 9� ·;2n0

sin 9 · kBT
(61)

in which both � and I appear; Dp is the diffusion coefficient
parallel to the unperturbed steps, and hence comprises both
diffusion along the terraces and along the step edges. The
factor sin 9 in the denominator of (61) reflects the increasing
amplitude and curvature of the steps for the given ampli-
tude of the surface sinusoid as the step spacing l = a/ tan 9
increases. Note, however, that the condition qya/ tan 9 	 1
must continue to hold for the continuum treatment to be
valid.

If the modulation wave vector makes an angle J with the
step direction, the decay constant B of profile smoothing
can be written as [173]

B�J� = Ds�J� · E�J�;2n0

kBT
(62)

where Ds�J� and E�J� are J-dependent SD coefficient and
energy factor, respectively. They are given by

Ds�J� = Dp cos2 J +Dn sin2 J (63)

E�J� ≈ �

a sin 9
cos2 J + 6I sin 9

cos4 9
sin2 J (64)

Since the step interaction energy I is smaller than the step
energy � [177] and the diffusion parallel to steps is faster
than normal to steps [164, 178, 179], the decay rate of such
profiles is expected to be much faster when the modulation
is parallel to the steps. As seen from the ratio (see (60) and
(61))

Bp

Bn

≈ Dp�

DnaI

1
6 tan2 9

(65)

smaller miscuts lead to much greater anisotropy of the
smoothing rates.

Experimental studies of smoothing rate anisotropy were
carried out with vicinal Au surfaces, which were patterned
with periodic line gratings parallel and perpendicular to
steps [180, 181]. The ratio Bp/Bn = 25, which was found
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by measuring the decay rates for two perpendicular grat-
ings, was almost equal to the factor 1/ tan2 9, in qualitative
agreement with (65) and the old results [182] obtained by
smoothing of scratches prepared at various angles J with the
step direction.

The analysis presented for diffusion-controlled flatten-
ing of corrugated vicinal surface may be extended [173] to
include attachment-detachment kinetics, and evaporation-
condensation as the transport mechanism [183, 184].

The kinetics of smoothing differs from the preceding one
when average orientation of a bidirectionally modulated sur-
face (checkerboard of hills and valleys) is equal to that of
a close packed facet. In this case, development requires the
facets to move in a normal direction. In the assumption of
an SD mechanism of mass transfer and small slopes it was
shown [185] that the height (depth) of the hills (valleys) is a
linear function of time

z�t� ≈ z0 −
Ds�;

kBT(
3
t (66)

with a lifetime proportional to (3, where z0 is the initial
amplitude of the profile, and ( is the wavelength. This con-
trasts with the exponential decay and a lifetime proportional
to (4 predicted by the continuum theory above TR (see
(36)). Decay of bidirectional sinusoidal profiles mediated by
SD was also calculated for various ( using a Monte Carlo
simulation on the base of a solid-on-solid model with the
square lattice [186]. It was shown that for long wavelengths
�(/z0 > 15�, the decay can be described approximately by
eq. 61; however, for shorter wavelengths �(/z0 < 5� the
wavelength scaling exponent n ≈ 5 gives a better fit than
n = 3.

Similar models predicted exponential time dependence
R ∝ t� of the radius R of the top layer of a hillock, with
� = 1/4 for a conical hillock shape both for the diffusion
and kinetic regimes [187, 188], and for a parabolic hillock
shape � = 1/5 or 1/6 for the diffusion and kinetic regimes,
respectively [189, 190].

Experimental work in this direction to date has treated
structures with just a small number of layers [163, 191]. For
example, thermal relaxation of biperiodic �m-scale surface
modulations on Si(100) and related their decay process were
studied [192] using low energy electron microscopy (LEEM)
[193]. The surface consisted of a biperiodic array of hills and
valleys, each consisting of concentric arrays of islands and
holes. The surface relaxed towards its equilibrium flat, step-
free state by the islands on top of the hills shrinking and
disappearing, and by the holes of the valleys filling in. It was
found that the adatom attachment-detachment rate limited
the kinetics of step motion.

Decay of island mounds consisting of a stack of a dozen
such layers was studied on the reconstructed Si(111) surface
[194]. The exponent associated with the (3D) decay of the
mound height was found to be 1/4, in agreement with the
predicted value for a conical hillock shape. The activation
energy of the decay rate was indicated as the energy of step
motion in the attachment-detachment kinetic regime.

In the case of a dimensionally modulated surface of
period ( with facets at the tops and bottoms and unstable
neighboring orientations, each side wall is comprised of a

bundle of steps that meet the top and bottom facets at a
finite angle. Alternate walls are composed of steps of oppo-
site sign. A fluctuation is required to separate a loop of
the outer steps from the bundle; the loops may then cross
the facet and annihilate. The rate of decay of the modula-
tion decreases exponentially [195] with (, since the loop for-
mation resembles nucleation kinetics. Again, this contrasts
with the (4 dependence of the lifetime by surface diffusion
above TR.

If a surface is modulated randomly (statistically homo-
geneous surface), a coarsening of the surface structure can
occur, that is, an increase in the separation of the character-
istic surface features of the structure. It occurs both during
growth or erosion and during volume-preserving relaxation
of macroscopic surface roughness.

The coarsening of surface structures on atomically rough
(nonsingular) surfaces is a trivial consequence of capillary
flattening [125], which occurs mainly by the surface diffusion
mechanism. A more complicated consideration is necessary
to explain the coarsening on atomically flat surfaces, which
contain mounds and pits consisting of concentric round or
faceted steps [196]. Such surface morphology is observed
on initially smooth surfaces, which became rough during
homoepitaxial growth or ion erosion. In this case, the phe-
nomenological theory [197–199] also assumes the coarsening
to rely on a surface diffusion current driven by curvature-
dependent differences of the surface chemical potential;
however, the diffusion current may be limited by detach-
ment of atoms from steps, their migration over terraces, and
subsequent reattachment [200, 201]. At low enough temper-
atures, the motion of atoms along step edges without the
need to lose contact with the step may also be important
[202–204].

6. DIFFUSION PROCESSES
IN ISLAND FILMS

An island film (IF) is a specific nanoscale object represent-
ing a system of islands of one substance located on the
surface of another. Island Films attract the interest and
attention of many research groups because the knowledge
of their properties is needed for the understanding of the
physics of formation of continuous films from the vapor
phase, when an IF is just a stage in reaching the final
goal. Experiments on IFs are also a source of important
and sometimes unique information on the physics of surface
phenomena, particularly on the SD coefficients and on the
nature of the interaction between atoms migrating on crystal
surfaces and elements of the real crystal structure, such as
steps, kinks, and charged point defects. Moreover, IFs often
provide convenient and easily visualized models of processes
occurring in heterogeneous bulk NMs.

From the thermodynamic point-of-view, an IF is a system
that is far from equilibrium in respect to many parameters
at the same time. One of the principal signs of the lack of
equilibrium in IFs is the presence of very highly developed
free and interphase surfaces, with which an excess energy
is associated. At elevated temperatures, when the neces-
sary diffusion mechanisms are active, certain mass diffusive
transfer processes occur in IFs, which tend to release the
excess energy.
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There are several ways of diffusion evolution of an IF: dif-
fusive atomic transfer of matter from one island to another
(Ostwald ripening [205]), diffusion motion of islands on the
substrate accompanied by their collision and merging, order-
ing and disordering of islands in ensembles, and transforma-
tion of the shape of the islands. All these processes occur
under real conditions and will be discussed later.

6.1. Diffusion Coalescence of Islands

Diffusion coalescence in an ensemble of dispersed parti-
cles, or Ostwald ripening is a process of diffusion redistribu-
tion of atoms between the particles, in which the particles,
whose radius R is smaller than the average radius 
R, in the
ensemble are dissolved, whereas the particles with R > 
R
grow larger. As a result, the average particle radius in the
ensemble grows with time. The kinetics of this process can
be calculated using the basic idea that the radius of a given
island changes with time as a result of its diffusive interac-
tion not with its nearest neighbors but with a generalized
diffusion field [206–208]. In the case of IF, this means the
generalized field of adatoms [209, 210].

The generalized diffusion field can be described by the
adatom concentration Ḡ, which depends on the island size
distribution function f �R� t� and which is in equilibrium with
the islands of a critical size R∗. As it was shown, the critical
radius R∗ almost coincides with the average radius 
R, so
that the islands of radii R < R∗ dissolve in the diffusion field
because the equilibrium concentration near them is GR >
Ḡ, whereas the islands with R > R∗ grow because they are
characterized by GR < Ḡ.

The problem of the kinetics of diffusive coalescence of
a system of islands can be reduced to the solution of the
equation of continuity in the space of island sizes for the
function f �R� t�:

'f �R� t�

't
+ '

'R

[
f �R� t�

dR
dt

]
= 0 (67)

with the condition of mass conservation in the ensemble of
islands:

Q = �
∫ �

0
f �R� T �R3 dR+Q0 (68)

for 3D islands and

Q = #a
∫ �

0
f �R� T �R2 dR+Q0 (69)

for 2D islands. Here, � is a dimensionless factor, which rep-
resents the island geometry, Q0 is the total amount of island
material present as two-dimensional gas of adatoms and in
the vapor phase in contact with the IF (on the assumption
that the system is closed).

Various mechanisms of 2D diffusive coalescence have
been considered [211]; the main one for nanoscale objects
is the mechanism of adatom SD. The same three param-
eters, (s , Ds , and �s determine the kinetic laws of coa-
lescence. The kinetic coefficient �s describes the rate of
adatom attachment (detachment) to the island perimeter
both for 2D and 3D islands.

For nanoscale objects (
R 	 (s), it appears worthwhile to
consider the kinetic laws for the following cases.

1. Ds 	 �s
R (diffusion-controlled regime). The average
radius of 3D islands grows in this case as


R4 = 
R4
0 +

K�L�

ln�(s/
R1�

Ds*;
2n0

kBT
t (70)

where K�L� = 2/�2−3 cosL+ cos3 L; L is the contact angle
of wetting, R1 is the radius of island at its base, * and ; are
the surface tension and the atomic volume of island mate-
rial, respectively. For 2D islands, the formula is


R3 = 
R3
0 +

Ds�;
2n0

a2kBT
t (71)

where a is the height of 2D island and � is the linear ten-
sion of the island perimeter.

If Ds � �s
R (attachment-detachment controlled regime),
the average radius of 3D islands grows as


R3 = 
R3
0 +

K1�L��s*;
2n0

kBT
t (72)

and for 2D islands


R2 = 
R2
0 +

�s�;

akBT
t (73)

The expressions (70)–(73) describing the dependence 
R�t�
can be used to find the time dependencies of the two-
dimensional density of islands Ns�t� for each of the above
cases. Since the amount of matter contained in the islands is
much greater than that presented on the surface in the form
of isolated adatoms, one can simplify (68) and (69) by drop-
ping Q0 and rewriting Q for 3D islands as Q ≈ �Ns�0�
R3

0 ≈
�Ns�t�
R3�t�, which gives

Ns�t� = Ns�0�

R3

0


R3�t�
(74)

or, for 2D islands,

Ns�t� = Ns�0�

R2

0


R2�t�
(75)

It follows from the calculations that the asymptotic island-
size distribution functions are in each case independent of
the initial distribution and have the form

fn�R� t� =
Ns�t�


R�t� Pn�u�� u = R


R (76)

The functions Pn�u� are found to be the same for a
given power exponent n�n = 2� 3, or 4) governing the
law 
R�t�, and they depend only on the dimensionless
ratio u = R/
R.

Equations (70–75) can be used for determination of the
kinetic coefficients controlling the coalescence process, from
the known law 
R�t� and the shape of the asymptotic function
representing the size distribution of islands.
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Coalescence in metal IFs with an effective thickness
between 0.1 and 100 nm has been observed experimen-
tally on various substrates [212–217]. Typical micropho-
tographs showing successive stages of coalescence are shown
in Figure 7.

The main difficulties in the interpretation of the experi-
mental results arise in the determination of the mechanism
and rate-limiting stage of the process. They can vary with
temperature, island size, and shape. For nano-islands, differ-
ent rate-limiting regimes give different laws 
R�t� (compare
(70) and (72) or (71) and (73)) and different island-size dis-
tributions, so one can determine the rate-limiting stage and
the appropriate kinetic coefficients [218].

In recent years, evolution of 2D IFs was intensively
studied on the atomic level using STM [219–226], which
allows direct determination of the mechanism of coarsen-
ing after successive stages of film deposition. With the agent
of STM studies of epitaxial growth, it has become clear
that mass transport in IFs also occurs by the movement of
whole islands even when the sizes become very large. While

a

b

0.2 µm

c

Figure 7. Successive stages of the diffusion coalescence in Au IF on
NaCl (100). T = 410 �C; (a)-t = 0, (b)-20 min, 3-60 min.

Ostwald ripening may occur when islands are far apart, the
dominant mechanism for coarsening, at least at low tem-
peratures, can be diffusion of whole islands with random
collisions and merging [224, 225].

6.2. Diffusion Motion of Nanoclusters

6.2.1. Brownian Cluster Mobility
By analogy with random motion of solitary adatoms, nano-
clusters and even large islands (containing 102–103 atoms)
may migrate as a whole on the surface of a crystal exhibiting
Brownian motion [219–223]. The Brownian diffusion coef-
ficient of the cluster, DB, depends on the cluster geometry
(2D or 3D cluster), the number of atoms in the cluster,
lattice mismatch to the substrate, and the main diffusion
mechanism resulting in the motion. The cluster mobility b =
DB/kBT determines the cluster velocity v under the action
of force F applied to the cluster:

v = DB

kBT
F (77)

The main mechanisms for epitaxially oriented clusters are
periphery diffusion (i.e., linear diffusion along the cluster
perimeter), diffusion over the cluster surface (or terrace in
the case of 2D clusters), and SD on the substrate (due to
2D evaporation and condensation). Heteroepitaxial islands,
which are not commensurate with the substrate or have mis-
fit dislocations at the cluster-substrate interface, can also
glide over the surface, limiting cluster mobility due to fric-
tion at the interface limits [227–229].

For the diffusion mechanisms of motion, the Brownian
diffusion coefficient of 2D clusters can be presented in the
form [230]

DB = DB0R
−� (78)

so that for periphery diffusion (PD)

DPD
B0 = DstNsts

2/#5 � = 3 (79)

for terrace diffusion (TD)

DTD
B0 = 2Dss/#5 � = 2 (80)

and for 2D evaporation-condensation (EC)

DEC
B0 = H/#5� = 1 (81)

Here Dst is the (tracer) diffusion coefficient of single atom
diffusing along the step edge, Nst is the number of atoms per
unit length along the step edge, s is the area of the surface
unit cell, Ds = DaGa� Ga is the adatom concentration on the
surface of the island, H is the step mobility proportional to
the rate of random attachments (detachments) of adatoms
at the edge of the cluster boundary [231, 232]. It is impor-
tant to note that (79–81) predicting the integer exponents
were obtained under highly simplified assumptions and are
therefore only valid for some limited cases. In fact, noninte-
ger behavior of the size-dependent scaling exponent � have
been observed in several Monte Carlo simulations [233–235]
and detailed theoretical treatments [236, 237].
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The dependence of diffusivity upon cluster size has been
extensively studied [219, 221, 223, 38] in attempts to explore
the atomic mechanisms by which large 2D clusters move
over surfaces. Scanning tunneling microscopy studies of
vacancy island diffusion on Ag (111) have shown � ≈ 2 cor-
responding to the TD mechanism [223]. For adatom islands
on Ag (111), a very weak dependence (� ≈ 1) was found,
and the EC mechanism was suggested to be dominant [219].
A combined study of island diffusion, island coalescence,
and island decay was carried out for Ag on Ag (100) and
Cu on Cu (100) [221] in the submonolayer coverage regime.
The rather small island decay rate was detected showing
that neither the TD nor EC mechanisms could be respon-
sible for the observed island diffusion coefficient DB. On
the other hand, within the PD diffusion, the value of DB

yielded a peripheral (along the step) mass diffusion coeffi-
cientDst, which for Cu was comparable to the value obtained
from independent comprehensive step fluctuation measure-
ments [144, 239]. Experimental evidence of nonintegral val-
ues of the scaling exponent was also found: � ≈ 2�28 for Ag
and � ≈ 2�49 for Cu. These results indicate that the usual
assumption of a structureless island periphery, which yields
�= 3, is inadequate. The diffusion coefficient of atoms mov-
ing along the periphery depends on the detailed structure
of the island edges, giving rise to a range of � values. It
is worth noting that direct observations of single clusters in
the field ion microscope [240] have established that mobil-
ity and even the mechanism of motion of compact clusters
consisting of 7 or 19 atoms essentially differs from that for
noncompact clusters (consisting, e.g., of 18 atoms). The non-
compact clusters, whose peripheral step contains kinks, can
move by the PD mechanism which is forbidden for compact
clusters in some temperature range.

Diffusion of large 3D clusters on a foreign substrate
has been also observed experimentally [213, 214, 241–247],
sometimes with unexpectedly high diffusion coefficients. The
unusually high diffusivity [247] was explained by weak bonds
between the cluster and the substrate and smoothing of
potential barriers for cluster motion due to a big difference
in atomic spacing for cluster (Sb) and substrate (carbon).
Indeed, the results of a molecular dynamics simulation of
3D cluster diffusion motion made for nonepitaxial cluster-
substrate configurations have shown [229] that large clusters
can diffuse rapidly, as experimentally observed.

It can also happen that “random” migration of islands is
not associated with thermal fluctuations but occurs under
the action of a randomly varying (in magnitude and direc-
tion) external force resulting from electrostatic or elastic
interaction between the islands [218]. Active interaction of
islands with one another via elastic stress fields was demon-
strated [248–250] by measuring the radial distribution func-
tion of the islands after annealing compared to that just
after film deposition. Islands migrated under the influence
of elastic forces and became distributed on the surface in a
somewhat ordered manner, so that the characteristic max-
ima appeared in the radial distribution function.

Elastic interaction between the clusters is of importance
for their self-organization in periodic arrays during thin film
growth. Advanced crystal growth techniques, notably molec-
ular beam epitaxy (MBE) and metal-organic vapor phase
epitaxy (MOVPE), make it possible to fabricate new types

of surface structures, with lateral dimensions of order of
de Broglie wavelength of electrons (50 nm for GaAs). These
structures, consisting of small semiconductor clusters (quan-
tum dots) with specific energy dependence of the density
of states, manifest unique electronic and optical properties.
Millions of the quantum structures, density packed and uni-
form on the atomic scale, are needed to achieve the appro-
priate active volume for practical applications [251]. One
method for making quantum dots is heteroepitaxial growth
of lattice-mismatched systems, such as InGaAs on GaAs
[252, 253], Si1−xGex on Si [254–257], or PbSe on PbTe [258,
259]. Growth occurs in the Stranski–Krastanow mode [260],
in which after the formation of a wetting layer, growth of
3D crystallites is thermodynamically required. The islands
have a well-defined pyramidal shape with (105) facets for
Si1−xGex on Si (100) and (100) facets for PbSe on PbTe
(111).

Surprisingly, narrow size dispersions of PbSe islands on
PbTe were obtained under certain conditions of growth. One
of the proposed mechanisms explaining this result is kinetic
self-limitation of island growth caused by stress concentra-
tion at the island edges, which results in kinetic barriers for
adatom attachment [261, 262]. This mechanism is confirmed
by investigations of Ostwald ripening of self-assembled PbSe
quantum dots during annealing [263]. With increased anneal
duration, the dot density was found to decrease rapidly with
a simultaneous increase of the average dot size. The kinetics
of ripening was limited by interface reaction, that is, the lim-
iting process was the kinetic barrier for adatom attachment
to the islands and detachment from the island edges.

6.2.2. Surface Tension Driven Motion
A striking, completely unanticipated cooperative process has
been observed in Sn IFs deposited on Cu (111) substrate
[264]. Shortly after deposition of Sn on Cu (111), 2D Sn crys-
tals containing several hundred thousand atoms move spon-
taneously along the surface at 290 K. As islands move, Sn
atoms within the islands randomly exchange with Cu atoms
in the surface. The exchanged Cu atoms are ejected from
the Sn islands in the form of ordered 2D bronze crystals.

It is worth noting that Sn atoms are bigger than Cu atoms
and they are incorporated into bulk copper with difficulty,
and the room temperature solubility of Sn in Cu is low.
However, Sn atoms can be incorporated relatively easy into
the top atomic plane of the Cu (111) surface, where the
mismatch is accommodated by out-of-plane displacements.
It was found that Sn atoms in single crystal Cu segregate to
(111) surfaces in the form of ordered surface alloy with one
Sn atom for every two Cu atoms [265, 266].

The driving force of the Sn-island motion has been traced
to strong repulsion between Sn atoms incorporated into the
Cu. The islands thus lower the surface free energy by moving
toward unalloyed regions of the surface, that is, the process
can be called surface tension driven motion.

The island trajectories were not similar to the trajecto-
ries of clusters undergoing thermal Brownian motion dis-
cussed above for much smaller metal islands. In contrast
with random jumps in arbitrary directions, it was observed
that Sn islands exhibit a clear tendency to continue to move
in the same direction. Estimates of the steady state velocity
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made by substituting thermodynamic driving force F into
(67) yield the following:

v�R� = B# · b�R� · I · �allC1/2R (82)

Here I is the free energy cost of having a single Sn atom
under the island, �all is the alloying rate �B�allC = m−2s−1�,
which was assumed to be constant. As the island veloci-
ties were observed approximately independent of the island
radius R, the island mobility b�R� was assumed to be pro-
portional to R−2, and taking into account (80), one can
obtain

v = �Ds · s · I · �all/kBT �1/2 (83)

Estimates of island velocity made using (83) were found to
be in good agreement with experimental observations [264].

6.3. Transformation of Island Shape

The general problem of the equilibrium shape of an island
on a substrate (in the case of anisotropic surface tension)
can be considered conveniently using the Wulff construction
[267]. In contrast to free surfaces characterized by surface
tension *, the interface between an island and the substrate
should be regarded as having a tension of *i-*s , where *i
is the interface tension between the two phases and *s is
the surface tension of the substrate material. This defini-
tion follows from variation of the free surface energy of the
island-substrate system [268].

The problem of transformation of an arbitrary island
shape to the equilibrium shape was considered in the
isotropic approximation [218] for SD mass transfer mecha-
nism. It was assumed that the surface fluxes may be limited
not by the actual kinetics of SD of adatoms on the island
surface but also by the rate of atom detachment from parts
of the surface where the curvature K is greater than the
average value 
K, or by the attachment rate to those parts of
the surface where the curvature is less than average. Esti-
mates of the characteristic time of establishing an isomeric
shape have been obtained: if Ds 	 ksa

2
R2 �ks is the kinetic
coefficient normalized to a unit surface area of the island
[269]; BksC = m−2s−1; a is the lattice parameter; 
R = 2/
K�,
that is, the rate shape transformation is limited by the rate
of self-diffusion over the island surface, then

. ≈ kBT 
R4

Ds*;
2n0

(84)

If the rate of transformation is limited by the rate of adatom
acquisition or emission (Ds � ksa

2
R2), then

. ≈ kBT 
R2

ks* ·;2
(85)

Islands are frequently disk-shaped with an angle of con-
tact less than the equilibrium value [270, 271]. In this case,
relaxation of the shape towards its equilibrium configura-
tion results in a contraction of the island and reduction
of the area of contact with the substrate. This process can
occur due to nucleation of new layers on the surface of the
disks, which are possible until the radius of the top terrace

becomes equal to the critical radius. The nucleation can be
a limiting process of the island shape transformation after
the film deposition.

In contrast to relaxation of disk-shaped islands, the vol-
ume preserving relaxation of a heteroepitaxial 3D island
from a nonequilibrium spherical shape to an equilibrium
faceted shape occurs due to the peeling of atomic layers off
the facet [272]. Experiments were carried out with 1–1.5 �m
Pb crystals on Ru (0001) substrate, which after melting and
subsequent solidification had a spherical shape with small
(111) facets. After the sample temperature dropped from
550 to 353 K, a reshaping of the Pb crystals occurred via
layer-by-layer peeling. With the temperature decrease, the
total surface energy was reduced by the increase in facet
size, leading to a transfer of the material to the rounded
regions of the crystal surface. The temporal evolution of the
top layer radius r was analyzed [273] under the assumption
that the flux of atoms occurs between two concentric steps,
neglecting the redistribution of mass into the curved surface
regions, and the following equation

dr
dt

= − Ds�;
2

a2r kBT ln�8/r�

(
1
r
− 1
8

)
(86)

was obtained. Here 8 is the radius of the step bounding the
top facet, Ds is the SD coefficient defined in (52). At the
onset of peeling, the diffusion-limited model was found to
be in agreement with the experimental observations. The
rate of layer peeling slowed dramatically when the radius of
the top step became close to that in the equilibrium shape.

Another effect of shape transformation has been observed
[274, 275] in IFs of Co deposited on Cu and Ag substrates,
which are characterized by much lower surface energy than
the Co particles. The Co nanoparticles with diameters of
10 nm were generated by dc magnetron spattering in argon
and transferred in the gas stream to an ultra-high vacuum
TEM where they deposited on the thin-film Cu (100) or
Ag (100) substrates at 300 and 600 K. At room temper-
ature, all nanoparticles remained on the surface, whereas
at 600 K the majority of them burrowed into the sub-
strate. The burrowing was driven by extremely large capil-
lary forces appearing due to the reduction in the total free
energy by exchanging the Co-vacuum interface above the
surface (*Co ∼ 2�8 J/m2) [276] with a Co-substrate interface
(*Co-Ag ∼ 0�6 J/m2� [31], without increasing the substrate
surface area. The main mechanism of burrowing is diffusion
along Co-substrate interface.

Transformation of 2D island shapes to equilibrium for
various metal systems has been discussed in [277].

6.4. Diffusion Spreading and Thickening
of Reactive Layers

It is known that surface diffusion of A atoms over surface
B can be accompanied by a surface reaction, so that a layer
of the chemical compound AmBn is formed on the surface
[278, 279]. Such process can also occur in IF of matter A
on a substrate B. When the boundaries of the layers formed
around adjacent islands overlap, a continuous layer of the
compound will cover the substrate.
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The formation of a compound layer AmBn first starts
under the island, due to the volume diffusion of component
A into substrate B. At the same time, a SD zone, with a
decreasing concentration of component A, starts forming on
the surface (for r > R), resulting in the spreading of the
compound layer of decreasing thickness around each island
(Fig. 8).

In the general case, the kinetics of spreading can be lim-
ited either by adatom diffusion over the forming layer or by
the rate of adatom exchange between the island and the sur-
face, as previously described. The kinetics of thickening in
the general case can be controlled either by the bulk diffu-
sion through the layer AmBn itself, or by the reactions at the
interface AmBn-B. At the early stages of the process, how-
ever, when the layer thickness h is small enough, the thick-
ening kinetics is limited by the reaction rate at the interface
AmBn-B. The compound forms on the surface around the
island inside the ring R < r < Rf , so that the value C�Rf � =
C∗ (Fig. 8c) corresponds to some minimal supersaturation,
�min, which is necessary for nucleation and growth of the
compound. At r > Rf , when the surface concentration CS <
C∗ and the supersaturation � < �min, no compound will be
nucleated. Consequently, the condition � = �min dictates the
radius Rf of the lateral spreading front. These assumptions
are sufficient to obtain the kinetic laws of spreading. For SD
controlled spreading

R2
f ln

Rf

R1
− 1

2
�R2

f −R2� = 2DS��CR − C∗�
h∗ t (87)

where DS is the coefficient of diffusion of A atoms along
the compound surface AmBn, � is the thickness of the sur-
face layer where diffusion with DS takes place, and h∗ is
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Figure 8. Scheme of spreading compound layer. (a) Particle A is
located on a substrate B; (b) the chemical compound AmBn forms under
the particle and in the surface diffusion zone; (c) surface concentration
distribution.

the thickness of the compound layer at the spreading front.
Equation (87) allows the computation of the product DS�
from the lateral spreading kinetics, that is, determination
of the diffusion characteristics along the compound surface.
For spreading, which is controlled by atom detachment from
the island periphery, the lateral-spreading rate becomes con-
stant and the product �s� can be determined from the
formula

Rf = R+ �s��CR − C∗�
h∗ t (88)

The kinetics of thickening of the compound layer form-
ing between the islands on the substrate also depends on
the kinetic regime of lateral spreading. The thickening rate
is higher if spreading is diffusion-limited (in this case the
thickness of the compound layer grows uniformly, with the
same rate under and between the beads) than when it is
detachment-limited.

7. SUMMARY
Two different problems of diffusion in NMs have been ana-
lyzed: GB diffusion in “bulk” NMs and SD mass transfer in
nano-scale objects on singular and vicinal surfaces of single
crystals.

The peculiarities of GB tracer diffusion and interdiffusion
in NMs caused by the small size of their structural element
and the nonequilibrium state of grain boundary structure,
are analyzed in comparison with diffusion in coarse-grained
polycrystals. The main features that characterize diffusion in
nano-objects are the low activation enthalpies, high diffusiv-
ities, and enhanced GB solubilities of the diffusing impurity
species, in comparison to the values of these parameters for
the conventional GBs in coarse-grained polycrystals. These
peculiarities are brought about by the nonequilibrium GB
structures with enhanced free volumes in the core of GBs.
The diffusion characteristics change in different tempera-
ture intervals and in the course of annealing time due to
the relaxation of the nonequilibrium GB structure and grain
growth, which modify the nanostructure making it closer to
that of a regular polycrystal. As a result, the diffusion char-
acteristics also change and become closer to those measured
for conventional GBs in coarse-grained polycrystals.

During GB interdiffusion in binary NMs at relatively low
temperatures, two partial diffusion fluxes appear along GBs
in opposite directions. The GBs simultaneously act as short-
circuit diffusion paths and sources (sinks) of excess vacan-
cies, which appear due to the inequality of the partial GB
diffusion coefficients. The unequal partial diffusion fluxes
along GBs initiate the accompanying macroscopic effects,
such as the Kirkendall and Frenkel GB effects, and the phe-
nomenon of DIGM, which is one of the most effective mech-
anisms of low-temperature phase formation. The kinetics
and mechanisms of the Kirkendall and Frenkel GB effects,
as well as LTH caused by interdiffusion along migrating
GBs, have been analyzed. Interdiffusion along GBs moving
due to recrystallization at initial stages can be an even more
effective mechanism of LTH than DIGM.

Low-temperature homogenization by migrating GBs is
accompanied by diffusion-induced decay of layered nano-
structures. Mechanisms of the decay and the stabilization of
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the nanostructure by impurity inclusions acting as stoppers
for migrating GBs have been discussed.

Surface diffusion mass transfer is examined both for
atomically rough and atomically flat surfaces. The kinetics
of flattening and coarsening of nanoscale surface structures,
SD decay of needles and rods and decomposition of contin-
uous films of nanometer thickness, are considered in con-
tinuous approximation. The driving forces and kinetic laws
describing flattening of vicinal and modulated singular sur-
faces are critically analyzed. It is shown that surface diffusion
mass transfer in nanoscale objects is mainly limited by the
rate of atom attachment to steps or detachment from the
steps.

Diffusion processes in nanoscale island films, such as dif-
fusion coalescence (Ostwald ripening), kinetics and mech-
anisms of Brownian island mobility, surface tension driven
island motion, shape transformation of islands, and reactive
surface diffusion are thoroughly discussed.

GLOSSARY
Bulk nanostructural solids The polycrystals, which consist
of nanometer-sized mis-oriented crystallites.
Diffusion characteristics The parameters, which figure in
Arrhenius equation for diffusion coefficient: activation
energy, activation volume, pre-exponential factor.
Free surface An interface between a crystal and its satu-
rated vapor. The principal thermodynamic characteristic of
free surface is a surface tension, which is the free energy per
unit surface area. There are a variety of diffusion controlled
processes driven by surface tension, such as flattening of cor-
rugated surface, shape evolution of nanoscale needles and
rods, decay of continuous thin films, coalescence in island
film on substrate, island motion, sintering of powders, etc.
Grain boundary (GB) A two-dimensional defect, a bound-
ary between two mis-oriented crystallites in polycrystal, hav-
ing a thickness of order of � ≈ 5 × 10−10 m. GB structure
is characterized by lower atom density than adjacent grains
and depends on grain misorientation. GB is a high diffusivity
path compared to the bulk of adjacent grains.
Interface A boundary between two adjacent assembled
crystallites of different chemical composition, atomic struc-
ture, and crystallographic orientation.
Interstitial heterodiffusion A migration of foreign atoms
of smaller size, than constituent atoms of crystal, along crys-
tal interstitial positions.
Nonequilibrium structure The structure which is far from
equilibrium due to high density of lattice defects such as
GBs, interfaces, dislocations, extra vacancies, enhanced free
volumes at GBs, surface steps and corrugations.
Structural relaxation Modification of non-equilibrium
atomic structure in the bulk of grains and inside GBs to
lower a free energy and make nano-object closer to perfect
crystal.
Substitutive heterodiffusion A migration of foreign solute
atoms along lattice sites in solvent crystal with subsequent
dilute substitutive alloy formation.
Tracer self-diffusion A spreading of tracer atoms from a
diffusion source in a crystal, composed of atoms of the same
sort.
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1. INTRODUCTION/BACKROUND
The field of nanofabrication has attracted great interest
recently due to the potential applications of miniaturization
of devices and due to the unique properties of nanoscale
materials [1]. In general, nanofabrication can be divided into
two classes: bulk nanofabrication and nanoscale patterning.
Bulk nanofabrication is the synthesis of molar quantities of
nanostructures without regard for superstructure and order-
ing, such as bulk synthesis of nanoparticles [2–6], carbon
nanotubes [7, 8], and nanowires [9–11]. Nanopatterning is
the fabrication of nanostructures in rational architectures
that could be used in device construction [12]. While bulk
nanostucture synthesis will be important for many appli-
cations, nanopatterning is critical for the production of
functional devices. Recently, self-assembly has been used
to aid the rational superassembly of two-dimensional (2D)
and 3D structures [13], but traditionally, surface pattern-
ing methods such as photolithography have been used to
create functional devices. Due to the diffraction limit of
light, photolithography is unable to produce structures in
the nanoscale (sub-100 nm) regime. Several creative fabri-
cation techniques, including electron-beam lithography [14],
soft lithography techniques [15, 16], and scanning probe
lithography (SPL) techniques [17], to name a few, have
been invented to facilitate the fabrication and patterning of
nanostructures.

Among these nanofabrication strategies, SPL [17] tech-
niques provide unparalleled simplicity of use and control

over nanostructure location and geometry. This lithographic
method uses scanning probe imaging instruments, such as
the scanning tunneling microscope [18], the near-field scan-
ning optical microscope [19], or the atomic force micro-
scope (AFM) [20–29], to create nanofeatures on surfaces.
Scanning probe techniques rely on the fact that the scan-
ning probe tip, which is inherently a nanosize object, is
used to create the patterns on the surface. Because the
patterning is localized at the tip and follows the transla-
tional motion of the tip, SPL techniques allow unparalleled
flexibility in fabricating different geometries of nanostruc-
tures without photomasks or other master patterns. Typi-
cally, nanofeatures are created by mechanical deformation
of the surface [22, 25], surface anodization processes such
as the site-specific oxidation of silicon [20, 21, 26], or by
removal or alteration of resist layers followed by subsequent
processing steps [23, 24].

Recently, a new SPL technique, dip-pen nanolithogra-
phy (DPN) [30, 31], was invented that allows direct-write
nanopatterning of a variety of materials. In DPN, material
is transferred from a coated AFM tip to a surface in an
analogous process with the familiar macroscale task of writ-
ing with an ink-coated paintbrush or quill pen. In fact, the
familiar nomenclature of “pen,” “ink,” and “paper” is read-
ily applied to describe the AFM tip, the material to be pat-
terned, and the surface respectively in the DPN literature.

Unlike many other SPL methods, DPN is a direct-write
process that can easily fabricate many heterogeneous nano-
structures on a variety of surfaces. DPN has been used
to successfully pattern diverse classes of materials, ranging
from inorganic compounds [32–34] to biomacromolecules
[35, 36], on a wide variety of surfaces [30, 37, 38] without
further chemical processing steps. DPN can also be eas-
ily incorporated with postpatterning chemical and biological
techniques to study a variety of phenomena ranging from
surface physical chemistry [39] to interfacial biology. [40]

DPN writing works as follows (Fig. 1): an AFM tip is
coated with a molecule to be patterned, or “ink,” such as an
alkanethiol molecule [30]. The AFM tip is engaged with an
appropriate surface and the ink molecules are transported
from the tip through a layer of condensed water at the tip–
surface interface [30, 41], and once they reach the surface,
the ink molecules are locally chemisorbed or physisorbed

ISBN: 1-58883-058-6/$35.00
Copyright © 2004 by American Scientific Publishers
All rights of reproduction in any form reserved.

Encyclopedia of Nanoscience and Nanotechnology
Edited by H. S. Nalwa

Volume 2: Pages (429–441)



430 Dip-Pen Nanolithography

Figure 1. Schematic of the DPN process. The tip-applied ink molecules
diffuse through the water meniscus and deposit on the surface to form
nanostructures. Reprinted with permission from [30], R. D. Piner et al.,
Science 29, 661 (1999). © 1999, American Association for the Advance-
ment of Science.

to form nanostructures. Material deposition tracks the posi-
tion of the AFM tip and is localized around it, which gives
the user great control over the morphology of the patterns.
Furthermore, because the ink diffuses away from the AFM
tip, feature size is directly related to writing time; one can
pattern at a variety of length scales, from nanometers to
micrometers, within the same experiment, by simply control-
ling the writing time or speed.

For a material “ink” to be successfully patterned by DPN,
two criteria must be met: (1) the material must be mobile
enough to release from the AFM tip and (2) there must be a
driving force to initiate the formation of nanostructures and
to stabilize them against surface diffusion or other dissolu-
tion processes. These requirements are not as limiting as one
might expect; DPN has been used to pattern hydrophilic [42]
and hydrophobic [30] materials, ionic [32, 43] and uncharged
[44] materials, and high [45] and low [37] molecular weight
materials, to name a few. Covalent bonding [31], physical
interactions [32], electrostatic interactions [43], electrochem-
ical reactions [46], and polymerization [47] have all been
used as the driving force for nanostructure formation. The
specific nature of the driving force depends on the chemical
and physical properties of the ink chosen for patterning. The
number of ink/surface systems that are suitable for DPN is
large and novel demonstrations are appearing often in the
literature.

DPN feature size can be influenced by the experimental
conditions, including the writing speed (or time, in the case
of dot features), the ambient temperature, and humidity.
As mentioned, a characteristic feature of DPN is the radial
ink diffusion from the AFM tip. Therefore, feature size is
related to tip–surface contact time; if patterns are written
more slowly, ink diffuses farther from the tip and the pat-
tern feature size is larger. Several diffusion-based models
have been proposed to describe this radial ink transport
phenomenon [48–51]. DPN feature size is also dependent
on the ambient temperature and humidity. The tempera-
ture dependence is well described by dissolution kinetics
describing the detachment of individual molecules from the
ink-coated AFM tip [41]. The humidity dependence of fea-
ture size arises from the fact that when imaging (or writing)

with the AFM in humid air, a spontaneous water layer, or
“meniscus,” forms between the AFM tip and the surface
[52, 53] which can influence the transport of ink during DPN
writing. Because the size of the meniscus is humidity depen-
dent (it increases with increasing humidity) the DPN feature
size can also be humidity dependent. The specific nature of
this relationship depends on the chemical properties of the
ink [41, 49–51]. Section 3 contains a more complete discus-
sion of the factors that affect DPN feature size.

The evolution of DPN can be compared with that of
microcontact printing [54, 55], another (microscale) mate-
rial transfer lithography technique. Interestingly, proof-of-
concept experiments for both techniques used the same
ink/surface system, namely alkanethiol self-assembled mono-
layers on Au surfaces [30, 55], and many of the same
material/surface systems that have been demonstrated for
microcontact printing should also be suitable for DPN pat-
terning. In fact, it has recently been shown that the same
ink/surface system can be used to create metallic patterns
with microcontact printing or DPN as well [34]. Since its
inception, microcontact printing has been used to pattern
many types of materials and has initiated development of
a whole new class of soft lithographic techniques [56, 57].
DPN is beginning a similar evolution beyond its initial
demonstrations toward new materials and applications. This
chapter will survey the current state of DPN technology and
applications and provide an indication of things to come in
the next few years.

2. DEMONSTRATIONS OF DPN
As suggested, DPN has been used to pattern a variety of
materials on many different surfaces. An appreciation of
the breadth and flexibility of DPN patterning is obtained
by examining in detail the types of systems that have been
used for DPN. Here we describe some of the demonstrations
of DPN patterning of different material/surface systems.
Experiments where DPN was used to fabricate templates
for mechanistic or other studies will be covered in later
sections.

2.1. Surface-Specific Monolayers

The first demonstrations of DPN were performed using the
system of alkanethiol molecules on gold surfaces. This sys-
tem is well suited for DPN. The alkanethiol molecules are
sufficiently mobile so that they can move relatively easily
from the AFM tip to the surface and the driving force for the
formation of nanostructures is the covalent bonding of the
–SH moiety to the Au surface. Using DPN, continuous, well-
defined, well-ordered patterns of octadecanethiol (ODT)
and 16-mercaptohexadecanoic acid (MHA) were fabricated
[30]. By imaging the patterns using lateral force microscopy
(LFM), differences between ODT and MHA patterns were
observed (Fig. 2). ODT patterns deflected the AFM tip
less than the background Au surface, while MHA patterns
deflected the AFM tip more than the Au surface did, show-
ing distinct chemical differences between ODT and MHA
monolayers. It was demonstrated that dot and line patterns
could be fabricated and that feature size depends on the
translation speed of the AFM tip. It was also suggested that
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Figure 2. Lateral force microscopy images of (A) ODT dots; (B) MHA
dots; (C) ODT dot array; (D) ODT grid. Reprinted with permission
from [30], R. D. Piner et al., Science 283, 661 (1999). © 1999, American
Association for the Advancement of Science.

the relative humidity of the environment plays a role in
determining feature size.

Hong et al. demonstrated that multicomponent nano-
structures could be formed by DPN [31]. The authors
showed that ODT and MHA could be patterned serially in
the same location by using DPN-generated alignment mark-
ers, termed “overwriting” (Fig. 3). Again, LFM images con-
firmed that ODT had lower lateral friction than MHA. The
authors also demonstrated a minimum linewidth of 15 nm
and a serial registration threshold of 5 nm.

By combining DPN with another AFM lithography tech-
nique, nanografting, Amro et al. showed that it was possible
to selectively pattern one kind of alkanethiol within a matrix
of a different alkanethiol. They described this system as a
“nanopen reader and writer” (NPRW) (Fig. 4a) [58]. By
scanning over a decanethiol coated Au surface at high shear
forces with an AFM tip coated with a different alkanethiol,
the authors were able to selectively remove the decanethiol
matrix molecules while simultaneously replacing them with

Figure 3. Multiple ink nanostructures generated by DPN. The white
lines are MHA patterns, and the darker surrounding background is
ODT. Reprinted with permission from [31], S. H. Hong et al., Science
286, 523 (1999). © 1999, American Association for the Advancement
of Science.

the tip-applied alkanethiol. Replacement of the decanethiol
matrix molecules was confirmed by topographic AFM and
LFM (Fig. 4b).

Ivanisevic and Mirkin moved away from the alkanethiol/Au
system, showing that hexamethyldisilazine (HMDS) could be
patterned on silicon oxide and oxidized GaAs surfaces [37].
Like the alkanethiol/Au system, HMDS is sufficiently mobile
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Figure 4. (a) Schematic of NPRW. (A) An alkanethiol coated AFM tip
is scanned over an alkanethiol resist; (B) high shear forces remove the
resist and replace it with the tip applied molecules; (C) the AFM tip is
used to image the resulting patterns at lower force. (b) Nanopatterns
fabricated within a decanethiol matrix using NPRW. (A) Topographic
image of a square of a octadecanethiol; (B) high-resolution image of
the octadecanethiol area in (A); (C) topographic image of a square
of CF3(CH2�11(CH2�2SH; (D) high-resolution image of the fluorinated
thiol area in (C); (E) line of CF3(CH2�11(CH2�2SH; (F) cross-section
image of (E). Reprinted with permission from [58], N. A. Amro et al.,
Langmuir 16, 3006 (2000). © 2000, American Chemical Society.



432 Dip-Pen Nanolithography

from the AFM tip and can specifically covalently bond to
oxidized silicon or GaAs, making it a suitable system for
DPN patterning of these surfaces (Fig. 5). The authors also
studied the ink transport kinetics of this system. Previous
mechanistic studies using alkanethiol inks had shown a
square root (t1/2) relationship for dot size as a function of
writing time, which was modeled as diffusive movement of
the ink away from the tip (Fig. 6) [48]. (See Section 3 for
further discussions on ink diffusion in DPN.) Similar t1/2

kinetics and similar deposition morphology were observed
for HMDS as for alkanethiols, though the diffusion constant
was lower for HMDS patterning than for ODT.

2.2. Other Organic Molecules and Polymers

DPN patterning and simultaneous fluorescence imaging of
dye molecules and luminescent polymers was reported by
Noy et al. [45]. The authors patterned rhodamine 6G dye
and though they could not observe the patterns using AFM,
they were able to observe the photoluminescence of the
dye molecules (Fig. 7). Significantly, patterned rhodamine
molecules exhibited some signature characteristics of single
molecule behavior, demonstrating that DPN can be used
to pattern single molecules. The immobilization of the dye
molecules was attributed to a stabilizing electrostatic interac-
tion between the cationic rhodamine dye and the negatively
charged glass surface. The authors also patterned fluores-
cently labeled human chorionic gonadotropin, a protein, and
poly[2-methoxy-5-2′-(ethylhexyl)oxy-1,4-phenylenevinylene],
(MEH-PPV) a well-known conducting polymer, and were
able to observe their photoluminescence.

In addition to patterning rhodamine 6G dye, Su et al. also
used DPN to deposit nanostructures of the fluorescent dyes
coumarin 6, acid red 8 (AR8), and fluorescein [38]. The dyes
were also imaged by fluorescence microscopy (Fig. 8). The
authors reported the use of aminopropyltrimethoxysilane
(APTES) coated Si/SiOx, a cationic surface, for the pattern-
ing of the anionic AR8 and fluorescein dyes. Surprisingly,
they were able to observe patterning on bare, presumably

Figure 5. DPN of HMDS on (A) silicon oxide and (B) GaAs surfaces.
(C) Plot of dot diameter as a function of the square root of deposition
time for Au/ODT, SiOx/HMDS, and GaAs/HMDS surface/ink systems.
Reprinted with permission from [37], A. Ivanisevic and C. A. Mirkin,
J. Am. Chem. Soc. 123, 7887 (2001). © 2001, American Chemical
Society.
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Figure 6. Plot of the square root, or “t1/2 dependence,” of dot radius
on contact time. Reprinted with permission from [48], J. Jang et al.,
J. Chem. Phys. 115, 2721 (2001). © 2001, American Institute of Physics.

anionic Si/SiOx as well, suggesting the importance of non-
electrostatic interactions. The kinetics of the dye molecule
inks were shown to be similar to those of covalently binding
monolayers.

McKendry et al. used dendrimers, a hyperbranched poly-
meric structure, as a novel DPN ink [42]. They found that
the deposition rate depends on both the molecular mass
and the chemical composition of the dendrimer molecule
(Fig. 9). It was demonstrated that for dendrimer inks, the
diameter of the deposit plateaus at long tip contact times.
The authors suggested that this was due to deposition of
additional molecules on top of existing dendrimer molecules
rather than on the periphery of the nanostructure.

Two electrically conductive polymers, self-doped sul-
fonated polyaniline (SPAN) and doped polypyrrole (PPy),
were patterned using electrostatic attractions as the driving
force for nanostructure formation (Fig. 10) [43]. In their
doped state, both SPAN and PPy are anionic and cationic,

Figure 7. Scanning confocal microscopy images of (A) rhodamine
6G dye and (B) tetramethylrhodamine-labeled human chorionic
gonadotropin protein. Reprinted with permission from [45], A. Noy
et al., Nano Lett. 2, 109 (2002). © 2002, American Chemical Society.
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Figure 8. Topographic images of (A) rhodamine 6G lines and (B) dots;
(C) fluorescence microscopy image of rhodamine 6G patterns.
Reprinted with permission from [38], M. Su and V. P. Dravid, Appl.
Phys. Lett. 80, 4432 (2002). © 2002, American Institute of Physics.

respectively. The authors exploited the charged nature of
the polymers by immobilizing them on oppositely charged
surfaces. No SPAN deposition was observed on negatively
charged surfaces, and no PPy deposition was observed on
positively charged surfaces. The deposited polymer nanofea-
tures showed characteristic electrochemical behavior of bulk
SPAN and PPy, respectively.

Matsubara et al. used a well-known chemical addition/
cyclization reaction, the Diels–Alder reaction, to react a
tip-applied diene molecule with a vinyl-terminated siloxane
monolayer [44]. The tip applied compound, 2-(13-hydroxy-
2-oxatridecanyl)furan, added to the vinyl terminus of the
monolayer, producing patterns that were topographically
higher than the surrounding surface. This was the first use of
carbon–carbon covalent bond formation as the driving force
for DPN-induced nanostructure formation.
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G4OH PAMAM = generation 4, hydroxyl terminated polyamidoamine
dendrimer; G5 DAB = generation 5 polypropylene imine dendrimer;
PEI = polyethylene imine polymer. Reprinted with permission from
[42], R. McKendry et al., Nano Lett. 2, 713 (2002). © 2002, American
Chemical Society.
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Figure 10. Lateral force microscopy images of (A) SPAN and (B) PPy
patterns. Topographic images of (C) SPAN array with cross-section and
(D) PPy lines with cross-section. Reprinted with permission from [43],
J. H. Lim and C. A. Mirkin, Adv. Mater. 14, 1474 (2002). © 2002,
Wiley–VCH.

2.3. Inorganic Compounds

Maynor et al. used reductive adsorption of HAuCl4 on
H-terminated Si surfaces as a novel driving force for DPN
patterning of metallic Au nanostructures (Fig. 11) [32]. The
precursor ink, HAuCl4 undergoes an oxidation/reduction
reaction with the Si surface; after the Au (III) ink diffuses
away from the tip, it is reduced to Au (0) by the silicon sur-
face, which is simultaneously oxidized from Si (0) to Si (IV).
Immobilization of the nanostructures occurs because the
Au (III) complex is mobile enough to be transported away
from the AFM tip but the Au (0) is bound on the surface
due to the formation of Au aggregates. Porter et al. used a
similar reductive driving force to effect DPN patterning of
Au nanostructures on Ge (100) surfaces [34].

A different class on inorganic nanostructures, metal
oxides, was patterned using a polymer-stabilized sol–gel ink
[33]. Su et al. used a ethanolic solution of block copolymers
and SiCl4, AlCl3, or SnCl4 as the ink, followed by thermal

Figure 11. Topographic image of Au nanostructures forming the letters
“DU.” Reprinted with permission from [32], B. W. Maynor, Langmuir
17, 2575 (2001). © 2001, American Chemical Society.
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heating to produce silica, alumina, or tin oxide nanostruc-
tures. The authors suggested that the driving force for
nanostructure formation was the partial hydrolysis and poly-
merization of the metal chlorides in the water menis-
cus between the AFM tip and the surface. After thermal
heating, energy dispersive X-ray analysis of the nanofeatures
showed characteristic features of the metal oxides.

2.4. Biological Molecules

The first demonstration of the direct patterning of bio-
logical molecules by DPN was the patterning of collagen
[35]. Collagen proteins and collagen analogues were mod-
ified with thiol-containing moieties and patterned on Au
surfaces. The thiol groups were necessary to ensure sur-
face immobilization. Significantly, the patterned colla-
gen molecules maintained much of their native structure
and even appeared to show supramolecular organization
(Fig. 12). Linewidths as small as 30 nm were reported. The
biological activity of the molecules was confirmed by tag-
ging the collagen patterns with fluorescent, collagen-specific
antibodies.

Demers et al. used DNA oligonucleotides as the ink for
DPN patterning [36]. Using thiol- or acrylamide-modified
oligonucleotides as ink, the authors were able to pattern mul-
ticomponent DNA arrays on Au and monolayer-modified
SiO2 surfaces, respectively. Selective binding to the DNA

Figure 12. Topographic and surface images of collagen molecules. Note
the supramolecular structure in the patterns: the individual line ele-
ments have a periodicity of 65 nm and an orientation of 35� with respect
to the short axis of the line patterns. Reprinted with permission from
[35], D. L. Wilson et al., Proc. Nat. Acad. Sci. 98, 13660 (2001). © 2001,
National Academy of Sciences.

strands by Watson–Crick base pairing was demonstrated
through hybridization to labeled, complementary DNA
oligonucleotides. Fifty nm, biologically active DNA spots
could be patterned, which is several orders of magnitude
smaller than the feature size of current commercially avail-
able DNA microarrays.

2.5. Electrochemical Dip-Pen
Nanolithography

Unlike the previous examples of DPN patterning, where a
specific ink–surface interaction is the driving force toward
nanostructure formation, electrochemical dip-pen nano-
lithography (E-DPN) uses an external voltage to cause the
chemical change of mobile, tip-applied precursor molecules
to immobile surface-bound nanostructures (Fig. 13) [46, 47].
This process is analogous to electroplating of metals or elec-
tropolymerization of conducting polymers. The lithographic
process is very similar to conventional DPN writing, except
that while the tip is translated across the surface, a bias
voltage is applied between the tip and surface. This bias volt-
age causes the oxidation or reduction of mobile precursor
molecules to immobile aggregates such as metal deposits or
polymers. E-DPN has been used to fabricate Pt, Pd, Au, Ag,
Cu, and Ge nanostructures by the externally driven reduc-
tion of precursor salts (Fig. 14) [46] and to fabricate con-
ducting polymer nanowires by the oxidative polymerization
of ethylenedioxythiophene on semiconducting and insulating
surfaces (Fig. 15) [47].

The nature of the driving force for deposition determines
the polarity of the external bias voltage. For example, for
elemental nanostructure fabrication from higher oxidation
state precursors, it is necessary to reduce the mobile metal
salt precursor inks to their metallic, insoluble analogs. There-
fore, a reductive (positive) bias must be applied between
the AFM tip and the surface to ensure that the depo-
sition occurs on the cathodic surface rather than on the
anodic tip [46]. Likewise, for the oxidative polymerization of
poly(ethylenedioxythiophene) (PEDOT), which is known to
involve oxidized radical cations, it is necessary to apply an
oxidative (negative) bias voltage [47]. The magnitude of the
bias voltage can vary depending on the specific geometry and
resistivity of the tip and the surface.

As is the case for other DPN systems, the feature size
can be controlled using the writing speed because writing
at slower speeds allows more time for the transport of ink,

mobile precursor 

molecules

immobile 

nanostructure

Figure 13. Schematic of E-DPN. Mobile precursor molecules (red) are
transported from the tip to the surface (green), where they are reduced
or oxidized to produce immobile nanostructures (yellow).
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Figure 14. Elemental nanostructures produced by E-DPN. (a) Ag line,
(b) Ge line, (c) Pd line, (d) Cu square. Reprinted with permission from
[46], Y. Li et al., J. Am. Chem. Soc. 123, 2105 (2001). © 2001, American
Chemical Society.

resulting in larger features (Fig. 15). For most other DPN
processes, the growth of nanostructures is mostly in-plane
with the surface, but for E-DPN deposition, significant
growth in the vertical dimension is also observed. The feature
size is also somewhat affected by the humidity and the
applied voltage.
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Figure 15. PEDOT lines drawn using E-DPN at different writing
speeds. The leftmost line was drawn at 1 nm/sec and the rightmost line
was drawn at 10 nm/sec. Inset: cross-section image of the two lines.
Reprinted with permission from [47], B. W. Maynor et al., J. Am. Chem.
Soc. 124, 522 (2002). © 2002, American Chemical Society.

3. MECHANISTIC INVESTIGATIONS
OF DPN

3.1. Ink Diffusion Dynamics

Though DPN can easily pattern almost any 2D structure,
the structure that lends itself most readily to theoretical
interpretation is the dot. A dot is fabricated by simply plac-
ing an ink-coated AFM tip in contact with an appropri-
ate surface for a desired length of time (the “dwell time”).
While the tip is in contact with the surface the ink is trans-
ported away from the tip, resulting in nanostructure growth.

Early in the development of DPN, it was noticed that
there was a linear relationship between dot area and dwell
time (Fig. 6) [37, 48]. This relationship can be expressed
mathematically by

Area = a+ b ∗ t
where t is the dwell time and a and b are constants. This
expression directly leads to the previously cited “t1/2 rela-
tionship” between the dot diameter and the dwell time. The
t1/2 relationship has been used to describe the deposition of
many materials, including organic molecules [37, 38], DNA
[36], and doped conducting polymers [43], suggesting under-
lying similarities in the transport of these diverse materials.

Jang et al. described the transport of ink molecules to the
surface using an analytical diffusion model and a numerical
“random walk” simulation of the diffusional growth of dots
and lines [48]. The models assumed specific binding of the
ink to the surface and a constant flux of ink molecules. Both
the analytical model and the simulation demonstrated that,
if the deposition of molecules was slow compared to their
diffusion, the t1/2 dependence between dot radius and dwell
time was reproduced.

A different diffusion model was suggested that assumed
that the tip acted as a constant concentration ink “reser-
voir” rather than a constant flux source for ink molecules
[49]. This observation was motivated by the seemingly infi-
nite reservoir of ink molecules on an ODT coated AFM
tip. Using this model, the authors reported a better corre-
spondence to experimental data than by using only a t1/2

dependence.
As an alternative to these strictly diffusion-based models,

Weeks et al. have developed an ink transport theory that
suggests two distinct deposition regimes: (1) a kinetic
regime, where deposition is dominated by the kinetics of ink
desorption from and reattachment to the AFM tip (“dis-
solution kinetics”) and (2) a molecular diffusion-controlled
regime [50]. At short dwell times, feature size is domi-
nated by ink dissolution kinetics, whereas at longer dwell
times, ink dissolution reaches equilibrium and the ink trans-
port becomes dominated by diffusion growth. This model
was used to explain the observation of different linear
growth coefficients for short and long dwell times. Temper-
ature dependent experimental studies also support the idea
that ink dissolution is an important factor in DPN pattern
formation [41].

In addition to the analysis of dot patterns, several experi-
mental and theoretical studies of line growth have appeared
in the literature. Rozhok et al. have demonstrated that the
ink deposition rate for line growth is greater than the ink
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deposition rate for dot growth for MHA and ODT inks [41].
The authors attribute this observation to the important role
that the ink concentration gradient between the tip and the
surface plays in regulating the deposition rate. During line
deposition, the ink-coated tip is continually encountering a
fresh Au surface with which to bind, so therefore there is a
large ink concentration gradient between the tip and surface
and fast ink deposition. For dot growth, there is a lower con-
centration gradient between the tip and the surface because
the ink must first diffuse over a passivated alkanethiol layer
before it encounters bare Au. This smaller gradient leads to
slower diffusion.

Several groups have also noticed a nonlinearity between
linewidth and inverse writing speed. Schwartz modeled this
behavior with a diffusion-based ink transport model that
assumes an ink concentration gradient between a point
above the apex of the AFM tip and the outer edge of the
deposited line [51]. At small inverse writing speeds (high
tip translation speed), the model predicts a linear depen-
dence between width and inverse writing speed, but at
higher inverse speeds (slow tip translation speed), the model
behaves differently, predicting a square root dependence.
Weeks et al. applied their dissolution/diffusion model to
linewidth data and explained the observed nonlinearity in
the width/inverse writing speed relationship as consisting of
two linear regimes with different slopes [50]. More anal-
ysis is needed to determine which model most accurately
describes DPN line writing.

The variety of ink transport models presented in a rela-
tively short period of time (2001–2002) is indicative of the
lack of complete understanding of the ink transport process
and the lack of rigorous experimental control in DPN pat-
terning. More reproducible experimental procedures and a
better understanding of fundamental processes such as ink
dissolution, diffusion, and binding is necessary before a truly
complete understanding of ink dynamics can be obtained.

3.2. Temperature Dependence of DPN

All of the relevant physical processes in DPN, such as ink
dissolution, diffusion, and surface binding, have tempera-
ture dependencies. Therefore, it is important to qualitatively
and quantitatively understand these temperature relation-
ships. Using the HMDS/SiOx ink/surface system, Ivanisevic
and Mirkin demonstrated that the patterning rate increases
significantly at elevated temperatures (Fig. 5) [37]. Schwartz
found an Arrhenius temperature dependence with an acti-
vation energy of 0.74 eV for ODT [51]. Rozhok et al.
have recently conducted detailed temperature-dependent
experiments and found that the temperature dependence
of ink transport for ODT and MHA is well described by
the thermoactivated dissolution of ink from the AFM tip
[41], in accordance with the transport model presented by
Weeks et al. [50]. The authors also found that the tem-
perature dependence for ODT and MHA patterning is rel-
atively independent of dwell time and but does increase
with increasing humidity. Additional temperature studies on
other relevant parameters, such as meniscus formation and
surface diffusion, will help clarify the DPN writing process.

3.3. Role of the Water Meniscus
in DPN Patterning

Another important question is to what degree the con-
densed water meniscus between the AFM tip and the sur-
face influences the rate and morphology of DPN deposition.
The reason for the humidity dependence of DPN is for-
mulated as follows: it is well known that the size of the
water meniscus varies significantly with the relative humid-
ity; since the meniscus facilitates (or inhibits) the transport
of the ink to the surface, the larger the meniscus, the greater
(smaller) the deposition area, resulting in larger (smaller)
written nanofeatures. It has been demonstrated that the fea-
ture size/humidity relationship is strongly dependent on the
chemical nature of the ink; for example, increased humidity
will increase the feature size of certain inks such as MHA
[41, 50, 51] and DNA [36] but can decrease the feature
size of other inks, such as ODT [41, 49, 51]. The ubiqui-
tous role of water in DPN patterning is underscored by its
effect on patterning at 0% humidity [41, 49, 51]; unless water
has been rigorously removed from a surface, adventitious
surface-bound water can still mediate ink transport [41].

Jang et al. performed grand canonical Monte Carlo sim-
ulations to describe meniscus condensation in DPN [52].
The authors found that the dynamics of meniscus for-
mation depend on the relative humidity, temperature,
AFM tip–substrate distance, tip diameter, and the chemi-
cal natures of the tip and surface. They also investigated
the thermodynamic stability of the meniscus. They demon-
strated that the meniscus increases in size with relative
humidity and decreases with decreasing tip diameter.

Because of the importance of chemical composition, each
DPN ink will probably have a unique humidity depen-
dence. Experiments to establish similarities and differences
between the transport of different chemical inks would sig-
nificantly aid the understanding of DPN. Another important
area to be explored is the role of surface chemistry, which
is well known to influence capillary phenomena. As with the
diffusion experiments, more reproducible experimental con-
ditions and further theoretical and experimental studies on
ink–meniscus interactions may aid the understanding of the
exact role of condensed water in DPN transport

3.4. AFM Tip–Ink Interactions

To date, no detailed studies have been performed to study
AFM tip–ink interactions, but some information has been
reported about the effect of AFM tip chemistry on DPN writ-
ing. Demers et al. reported that that chemical functionaliza-
tion of the AFM tip with APTES, a cationic self-assembled
monolayer, enhanced the quality and reproducibility of DNA
writing [36]. The authors reported that the APTES enhanced
the wettability of the tip by DNA, enabling significant pat-
terning before the tips had to be reinked. Schwartz reported
that the method of coating the tip had a dramatic impact on
the DPN writing; if a tip was coated using vapor-phase MHA,
it did not write, but tips coated using MHA/acetonitrile solu-
tions wrote immediately [51]. The author hypothesized that
the coadsorbed acetonitrile or other additives may play a
role in the patterning process. Matsubara et al. reported that
alkoxy functionalization of the furan ink was necessary to
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achieve adhesion to the AFM tip for a DPN-induced Diels–
Alder reaction [44], but no further discussion of the effects
of chemical functionalization of the ink was reported. In sim-
ulations, Jang et al. demonstrated that the wettability of the
AFM tip affects the size of the condensed water meniscus
[52]. These studies suggest that AFM tip–ink interactions
can play an important role in the patterning process. Further
studies investigating different AFM tip chemistries and ink
aggregation on the tip will increase the understanding of the
ink dissolution process.

4. DPN AS A TOOL FOR TEMPLATING
AND MECHANISTIC STUDIES

DPN has been shown to be capable of patterning many
types of materials on a variety of surfaces. Though many
unique demonstrations of DPN have appeared in the lit-
erature, in the future it will primarily be a patterning tool
rather than an independent research topic. Other innova-
tive lithographic techniques have already proven their use-
fulness for investigations in other areas; for instance, soft
lithography has emerged as an important tool for biopat-
terning [57] and electron-beam lithography is routinely used
for electronic investigations of nanostructures [14]. DPN is
beginning to make a similar transition to become a multidis-
ciplinary research tool. Here we describe some recent efforts
where DPN is used for mechanistic studies and templating
of surfaces.

4.1. Surface Self-Assembly Studies

Soon after the first demonstration of DPN, Hong et al.
used DPN to study the AFM tip-directed local formation
of self-assembled monolayer (SAM) films [59]. An ODT-
or MHA-coated tip was raster scanned over an Au sur-
face and simultaneous lateral force microscopy images were
obtained. ODT monolayers were shown to nucleate as small
islands and grow with each consecutive scan until a con-
tinuous monolayer was observed in the entire scan area.
MHA monolayer films, however, did not appear to have dis-
tinct nucleation sites; uniform growth was observed over the
entire scan area.

Because the AFM tip can be used as a patterning and
an imaging tool, DPN can be used to study nanoscale sur-
face deposition and assembly. An interesting example of the
unique facility of DPN for these types of investigations was
demonstrated by Hong et al. [60]. A “molecular corral” was
fabricated using ODT and MHA patterns. A MHA dot of
sufficient size was deposited in the center of the corral so
that the MHA molecules could approach with the walls. If
the wall was made of ODT, deposition of the MHA was
confined to within the walls of the corral. If the walls were
made of MHA, however, the ink could diffuse through the
walls to the bare gold surface outside (Fig. 16). The ability
of DPN to pattern nanometer size features with high regis-
tration makes it ideal for these types of studies where high
precision and flexibility are required.

Another surface assembly study was presented by
Ivanisevic et al. Combinatorial templates generated by DPN
were used to study the stability of diverse alkanethiol

Figure 16. (A) A “molecular corral” fabricated from ODT lines (dark)
and MHA lines (light). Note that the MHA in the interior of the corral
will not diffuse through the ODT walls (B) but will diffuse through
MHA walls. (C) Reprinted with permission from [60], S. H. Hong and
C. A. Mirkin, Science 288, 1808 (2000). © 2000, American Association
for the Advancement of Science.

molecules on Au substrates [39]. The authors explored the
exchange kinetics of MHA and ferrocene-terminated mono-
layers with ODT molecules coated on the AFM tip. They
found that the MHA patterns were significantly more sta-
ble than patterns of the ferrocene-terminated compounds
because of the greater packing stability of MHA. The authors
also demonstrated that SAMs formed on single-crystal gold
were more stable than those formed on amorphous Au
substrates.

4.2. DPN Generated Templates

One important application of lithography is pattern transfer
to underlying surfaces. Photolithography, e-beam lithogra-
phy, and soft lithography have been used to create relief
structures using a variety of resists. Weinberger et al. used
DPN patterning of alkanethiol resists and chemical etching
to transfer the DPN-generated patterns to underlying Au
and Si surfaces (Fig. 17) [61, 62]. Similarly generated struc-
tures have been used for the combinatorial templating of
thiolated DNA [63] and for the fabrication of Au electrodes
with sub-100 nm interelectrode spacing [64].

The most widely used ink for templating of surfaces is
MHA. The –COOH terminal group of MHA is easily liked
with other moieties using carbodiimide or other chemistries,
making it ideal for templating of materials through chem-
ical functionalization. MHA can also be used as an
electrostatic template because it is negatively charged in
aqueous solutions. DPN generated MHA dots have been
used as a template for the electrostatic assembly of amidine-
modified polystyrene particles [65] and magnetic nanopar-
ticles [66] and for the covalent attachment of DNA [67]
and biotin/streptavidin [68]. Significantly, MHA-templated
biomolecules maintain their biological activity.

Ivanisevic et al. demonstrated redox-controlled nanopar-
ticle assembly on DPN-fabricated nanofeatures [69]. The
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Figure 17. Topographic images of islands of Au/Ti/Si generated by pat-
tern transfer of DPN-generated alkanethiol etch resists. (a) Four islands
of (A) 65 nm, (B) 110 nm, (C) 75 nm, (D) 105 nm top diameter;
(b) single island; (c) cross-section image of (b). Reprinted with permis-
sion from [61], D. A. Weinberger et al., Adv. Mater. 12, 1600 (2000).
© 2000, Wiley–VCH.

authors wrote patterns of two redox-active ferrocene-
terminated alkanethiol inks with different reduction poten-
tials. Upon application of an appropriate voltage pulse, the
ferrocene moiety became charged and was used to guide
electrostatic assembly of oppositely charged nanoparticles.
Orthogonal assembly of nanoparticles was demonstrated
when the voltage pulses were cycled between the two redox
potentials.

A DPN generated template was used to study the surface-
mediated biological recognition of protein/cell systems [40].
MHA dots were patterned on a triethylene glycol termi-
nated monolayer background. Significant protein adsorption
was observed on the MHA areas, but no protein adsorption
was seen on the ethylene glycol-modified background. The
proteins maintained biological activity after adsorption to
the MHA surface. Significantly, using DPN templating, cel-
lular adsorption on submicrometer protein structures could
be studied for the first time (Fig. 18).

Templates generated using E-DPN have been used for
selective growth of other materials. Li et al. used a Pt line
for the site-specific, selective chemical vapor depostion of
carbon [46]. Maynor et al. showed that a poly(ethylenedioxy-
thiophene) feature fabricated by E-DPN could be used as a
template for the selective nucleation of gold nanoparticles
(Fig. 19) [47].

5. PARALLEL PATTERNING
WITH MULTIPLE DPN TIPS

DPN is a serial process; for many applications, this is not
a drawback, but for applications where large-area (mm and
larger) patterning is desired, the utility of single-tip DPN
may be limited. However, it has been demonstrated that
DPN with multiple AFM “pens” is possible. Multipen pat-
terning will greatly expand the scientific and commercial
utility of DPN.

Figure 18. Cellular spreading experiment on DPN-generated struc-
tures. (A) Schematic of cellular spreading procedure. (B) Repre-
sentative image of protein arrays on DPN-templated structures for
cellular adsorption. (C) Large optical micrograph of cellular adhe-
sion. (D) Zoom in of cellular adhesion on DPN-generated template.
Reprinted with permission from [40], K. B. Lee et al., Science 295, 1702
(2002). © 2002, American Association for the Advancement of Science.

Hong and Mirkin were able to use up to eight co-mounted
AFM cantilevers for multitip, multi-ink DPN [60]. Signifi-
cantly, only one AFM feedback-driven AFM tip was required
even though writing was performed with multiple tips. The
authors suggested that the reason for this observation is that
capillary forces due to the condensed meniscus regulate the
height of the other tips and facilitate ink transport. There-
fore, if one tip is feedback controlled, the other tips move in
concert with the controlling tip, enabling patterning with all

Figure 19. Topographic image of PEDOT template for preferential Au
nanoparticle nucleation. The PEDOT line was generated by E-DPN
and the gold nanoparticles were prepared by solution-phase reduction
of HAuCl4 in the presence of the template. Reprinted with permission
from [47], B. W. Maynor et al., J. Am. Chem. Soc. 124, 522 (2002).
© 2002, American Chemical Society.
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Figure 20. Lateral force microscopy images of eight identical ODT pat-
terns generated by an eight-tip multipen DPN apparatus. Only one tip
was under active AFM feedback control, while the other seven tips
were passively following. Reprinted with permission from [60], S. H.
Hong and C. A. Mirkin, Science 288, 1808 (2000). © 2000, American
Association for the Advancement of Science.

tips. Multiple-ink nanostructures were fabricated using two
tips and up to eight tips could be used for simultaneous pat-
terning (Fig. 20).

Recently, progress has been made toward microfabrication
of multiple AFM cantilevers for DPN-specific applications
[70]. Using standard microfabrication techniques, 8 and 32
tip AFM cantilever arrays have been fabricated with can-
tilever spring constants and tip radii that are suitable for
multipen DPN (Fig. 21). These tips have been shown to be
capable of parallel DPN writing.

The flexibility of DPN would be a great advantage for
patterning of many devices, such as displays, microarrays,
and circuits. Though single-tip DPN may not be practi-
cal for these types of applications, multipen DPN could
be a viable fabrication strategy. When practical, scalable
multipen, multi-ink DPN is realized, DPN will be posed to
become a flexible nano- and microfabrication tool for large
scale laboratory and commercial applications [62].

Figure 21. Thirty-two pen array fabricated for multipen DPN.
Reprinted with permission from [70], M. Zhang et al., Nanotechnology
13, 212 (2002). © 2002, Institute of Physics.

6. SUMMARY
Dip-pen nanolithography is a flexible nanofabrication tech-
nique that has been used to pattern many types of mate-
rials on surfaces. DPN is an experimentally simple yet
extraordinarily powerful technique for material patterning
at a variety of length scales. Patterning of SAMs, poly-
mers, organic molecules, inorganic substances, and biolog-
ical molecules on metallic, semiconducting, and insulating
surfaces has been reported. More examples are currently
appearing in the literature, and as new applications for
nanostructures and new DPN nanofabrication strategies are
envisioned, more material/surface systems will be used for
DPN patterning.

Though DPN has been demonstrated to be a very gen-
eral process that works for many types of materials, the
specifics of the material transport mechanism are still under
debate. Further mechanistic studies need to be performed
before a complete understanding of the DPN process is
obtained. The mechanism of ink dissolution from the tip,
ink transport, and specific ink–tip, ink–surface, and capillary
interactions are important issues that need to be carefully
considered. Furthermore, each ink and surface will provide
unique challenges that need to be understood. These mech-
anistic investigations into the material transport process
will further extend the flexibility and applicability of DPN
patterning.

Though much of the recent work has focused on extend-
ing DPN to new systems, it is beginning to evolve into a mul-
tidisciplinary patterning and templating tool. Because DPN
requires minimal equipment (only a commercial AFM), the
number of research groups using DPN-patterned substrates
for a variety of applications can be expected to increase
rapidly. Furthermore, DPN is a direct-write technique that
can simultaneously pattern at a variety of length scales sim-
ply by changing the writing speed, which makes it ideal for
the generation of templates and other experimental plat-
forms. To date, DPN generated structures have been used
to characterize phenomena ranging from surface assembly
to biological interactions, but these examples just scratch
the surface of all the possible applications for which DPN
templates could be used. Furthermore, DPN is unique in
that it can be used to precisely deliver reagents to sur-
faces and also to characterize them by AFM imaging. This
feature will enable DPN to be used to study nanoscale
chemical phenomena by delivering reactants to a specific
location and imaging the resulting products. Though single-
tip fabrication itself is exciting, multitip DPN will facilitate
large-scale patterning, thereby extending the utility of this
technique beyond the laboratory and into the commercial
realm.

DPN is a very exciting research area with potential appli-
cations in fields ranging from applied physics to biology.
Because it is a simple technique requiring only a commer-
cial AFM, it should be accessible to many research groups
in many fields. In the 3+ years since DPN was first demon-
strated, over 35 publications by several independent research
groups, including 22 in 2002 alone, have reported patterning,
templating, or mechanistic studies. This is indicative of the
excitement currently surrounding DPN. In the coming years
as it makes the transition from an interesting research topic
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to a bona fide technology, DPN should become a versatile
and valuable nanopatterning tool.

GLOSSARY
AFM feedback The optoelectronic and mechanical sys-
tem that maintains the AFM tip at a constant height
above the surface, allowing accurate tracking of the surface
topography.
Arrhenius temperature dependence An exponential rela-
tionship between temperature and reaction rate.
Atomic force microscope (AFM) A specific type of SPM
where contact forces between the tip and the surface are
used to image the surface topography.
Capillary forces The interactions between objects caused
by the liquid film between them.
Conducting polymers Conjugated macromolecules that,
when oxidized or reduced, behave as electrical conductors.
Deoxyribonucleic acid (DNA) A macromolecule consisting
of one or two strands of linked deoxyribonucleotides.
Dip-pen nanolithography (DPN) A scanning probe litho-
graphy technique based on the localized transfer of materials
from the AFM tip to the surface.
DNA hybridization Formation of a duplex structure by two
complementary single strands of DNA.
Electron-beam lithography A lithography technique where
an electron beam is used to define structures on surfaces.
Fluorescence The emission of light by a substance imme-
diately after the absorption of energy from light of usually
shorter wavelength.
Lateral force microscopy (LFM) A type of AFM where
the frictional properties of the surface are measured.
Lithography Rational fabrication of structures on surfaces.
Microcontact printing A lithography technique where
master patterns are coated with a desired material, then
pressed against another surface, resulting in transfer of the
material from the master to the surface according to the
master pattern.
Photolithography The technique of using optical patterns
to create structures on surfaces, akin to photography.
Scanning probe microscope (SPM) An instrument that
can image surface topography and/or other properties by
scanning a proximal probe over the surface. Typical imaging
sizes range from 10 × 10 nm to 100 × 100 micrometers.
Self-assembled monolayers (SAM) Molecules that can
covalently attach to a specific surface and produce ordered,
single-layer thin films, especially alkanethinol thin films on
noble metal surfaces.
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1. INTRODUCTION

1.1. Protein Folding Problem

Proteins are linear macromolecules with a non-repeated
specific covalent structure that is determined by the struc-
tures of the 20 different L-amino acids and by the order
in which they are linked together into a polypeptide chain.
The amino acid sequence of hen lysozyme, which is called
the primary structure, is schematically shown in Figure 1.
The conformation of a protein is specified by the torsion
angles � and � of each residue (Fig. 2) [1–3]. To be biologi-
cally active, a protein must adopt a specifically folded three-
dimensional structure, as shown in Figure 3 for lysozyme.
Almost all proteins can spontaneously refold in vitro after
being completely unfolded, so the three-dimensional struc-
ture (tertiary structure) must be determined by the primary
structure. The precision and reproducibility of this folding
are so high that polypeptide chains with the same amino

acid sequence arrive at conformations sufficiently homo-
geneous to form macroscopic crystals. The protein folding
problem refers to how a protein adopts a specific active con-
formation. This is a special problem because of the great
many numbers of conformations possible. With an average
of 8 equally probable conformations per amino acid residue
[4] and 100 residues in the polypeptide chain, the total
number of possible conformations of the polypeptide chain
will be 8100 ≈ 1090. How does a protein among such great
number of conformations select a specific native conforma-
tion? The ultimate determinant of the native conformation
is the amino acid sequence. What are the rules governing
the relationship between amino acid sequence and three-
dimensional structure? It had been primarily of academic
interest, but has recently emerged as a pressing practical
problem. The lack of understanding of how the folding of
the amino acid sequences is controlled makes it difficult to
interpret rapidly accumulating genetic data. This situation
is highlighted by the coming of the human genome project,
which will yield the sequences of thousands of genes whose
protein products are of unknown function.

In this chapter, general aspects of protein folding such as
the physical basis of the structure, stability of folded pro-
teins, kinetic process or pathway of protein folding, and
characteristics of the transition state for folding will be first
described in Section 2.

1.2. Protein Folding Coupled
with the Formation of Disulfide Bonds

Historically, the so-called “thermodynamic hypothesis,”
which states that the three-dimensional structure of a native
protein is the one in which the Gibbs free energy of the
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Figure 1. Schematic representation of the amino acid sequence of hen
lysozyme. Each small circle denotes an amino acid residue, and is
labeled with a one-letter symbol that stands for amino acid species. Hen
lysozyme consists of 129 amino acid residues. Residues in proteins are
linked successively through peptide bonds (see Fig. 2) to form a linear
polypeptide chain. The residue number in lysozyme is also labeled in
every five residues mostly. An amino group (–NH2), a carboxyl group
(–COOH), and a hydrogen atom that are bonded to a central car-
bon atom (termed an �-carbon; C�) are three common constituents of
�-amino acids. The fourth group that is bonded to C� is called “side-
chain.” It differs among amino acid species and depicts their physic-
ochemical and biological properties. One-letter symbols, three-letter
abbreviations, and corresponding full names of 20 amino acids are: A,
Ala, alanine; C, Cys, cysteine; D, Asp, aspartic acid; E, Glu, glutamic
acid; F, Phe, phenylalanine; G, Gly, glycine; H, His, histidine; I, Ile,
isoleucine; K, Lys, lysine; L, Leu, leucine; M, Met, methionine; N, Asn,
asparagine; P, Pro, proline; Q, Gln, glutamine; R, Arg, arginine; S, Ser,
serine; T, Thr, threonine; V, Val, valine; W, Trp, tryptophan; Y, Tyr,
tyrosine. In one group of amino acids, the side chains are nonpolar
and aliphatic (G, A, V, L, I, P); in another group, they are polar and
charged, positively (K, R, H) or negatively (D, E); in a third group,
they are polar and uncharged (S, T, N, Q); in a fourth group, they are
aromatic (F, Y, W); in a fifth group, they contain a sulfur atom (C, M).
The diversity of physicochemical and biological properties of proteins
derives from the combinatorial diversity in the sequential arrangement
of the twenty amino acids of different physicochemical properties. Each
residue in a protein can be specified by using the abbreviation followed
by its residue position: Lys1, Val2, Phe3, or K1, V2, F3, and so on. The
linkage between adjacent amino acid residues is a peptide bond (–CO–
NH–), which is formed by a condensation reaction with the removal of
a water molecule from the �-carboxyl group of the preceding amino
acid and the �-amino group of the following amino acid. Biosynthe-
sis of proteins on the cellular machinery, ribosome, proceeds in this
direction, and the residues are correspondingly numbered. Therefore,
usually, the first residue has a free �-amino group whereas the last
residue has a free �-carboxyl group. In the native form of hen lysozyme,
disulfide bonds are formed between the side-chains of Cys6 and Cys127,
Cys30 and Cys115, Cys64 and Cys80, Cys76 and Cys94 (gray circles). In
a reduced (i.e., disulfide-cleaved) form of hen lysozyme, the two Cys
residues involved in the disulfide bond of the oxidized (i.e., disulfide-
bonded) form of lysozyme, are not necessarily in spatial proximity.

whole system is lowest, and the concept that all the infor-
mation required to determine the final native conformation
of a protein resides in the primary sequence of amino acids,
were established through the studies on the spontaneous
refolding of ribonuclease A upon removal of denaturant in
the presence of thiol reagents via rearrangement of “scram-
bled” disulfide bonds to a native linkage [5]. Here, a unique

Figure 2. Torsion angles � and � for an amino acid residue. Each
amino acid residue inside a protein has an imino group (–NH–) as
well as a carbonyl group (–CO–) attached to C�, a central, asymmetric
(except for glycine) carbon atom. The torsion (or dihedral) angle � of
the ith residue is the rotation angle defined by the atoms Ci−1, Ni, C�i ,
and Ci (here, the atoms belonging to the ith residue have a suffix i):
looking along the Ni–C�i bond with the atom Ni in front as in New-
man’s projection formula, the clockwise rotation of the C�i–Ci bond
in back with respect to the Ci−1– Ni bond in front is given a positive
value, and counterclockwise rotation a negative value. It equals to 0� for
cis form and 180� (or −180�) for trans form. Likewise, the torsion (or
dihedral) angle � of the ith residue is the rotation angle defined by the
atoms Ni , C�i , Ci, and Ni+1. The atoms involved in a peptide bond, N,
H, C, and O, lie in a plane due to its partial double-bond character, and
dihedral angle (denoted �� defined by C�i, Ci, Ni+1, and C�i+1 is close
to 180� (trans peptide) or, less frequently, to 0� (cis peptide). Thus, the
four atoms in the peptide bond and two neighboring C� atoms are in a
plane (trapezia with blue sides). As for the side chain of each residue,
N, C�, C�, and C� (C� atom is absent in the figure: the ith residue in
this case is alanine) define the side chain dihedral angle 	1; in larger
side chains, the next set of four atoms shifted further by one bond to
the distal end of the side chain define 	2, and so on.

property of cysteine, one of the twenty amino acids that
comprise proteins, was utilized.

Among the 20 amino acids, cysteine and methionine
contain sulfur atoms. Cysteine was first isolated from cys-
tolith. Cysteine is relatively rare, and its occurrence in
proteins is only a few percent. Nevertheless, considerable
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Figure 3. Ribbon diagram of the folded structure of native hen
lysozyme [PDB 6LYZ]. The tertiary fold of polypeptide main chain is
shown by using a ribbon, on which small balls represent the position
of C� of each amino acid residue. The residue number was labeled in
every ten residues in order to follow the fold. In addition, those for
the Cys residues participating in disulfide bonds were labeled in bold
and large. As for the secondary structures (see Fig. 4), four �-helical
segments, labeled A (residue numbers 4–15), B (24–36), C (88–99),
and D (108–115), are colored magenta, while three �-strands, labeled
�1 (41–46), �2 (50–55), and �3 (56–61), are blue. A loop region
(62–78) appears in this figure at top left behind. Side chains are not
shown except for the yellow sticks that represent (C��–C�–S–S–C�–
(C�� bonds in the four disulfide cross-links. The right and left halves in
the structure roughly correspond to the �- and �-domains, respectively,
and the C-helix behind is at the interface between them.

numbers of proteins, especially extracellular proteins, con-
tain cysteinyl residues. Cysteine, HSCH2CH(NH2�COOH,
has a sulfhydryl group, SH, in its side chain. Sulfhydryl
groups are highly reactive, and combine with various
reagents and metal ions [6]. The high reactivity of sulfur
compound derives from the relatively low energy of the low-
est unoccupied molecular orbital and high energy of the
highest occupied molecular orbital [7]. The most character-
istic reaction of cysteine is that two molecules can combine
with each other, under oxidizing conditions, through a cova-
lent linkage, called “disulfide bond,” SS, to form a cystine
molecule HOOCCH(NH2�CH2SSCH2CH(NH2�COOH. In
proteins, formation of disulfide bonds between cysteinyl
residues results in covalent cross-links within a polypeptide
chain or between polypeptide chains. Such cross-links gen-
erally stabilize higher-order structure of proteins. A famil-
iar example can be found in keratins, disulfide-rich proteins
produced by epithelial cells. Skin, hair, wool, feather, nail,
and horn are made up of particular families of keratin pro-
teins, and there exists a correlation between their physical
hardness and cystine content. As is well known in permanent
wave treatment, disulfide bonds can be cleaved under reduc-
ing conditions and reformed with different linkages under
oxidizing conditions.

However, the important role of disulfide bonds is found
not only in such assemblies of proteins that are directly
involved in the formation of relatively macroscopic bio-
logical structures. More fundamentally, disulfide bonds are

involved in a considerable number of cases to assist “pro-
tein folding,” the acquisition of native three-dimensional
structures of proteins essential for the expression of their
activities. Protein folding is an elaborate nanoscale process
that lies at the interface of materials science and biologi-
cal science. In proteins with disulfide bonds, when all the
disulfide bonds are reduced to thiol groups, they generally
lose their native three-dimensional structure and biologi-
cal function. When favorably coupled with the formation
of three-dimensional structure of protein, the formation of
disulfide bonds will stabilize the protein structure. In turn,
the protein structure will stabilize disulfide bonds against
cleavage.

Protein structure is made up of a number of noncovalent
interactions, such as van der Waals interactions, hydrogen
bonds, and electrostatic interactions. Disulfide bonding is
the only covalent interaction coupled with folding of pro-
tein. In the case of ribonuclease A mentioned above, which
contains eight cysteinyl residues, a total of 105 ways exist
to form four disulfide bonds among them in the scrambled
state. The attainment of a single native disulfide-pairing pat-
tern out of the 105 possibilities is a good indicator of the
accurate attainment of a correct three-dimensional struc-
ture. Furthermore, since disulfide bonds are stable under
particular conditions that preclude reshuffling, or unreacted
free sulfhydryl groups can be blocked stably, it is possi-
ble to trap and characterize intermediate species during the
folding process. Moreover, by virtue of the development
of site-specific mutagenesis methods in recombinant DNA
technology and of related protein engineering techniques, it
has been made possible, in principle, to construct recombi-
nant analogues of any disulfide-intermediates that lack spe-
cific disulfide bond(s).

In this chapter, elementary properties of disulfide bonds
in proteins and the mechanism of protein stabilization by
disulfide bonds are described in Section 3. Next, the path-
ways of disulfide-associated folding of four representative
proteins, bovine pancreatic trypsin inhibitor, ribonuclease
A, hen lysoyme, and alpha-lactalbumin, are reviewed in
Section 4. Then, structure and properties of the disulfide-
intermediates and their analogues of these four proteins are
described with implications for their folding mechanisms.

2. GENERAL ASPECTS
OF PROTEIN FOLDING

2.1. Initial and Final States
of Protein Folding

Different conformations of a protein differ only in the angle
of rotation about the bonds of the backbone and amino
acid side-chains. The folded structure of a protein can be
disrupted by relatively minor alterations in pH or temper-
ature, the addition of denaturing agents (e.g., urea), or by
reduction of disulfide bond. Loss of the folded structure of
proteins can be readily followed by observing changes in
spectroscopic properties (absorption, circular dichroism, flu-
orescence, and NMR spectra). Unfolding transitions for a
single-domain protein generally approximate to a two-state
model in which only the fully folded native (N) and fully
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unfolded denatured (U) states are populated [8]. It is rep-
resented as a chemical reaction of both first-order steps:
U—N. The two-state nature of the unfolding transition
results from the cooperative nature of the interactions that
stabilize protein structure.

2.1.1. Unfolded State
The simplest model for a disordered polymer is known as
the freely joined chain, a series of segments of constant
length that are connected with a completely free joint at
each junction. This is called a random coil, because con-
secutive segments follow a random walk pattern. A random
coil approximates the ideal unfolded protein, in which the
torsion angles � and � of each residue are independent of
others along the amino acid sequence. Since only certain
values of � and � are permitted because of unfavorable
steric interactions between atoms of the same and neighbor-
ing residues, the conformational flexibility of a real unfolded
protein is limited [1]. In spite of these restrictions, how-
ever, there are very many conformations possible even for
a small protein. A collection of such chains will represent a
great number of different conformations, all with about the
same energy. For a protein consisting of 100 amino acids,
the number of possible conformations amounts to 1090, as
mentioned above. If the rate constant for converting confor-
mations is 1011 s−1, it would require, on average, more than
1069 years for a polypeptide chain to sample 1090 conforma-
tions. It should therefore be impossible for a fully unfolded
protein to fold in this way on a finite time-scale. This was
the initial indication that there must be pathways for pro-
tein folding and has come to be known as the “Levinthal
paradox” [9].

The unfolded state of protein means highly open and sol-
vent exposed states. The apparent size of a chain of given
length will depend markedly upon the chemical nature of
both the polymer and the solvent. In a “good” solvent, a
polymer chain is highly expanded because the interactions
between the solvent and the units of the chain are preferred
over the interactions between the chain units themselves. In
a “poor” solvent, these relations are reversed and the chain
contracts in an attempt to exclude contact with the solvent
as far as possible [10]. From such a point of view, water
is actually a poor solvent for the polypeptide chain under
conditions where the native folded state is stable. Very lit-
tle water is normally found within the interiors of globular
proteins. Charged residues are located preferentially at the
protein surface, where they can interact with water; residues
in the interior are close-packed, with the solvent essentially
excluded and no voids; and burying hydrophobic groups and
surfaces is a major source of stabilization [11].

The ambivalent relationship between polymers and sol-
vent for the polypeptide/water pair appears to be at the
root of the unusual behavior of this system [12]. The fully
unfolded state of a protein has been thought to be prop-
erly described as a random coil [8]. Indeed, in good sol-
vents, such as strong aqueous solutions of urea or guanidium
chloride (GdmCl), the radius of gyration usually indicates a
highly expanded polymer chain [13, 14]. On the other hand,
there is a wide variety of evidence suggesting that unfolded
proteins are less unfolded under other conditions, such as

extremes of pH or temperature in the absence of denat-
urants [10]. This is perhaps not too surprising, because a
real polypeptide chain is composed of 20 different amino
acids, with a variety of chemical properties. In such a case
where interactions between different parts of the polypep-
tide chain are energetically favored over those with solvent,
the polypeptide chain will tend to be more compact and
less disordered than expected for a random coil. The oppo-
site will occur in the case where there are especially favor-
able interactions between solvent and polypeptide. Thus,
one can imagine a collection of structures in which some
parts of the chain are maximally extended, while others
are contracted into compact forms depending on the amino
acid sequence. The undoubted fact is that a fully unfolded,
random-coil polypeptide chain is not possible in practice
[15]. Most importantly, unfolded proteins do not generally
contain cooperative folded structures. The interactions that
stabilize folded proteins would not be expected to persist in
the unfolded state. Certainly, most short peptides approx-
imate random coils in solution, and only small degrees of
local nonrandom conformation are usually apparent. There
is a small tendency to adopt the �-helical conformation,
which depends upon the local sequence [16, 17].

2.1.2. Folded State
The native, folded conformations of proteins are complex,
but known in great detail from the structures determined
by X-ray crystallography [18] and more recently, by NMR
[19, 20]. The interiors of folded proteins consist primarily
of elements of secondary structure (�-helices and �-sheets).
As shown in Figure 4a, in the �-helix with 3.6 amino acid
residues per turn, every carbonyl oxygen points upward
along the helix and receives a hydrogen bond from the
downward-pointing amide nitrogen of the fourth residue
away from it. Another common structural element is the
�-pleated sheet (Fig. 4b). Here the polypeptide chain back-
bone is relatively extended and each residue is rotated
180� with respect to the previous residue. The strands pack
side by side, forming sheets in which each amide nitro-
gen donates a hydrogen bond to a carbonyl oxygen in the
adjacent strand. The side-chains point out from the plane
of the sheet, alternating above and below, in successive
residues [18]. �-Helices and �-sheets make up about half the
secondary structure of globular proteins, with the remain-
der occurring as tight turns, small loops, and random coil.
The choice between these backbone conformations must be
made during the folding.

The helices and sheets are packed together through inter-
actions between their nonpolar side-chains. Ridges formed
of side-chains projecting from helix faces pack into grooves
between the ridges of other helix faces. In a similar way, the
packing of helices against sheet involves complementary sur-
faces [21–23]. Examination of these interfaces reveals clearly
that the fit is very sensitive to the location and character
of the side-chains. These considerations suggest that after
the chain is folded into such secondary structure as helices
and �-sheets, the pattern of bulky residues on the faces of
these structures determines whether they can pack together
successfully.

Backbone folds of globular proteins are so complicated
that rotations around the bond of the backbone readily
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(a) (b)

Figure 4. (a) Ball-and-stick model of a right-handed �-helix in pro-
teins. C� atoms and side chains (SC; only C� atoms are shown) are
labeled. Hydrogen bonds are shown with white dotted lines. In the
�-helices found in natural proteins, carbonyl groups tend to point out-
ward and less straight at the NH groups than in the original model
[2, 359]. Torsion angles � and � for this conformation are −62� and
−41�, respectively [2]. Since all the peptide groups point in nearly the
same direction, an �-helix has a macrodipole moment [360]. The side
chains point away from the axis of helix. (b) Ball-and-stick model of
an antiparallel �-sheet that is composed of three �-strands. C� atoms
and side-chains are indicated for the central strand, which runs down-
ward in terms of the orientation of peptide bonds (–CO–NH–), while
the left and right strands run upward, in antiparallel with the central
strand. Individual �-strands are shown truncated in the figure; actually,
they can derive from different regions of a single polypeptide chain
or from different protein molecules. With the formation of hydrogen
bonds (white dotted lines) between strands, a stable �-sheet is formed.
Torsion angles � and � for an ideal antiparallel �-sheet structure are
−139� and +135�, respectively [361]. Parallel �-sheets are also found.

cause the polypeptide chain to get tangled with itself; the
rotation of torsion angles (�, �� of a residue generally leads
to the overlapping of the backbone. In order to avoid the
steric overlap of the polypeptide chain, rotations around sev-
eral bonds of the backbone must concertedly occur at dif-
ferent residues specified. Such events rarely happen. The
movement of two rigid segments of structure in a protein
relative to each other requires a “hinge.” Although no struc-
tural units in a protein are literally rigid, some elements do
tend to move as coordinated units without severe steric over-
lap in an attempt to rotate around the one or two bonds
making up such a hinge. The sites of such flexible hinges
are quite limited on the backbone, but actually found in the
folded structure of proteins [24]. The region of the polypep-
tide chain has the potential to initiate the unfolding of com-
pact structural units by the opening of the hinge. In such
a sense, the structural elements dictated by flexible hinges
might be folding units of protein. In fact, there is a good cor-
respondence between folding units identified by the flexible
hinges and structural units, “modules” found as the patterns
in diagonal distance plot [25]. The modules are generally
accepted to be constituent parts of globular proteins. It has
been shown that module boundaries are closely correlated
with the intron positions of genes that encode proteins [26].

In the folded protein, buried, labile protons undergo iso-
tope exchange with solvent hydrogens [27], but the kinetics

of exchange are markedly slower than in unfolded polypep-
tides [28]. This indicates that, whereas buried protein atoms
are shielded from solvent, the protein fluctuates around the
time average structure and occasionally exposes buried sites
to solvent [29]. Hydrogen exchange studies are carried out
to characterize the nature of the fluctuations between con-
formational substates, or to monitor the major cooperative
unfolding transition [30–32].

2.1.3. Non-Native State under
Physiological Conditions

Refolding is initiated by restoring a protein from unfolding
condition to refolding one. The unfolded state rearranges
in the dead time (<1 ms) of a stopped-flow mixing experi-
ment [33]. The starting state for protein folding is different
from the fully unfolded state in solutions containing con-
centrated urea or GdmCl. This is the nonnative state under
physiological conditions [10]. The properties of the starting
state for folding are difficult to measure directly because
it rapidly reacts to give products. But its properties can be
inferred from kinetic studies and shown to be a disordered
but compact state [34–37]. Such states may be related to the
so-called molten-globule states [38–40]. These are compact,
partly folded states of proteins that can sometimes be iso-
lated under mildly denaturing conditions or when a cofactor
or metal ion that is essential for stability has been removed.
They are characterized by having few tertiary interactions,
some secondary structure, and a fluctuating hydrophobic
core and by being separated from the native state by a high
free energy barrier. The role of this state will be considered
in some detail later on.

2.2. Two-State Approximation

Both thermal and denaturant-induced unfolding are gen-
erally described adequately at equilibrium by a two-state
model involving only U and N. The analysis of equilibrium
unfolding requires an extrapolation of the base lines for
the native (AN� and for the unfolded protein (AU� into
the transition region to determine the fraction of native
molecules, fN, as a function of the unfolding parameter:
fN = A−AU�/AN −AU�. The unfolding curve is given by
plotting fN against the concentration of a denaturant. The
primary characteristic of cooperative two-state unfolding is
that different probes of unfolding, such as fluorescence or
absorbance measurements, circular dichroism, and viscosity
give the same unfolding curve.

2.2.1. Physical Basis of Stability
of Folded Proteins

Understanding the physical basis of stability of the folded
state is crucial for understanding how such a conforma-
tion can be acquired. The interactions determining the ter-
tiary structure are largely classified into two categories;
they are “long-range” interactions between residues dis-
tant in the primary structure, and “short-range” interactions
between groups close in the primary structure [41]. One can
expect the following noncovalent interactions in proteins:
van der Waals interactions, interactions between charged
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groups, between polar groups (hydrogen bonds) and nonpo-
lar groups. Each interaction energy is small, but because of
the large number of interactions, the total interaction ener-
gies in the N and U states are large. Yet the N state is only
marginally more stable than the U state [4]. Typical values
of the difference in free energies of the N and U states
for small natural proteins are −20 to −40 kJ/mol [42], so
the equilibrium constant between the N and U states would
have a value in the region of 104 to 107. This means that
the folded state does not last forever. Folded proteins must
transiently unfold completely even under the physiological
condition, and then will promptly refold.

Rationalizing the stabilities of folded conformations
should be careful, because the net effect is a relatively small
difference between much larger individual factors. Never-
theless, it now appears that the two most important stabi-
lizing interactions in the folded state are hydrogen bonds
between polar atoms and the van der Waals interactions
between nonpolar atoms [43]. The latter term is frequently
called “hydrophobic interactions.” The hydration around the
exposed nonpolar groups is accompanied by the decrease
in both entropy and enthalpy due to water ordering. These
two factors result in the negative hydration free energy [44].
Therefore, the hydration itself attempts stabilizing the con-
tacts between a nonpolar group and surrounding water, but
cannot overcome the unfavorable increase in enthalpy due
to breaking van der Waals interactions between nonpolar
groups. This is the cause of hydrophobic interactions. These
phenomena originate in a significant increase in heat capac-
ity due to the exposure of nonpolar groups to water [4].

The contribution of hydrogen bonds to stability of the
folded state might seem surprising in view of the fact that
the unfolded protein undoubtedly forms an equal number
of hydrogen bonds with water [45]. The largely fluctuating
hydrogen bond of the protein polar group with relatively
mobile water can hardly be identical to the bonds between
the polar groups in the crystal-like interior of proteins. The
latter can be much more stable, due to having an entropic
advantage. This effect probably also accounts for the coop-
erativity of protein folding.

2.2.2. Cooperative Nature
of Protein Stabilization

The two-state nature of unfolding transition indicates that
folding is a cooperative process. It is due to the cooperativity
that individually weak interactions can stabilize folded con-
formations; many of them work simultaneously to produce
the system. The unfolding of protein has many of the char-
acteristics of a phase transition from a crystal-like phase to a
disordered phase, unlike a helix-coil transition of homopoly-
mers based on the one-dimensional Ising model [46].

The cooperativity originates in the presence of long-range
interactions in the folded structure. On the contrary, short-
range interactions are noncooperative; they work indepen-
dently on different sites on the polypeptide chain. When an
elementary step of reaction brings some groups into prox-
imity and orientation more favorable for interaction, not
only short-range interactions at the reaction site but also
long-range interactions at multiple sites are gained simul-
taneously. This is the cooperativity of many weak inter-
actions. In order to make long-range interactions between

specific sites available, several folding elements must be
preformed through short- and medium-range interactions.
Therefore, the cooperativity of the long-range interactions is
highlighted at the late stage of folding. On the other hand,
little happens to the fully folded state prior to complete
unfolding except for local structural fluctuations. When a
global structural fluctuation happens, breaking one or more
of the stabilizing interactions induces the destabilization of
the other part, and consequently many sites are disrupted in
a concerted manner. Within folded proteins, internal hydro-
gen bonds and the contacts of nonpolar surfaces are pulled
apart without gaining comparable interactions with the sol-
vent and with other surfaces, respectively. Yet the increase in
conformational multiplicity in partially unfolded structures
is not enough to compensate the unfavorable interactions.
As a result, such partially unfolded states are largely unsta-
ble compared with the N and U states. These are the causes
of the all-or-none character of unfolding transition.

The cooperativity of protein folding causes partially
folded intermediates to be unstable and not populated at
equilibrium, where the fully folded and fully unfolded states
usually predominate. Consequently, it is necessary to study
the folding process kinetically, as a function of time.

2.3. Kinetics of Protein Folding

2.3.1. Folding Scheme
A great many models have been proposed for the folding
process [47]. For example, they are jigsaw puzzle model [48],
nucleation/growth model [49], diffusion-collision-adhesion
model [50], framework model [51], etc. The terminology is
very confusing, and the differences between various models
frequently appear to be small. Every folding model envisages
hierarchical processes in which several preformed substruc-
tures are further assembled to build up the whole structure
of protein. Points of difference are whether substructures
are secondary structural elements present in the native struc-
ture or hydrophobic micro-domains, and whether substruc-
tures are assembled in a concerted manner or in a stepwise
and progressive manner. It is unlikely that there is a single
mechanism for protein folding. Whether folding is a con-
certed or stepwise process depends on the stability of indi-
vidual substructures of the protein when they are decoupled
from one another. The more the individual structures are
stable, the more stepwise and hierarchical the folding pro-
cess is.

Most models of folding imagine a sequential pathway
of folding through a limited number of intermediates
(the sequential model). The nucleation/rapid growth model
imagines the appearance by random fluctuations of suffi-
ciently small nucleus of structure that would not be stable
but would serve as a template upon which the remainder
of the polypeptide chain would fold rapidly. In this nucle-
ation/rapid growth model, the initial nucleation event would
be the rate-determining step.

In the diffusion-collision-adhesion model, individual
nativelike micro-domains are recognized as being unstable
in the initial unfolded protein and present with only low
probabilities. The individual micro-domains will, however,
stabilize each other when they interact. The rate constant
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of formation of such a more stable substructure would be
given by the rate at which they diffuse together.

The framework model imagines the folded structure to be
formed by packing together pre-existing individual elements
of secondary structure such as �-helices and �-sheets. The
elements of secondary structure are imagined to have signif-
icant stability in the unfolded protein and the most difficult
step to be their packing together.

There is a useful analogy between the jigsaw puzzle and
the protein folding process. The pieces corresponding to
amino acid residues are joined together to complete the full
matrix representation. These processes mimic protein fold-
ing. If the pieces have a uniform color, then there will be
no preferential starting point, each folding attempt will fol-
low a different path, yet the final result is the same. The
jigsaw puzzle model does not rule out other folding models.
If the color pattern is simple and definitive, almost every
folding attempt will follow the same path (i.e., the sequen-
tial model). If the color is less definitive, then a limited
selection of paths will be followed with nearly the same
substructures developed on each try (i.e., the framework or
diffusion-collision-adhesion model).

In the hydrophobic collapse model [52], the hydrophobic
effect is presumed to be the overwhelming driving force. The
water is squeezed out as far as possible without any particu-
lar regard to the formation of secondary structure. Different
models mentioned above can be accommodated to others.
For example, the framework model might be modified so
that the hydrophobic collapse is linked to the formation of
secondary structural elements.

The two-state character of protein folding indicates that
a single folding or unfolding transition finishes in a much
shorter time than both of average life spans of N- and
U-states. Whatever the distinctions of names, stable sec-
ondary and tertiary structural interactions must form con-
currently to complete the folding transition.

2.3.2. Transient Folding Intermediates
In order to determine how a protein folds, we should follow
the time course of the process. It would clearly be unreal-
istic, however, to expect to elucidate all the details of such
a complex reaction. It might then be feasible to determine
what is the starting state for folding, to identify the overall
rate-determining step, and to characterize the most stable
intermediates. To determine the mechanism and pathway
of folding and unfolding, any intermediates that define and
direct the pathway must be identified [53]. Such interme-
diates may not be stable at equilibrium, but they might
be detectable as transient kinetic intermediates. The detec-
tion and characterization of kinetic folding intermediates is
therefore central to studies of protein folding, but must be
treated on a case-by-case basis, and can be very complex.

In the simplest general case, with a simple one-step reac-
tion involving a homogeneous reactant and no intermedi-
ates, a single kinetic phase is expected, characterized by
single rate constant. Kinetic complexities can arise from the
accumulation of intermediates, when there are two or more
slow steps. Kinetic intermediates will accumulate to substan-
tial levels only if they occur before the rate-determining step
of the pathway, and if their free energies are comparable

to, or lower than, that of the initial state. No other interme-
diates will be populated even transiently. The most difficult
question to answer is whether an observed “intermediate” I
is on or off the reaction pathway. That is, is there the com-
pulsory order, U–I–N, or is I a nonproductive side product
that has to unfold back to U for folding to proceed?

2.3.3. Effects of Peptidyl-Proline
Isomerization on Folding Kinetics

Refolding is generally found to proceed by a series of expo-
nential phases. Many of these exponentials are a conse-
quence of cis-trans isomerization about peptidyl-prolyl bonds
[54]. The equilibrium constant for the normal peptide bond
in proteins favors the trans conformation by a factor of
103–104 or so. The peptidyl-prolyl bond is an exception that
has some 5–30% of cis isomer in model peptides. Further,
it is often found as the cis isomer even in native structures.
The interconversion of cis to trans in solution is quite slow,
having half-lives of 10–100 sec at room temperature and
neutral pH. A protein that has several prolines all in the
trans conformation in the native structure will equilibrate
upon unfolding to give a mixture of cis and trans forms. On
refolding, an apparent succession of slow refolding phases
will be observed as the different isomers fold in parallel.
That peptidyl-proline isomerization is a post-unfolding event
is readily demonstrated by double-jump experiments [55].

2.3.4. Formation of Collapsed State
As mentioned earlier, refolding is initiated by restoring a
protein from unfolding condition to refolding one. Immedi-
ately after that, the unfolded state U rearranges to the initial
nonnative state in the refolding solution. The properties of
the starting state for protein folding can be inferred from
kinetic studies and shown to be a disordered but compact
state [33]. For several proteins, the nature of such collapsed
states has been explored in some detail. Especially, a pulsed
hydrogen exchange or pulse labeling experiment succeeds
to provide insight into the early stage of protein folding
[56, 57]. In this approach, the protein is initially unfolded in
the presence of D2O to deuterate the exchangeable amide
protons. During refolding, the proteins are exposed to a
pulse of H2O so that exposed amides become fully proto-
nated (NH), while those that are already engaged in stable
hydrogen-bonded structure remain deuterated (ND). After
the proteins have completely refolded, the deuterated sites
are identified by NMR techniques.

In the early stage of ribonuclease A folding, the first
amide protons protected from exchange are in the region of
the chain that forms a three-stranded �-sheet [58, 59] (see
Fig. 9). Studies with cytochrome c suggest that helices at the
N- and C-terminal ends form in the earliest phase with the
time constant of 20 ms, while other regions of the chain do
not become structured for the first 100 ms of refolding [60].
Pulsed hydrogen exchange and CD folding experiments on
hen lysozyme [34, 35] demonstrate that the large majority
of amides in the helical �-domain of lysozyme exhibit two
protection phases with time constants of 7 ms and 60 ms,
respectively, whereas most amides in the structurally distinct
�-domain are protected more slowly on the 100-ms time-
scale. In the case of �-lactalbumin that is a homologue of
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lysozyme, one can study the stable analogues of the kinet-
ically formed collapsed state. Such studies suggest that the
extensive secondary structure exists in the �-domain, while
the �-domain remains unstructured [61–63]. All these exper-
iments indicate that the secondary structures existing in the
early collapsed state have native-like character.

Hydrogen pulse labeling procedures are elegant and pow-
erful to provide insight into protein folding at the atomic
resolution. Yet there remain some limitations in this method.
For example, only amides that are protected in the final
native state, which are usually involved in secondary struc-
ture, can be observed in this way. Therefore, any protection
of such groups in the refolding protein will be consistent
with a presumption of the refolding protein having at least
some native-like secondary structure. In an attempt to elu-
cidate the early stage of protein folding, the protection fac-
tors against the hydrogen exchange should be measured
for amide protons that are not involved in intramolecular
hydrogen bonds in the native state [64]. Some amides might
be protected during the folding, although they are located
near the surface of a protein after the completion of pro-
tein folding.

The occurrence of the molten globule (MG) in folding
kinetics is generally taken to indicate that it must be a kinetic
intermediate important for folding; it is assigned the kinetic
role: U–MG–N [40, 65]. However, the role of MG in pro-
tein folding is not definite [66, 67]. If the average confor-
mational properties of the unfolded protein are different in
unfolding conditions such as 6 M GdmCl and in physiologi-
cal conditions after the dilution of GdmCl, is such an initial
change the equivalent of the formation of kinetic interme-
diate? Because the intermediate is more stable than U, the
intermediate is, in fact, the most stable of the nonnative
states under physiological conditions. It seems plausible that
the MG is the compact denatured state in the refolding con-
dition, and the starting state for folding rather than com-
pulsory intermediates. Both native and nonnative contacts
persist within the MG of �-lactalbumin [61, 68], yet fold-
ing of the polypeptide chain to the MG can have only low
cooperativity. Kinetic studies with NMR spectroscopy indi-
cate that the close packing characteristic of the native state
emerges in a highly cooperative manner, following the for-
mation of the MG state [69].

2.4. Transition State for Folding

2.4.1. A Hypothetical Transition State
The transition state cannot be observed directly in any reac-
tion. It is a hypothetical state introduced to explain rate
constants of a chemical reaction from a view of statistical
mechanics. The conventional description of a transition state
is a structure that is at a saddle point on a free energy
surface, through which a chemical reaction irreversibly pro-
ceeds from a reactant to a product along a reaction pathway.
Only a few bonds are made or broken within the transition
state. These bonds are very strong, so that quantum theory
has been applied [70].

However, protein folding involves the making and break-
ing of very many weak bonds, which can be described by
classic statistical mechanics. What is the hypothetical tran-
sition state in folding and unfolding reactions of proteins?

Proteins spend most of the time either in the N or U state
because of the two-state nature. A high free energy bar-
rier stands between N and U. For the purpose of illustra-
tion, Figure 5 shows the free energy diagram of a protein
as a function of internal energy of the chain, which was
calculated from Monte Carlo computer simulations for an
island-model protein [71, 72]. This model of protein fold-
ing is quite similar to lattice models of protein [12, 73, 74],
which have been frequently used for the simulation of pro-
tein thermodynamics. The N and U states are located at
both ends of the free energy diagram with the difference in
internal energy of about 155 (arbitrary unit). Populations of
states between N and U are negligibly small. The question
is where the transition state is. Arrhenius plots of folding
and unfolding rates obtained from computer simulations, in
which logarithms of rate constants are plotted as a function
of 1/T, give the activation energies of folding and unfolding
reactions, respectively [71]: E �=

f = −85, E �=
uf = 70 (arbitrary

unit). Interestingly, E�=
uf −E �=

f is nearly equal to the difference
in the average internal energies of the U and N states, and
the transition state (TS) is very close to the state with the
highest free energy. These results of computer simulations
of protein folding are quite consistent with the conventional
transition state theory, if the transition state is accepted as
follows.

Upon climbing up the slope of free energy barrier, back-
ward steps are very much preferable to forward ones, but
the relation is reversed at the downhill. Proteins populate
the states between N and TS according to statistical thermo-
dynamics until an unfolding transition happens, and move
to the U state virtually irreversibly after passing through the
transition state. The transition state is probably the statis-
tical ensemble of such critical states. It seems plausible to
assume that all the states are in chemical equilibrium at least
along the reaction pathway from N to TS, because the aver-
age life span of the N state is long enough for proteins to
repeat conformation changes a great many times. Until a
folding transition happens, the states from U to TS may be
assumed to be in chemical equilibrium along the reaction
pathway, although the states located off pathway are natu-
rally exceptions. Within the transition state, elementary steps
of a reaction may be assumed to be composed of breaking or
forming a small number of weak bonds and one-way either

Figure 5. Free energy diagram for a folding-unfolding reaction of pro-
tein. The data were obtained from Monte Carlo computer simulations
for a simplified model of protein [71]. TS represents the transition state,
whose position is determined from activation energies of folding and
unfolding rate constants obtained by computer simulations.
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forward or backward with a rate constant k0. Therefore, the
unfolding rate (kuf� is given by k0 times the equilibrium
constant K�=

TS−N between N and TS, and similarly the fold-
ing rate (kf� by k0 times K �=

TS−U between U and TS [75, 76].
If the above consideration would be proper, the activation
energy obtained from the rate constants, kuf and kf , is nearly
equal to the change in enthalpy associated with the process
from the preceding state to the hypothetical transition state,
under the assumption that the activation energy of k0 is
much smaller than the enthalpy changes mentioned above.
Probably, this is the reason why the transition state deter-
mined from the activation energy is near the highest free
energy barrier in the free energy diagram shown in Figure 5.

2.4.2. Characteristics of Transition States
By definition, the structure of the transition state cannot be
determined by static methods. Instead, inferences about its
structure are made according to the changes observed in
the rate constant of a reaction when certain variables are
changed. For a protein folding, these variables are either
mutations or environmental parameters such as pH, tem-
perature, and the concentration of a denaturant or a spe-
cific ligand.

Temperature dependences of folding and unfolding rate
constants of hen lysozyme are shown in Figure 6a [77].
As mentioned earlier, the slopes of the tangential lines for
the plots of lnkuf and lnkf as a function of 1/T determine
the activation enthalpies of unfolding (�H�=

TS−N� and folding
(�H �=

TS−U�, respectively.
�H �=

TS−N and �H �=
TS−U are the changes in enthalpy associ-

ated with the processes from the N and U to the transition
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Figure 6. (a) Temperature dependences of folding and unfolding rate
constants of hen lysozyme. Open and filled symbols denote folding and
unfolding rate constants, respectively, at pH 2.6. Squares and circles
are the data obtained in solutions containing 0.7 M and 2.4 M guani-
dine hydrochloride, respectively [77]. (b) Temperature dependence of
activation enthalpies of unfolding (�H�=

TS−N�.

state, respectively. �H �=
TS−N is definitely independent of tem-

perature, whereas �H�=
TS−U is positive at lower temperatures

less than 25 �C, and negative at higher temperatures. The
temperature derivatives of �H �=

TS−N and �H �=
TS−U are the heat

capacity changes, �Cp
�=
TS−N and �C�=

p TS−U, associated with
the processes from the N and U to the transition state,
respectively. From the data shown in Figure 6a, �C �=

p TS−N

and �C �=
p TS−U are nearly equal to 0 and −6�7 kJ ·mol−1 K−1,

respectively. It is the process from the transition state to the
U state that the increase in heat capacity, which is specific
for the exposure of nonpolar groups to water, occurs. There-
fore, it is clear that the second stage of unfolding is asso-
ciated with the hydration of internal groups of the protein,
while the first stage corresponds to the disruption of van der
Waals interactions between nonpolar groups and hydrogen
bonds between polar groups, which maintain a crystal-like
structure in the interior of a protein. The transition state
can be considered as a “dry molten globule” state [78] of
the protein with diminished noncovalent interactions, but
without water inside. The magnitude of �H�=

uf is substantially
large and independent of temperature (about 200 kJ/mol)
over a relatively wide range of temperature (Fig. 6b). These
characteristics in temperature dependences of kuf and kf are
also found in other proteins [79, 80].

2.4.3. �-Value Analysis of Transition States
A powerful approach for investigating the transition state
is based on protein engineering [81]. It involves mutating
specific residues and measuring the change in the rates of
folding and unfolding relative to the effect on the overall
stability of the protein. If a mutant folds with a rate con-
stant kf ′ , compared with kf for wild type, then the change in
activation energy on mutation is given by ��G�=

TS−U = −RT ·
ln kf ′/kf . In order to examine the effect of the formation of
interactions on the folding or the unfolding reaction, a func-
tion �F is introduced: �F = ��GTS−U/��GN−U. In order to
illustrate the meaning of �F values, energy diagrams for pro-
tein folding are shown in Figure 7. A �F value of 0 means
that the energy of the transition state is perturbed on muta-
tion by the same amount as the unfolded state is perturbed.
A �F value of 1.0 means that the energy of the transition
state is perturbed on mutation by the same amount as the
native state is perturbed. It is inferred from the changes in
energy that a �F value of 0 means that the structure of the
transition state is unfolded at the site of mutation as much
as it is in the unfolded state, and a �F value of 1.0 means
that the structure is folded at the site of mutation as much
as it is in the native state.

Barnase was extensively analyzed by measurements of
more than 130 mutants [82]. Unfolded barnase collapses
into an intermediate that is converted to the folded state
through the rate-determining transition state. The transi-
tion state for unfolding has some regions with �F values
of 0, others with values close to 1.0, and a few regions
with intermediate values. The main parts of barnase that
are nearly completely folded in the transition state are the
�-sheet, with �F values of 1.0 at the center and slightly
decreasing at the edges, and the �-helix1 located at the
N-terminal. The hydrophobic core, which is formed by the
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Figure 7. Free energy diagram for the illustration of �F-value. The free
energy levels change on mutation from N, U, TS to N′, U′, TS′, respec-
tively. Suppose that U and TS are perturbed on mutation by the same
amount, but N is not (left panel). Then it results in �F = 0 because
��G�=

TS−U equals zero. On the contrary, if TS is perturbed on mutation
by the same amount as N, but U is not (right panel), �F = 1. The value
of �F is unaffected by the change in absolute values of free energy
level, because �G itself is the relative change in free energy. Therefore,
it is not a prerequisite for �F = 0 that the free energy level of N is the
same as that of N′. In a similar manner, the level of U′ need not be
equal to that of U in the case of �F = 1.

docking of helix1 on the sheet, is weak, with low �F val-
ues. These observations suggest that the rate-determining
step in folding of barnase involves the docking of the pre-
formed � helix1 on the preformed � sheet. The hydrophobic
cores partially formed in the intermediate consolidate dur-
ing the later folding events and possibly solvent is expelled.
The packing of the hydrophobic residues is part of the rate-
determining process.

2.4.4. Effects of Covalent Cross-Links
One experimental method of characterizing the folding tran-
sition state is examining the effects of the addition of
covalent cross-links on unfolding and refolding rates. If the

stabilizing effect of an added covalent cross-link is primar-
ily entropic (i.e., if the added cross-link does not affect
the enthalpy), then the effect of such an added cross-link
on the folding and unfolding rates determines whether the
linked segments of the protein are associated in the folding
transition state of the wild-type protein. Specifically, if the
added cross-link accelerates the folding but does not affect
the unfolding, then the two segments are associated in the
folding transition state; the added cross-link destabilizes the
unfolded state, but not the native and transition states. On
the contrary, if the added cross-link decelerates the unfold-
ing but does not affect the folding, the two segments are not
associated in the transition state; the added cross-link desta-
bilizes both the unfolded and transition states, but not the
native state. The study on the cross-link introduced between
Lys7 and Lys41 in RNase A suggests that the N-terminal
�-helix of RNase A is not associated with the major �-sheet
in the folding transition state [83].

Disulfide bonds are naturally occurring covalent cross-
links in proteins. The effects of deletion of specific disulfide
bonds on folding kinetics have recently been systematically
examined, and will be reviewed in the following sections.

3. DISULFIDE BONDS IN PROTEINS

3.1. Occurrence, Geometry,
and Physicochemical Properties

The distribution, topology, conformation, and conservation
of disulfide bonds in proteins of known sequence and/or
three-dimensional structures have been analyzed [84–86].
The most frequent separation between the two cysteinyl
residues along the amino acid sequence (primary structure)
of proteins is 10 to 14 residues, and 49% of the observed
disulfides are separated by less than 24 residues. For small
disulfide loops, disulfide bonds with odd numbers of inter-
vening residues have a low probability of formation com-
pared with those with even numbers [87]. Adjacent cysteine
residues, that is, in the case of zero intervening residues, can
form a disulfide bond with a peptide bond that links them
in a cis conformation [88].

Physicochemical properties of thiol and disulfide groups
have been reviewed [6]. Sulfur has a larger atomic volume
and is less electronegative than oxygen. Bond length and
angle for CSH are 1.33 Å and 100�, respectively. Those
for CSS are 1.8–2.1 Å and 105�. Studies of model com-
pounds have shown that disulfides have a restriction in
rotation around the SS bond and have preferred dihedral
angles of ±90� [89]. Ab initio molecular orbital calculations
showed that the relative energy is minimum for S-S dihedral
angle of 87�, where the S–S bond length becomes minimal,
2.05 Å [90]. UV absorption maxima for undissociated thi-
ols, dissociated thiols (thiolate anions), and disulfides occur
at 190–200, 230–240, and 245–255 nm, respectively. Disul-
fides with asymmetric carbon atoms show much bigger opti-
cal rotations than their corresponding thiols. Cysteine has a
pK value of 8.52–8.72 for the thiol group when its �-amino
group is protonated. The rate of many chemical reactions in
which the reactive species is thiolate anion decreases with
decreasing pH. Thiols form stable complexes with metal ions
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such as mercury, silver, arsenic, copper, iron, molybdenum,
cobalt, and zinc. Autoxidation of thiols to disulfide is cat-
alyzed by metal ions. The standard redox potential for cys-
teine is −0�22 V.

The conformation of a disulfide bond in protein is
described with the side-chain torsion angles 	1, 	2, 	SS, 	2′ ,
and 	1′ , which represent the dihedral angles around C�–
C�, C�–S, S–S′, S′–C′

�, and C′
�–C′

�, respectively [84–86],
where the prime indicates the atoms of the cysteinyl residue
that is located downstream in a primary sequence of pro-
tein. Analysis of the crystal structures of disulfide-containing
proteins has shown that 	SS values are conserved to either
−90� ±20�� or +90� ±20��, consistent with the results
obtained for model compounds. Right- (–90�) or left-handed
(+90�) disulfides occur almost equally. 	1 and 	1′ are clus-
tered about −60� (gauche), +60� (gauche), and 180� (trans).
The distribution of 	2 and 	2′ values is less well defined.
In all, eight families of bridge conformation with significant
occurrences have been identified [86]. The most populated
family takes the “left-handed spiral” conformation (	1 =
	1′ = −60�� 	2 = 	SS = 	2′ = −90��. However, significant
variations in the dihedral angles exist in naturally occurring
or genetically engineered proteins as described later, which
lead to dihedral strain energies up to several kcal mol−1.

The distance between the two C� atom is mostly between
4.4–6.8 Å. The average C�–C�′ distance across the left-
handed disulfide bonds is 6.1 Å, while that for right-handed
ones is 5.2 Å [85].

Most disulfide bonds are buried and inaccessible to sol-
vent, although there are exceptions [84, 86]. Among the pro-
teins that belong to a common protein family, namely the
proteins with a common biological function and an ancestral
gene, and with amino acid sequences that are homologous to
each other, sequence positions of disulfide bonds are highly
conserved [84, 91].

3.2. Formation of Disulfide
Bonds in Proteins

3.2.1. Elementary Reaction Steps
When proteins are synthesized on ribosome, cysteinyl
residues are in a reduced form. Disulfide bonds in proteins
are formed in endoplasmic reticulum by disulfide-transfer
from other molecules, the principal one of which is believed
to be the oxidized form of glutathione. Glutathione, the
most abundant non-protein thiol in tissue [6], is a tripep-
tide, �-glutamylcystenylglycine. It is a monofunctional thiol
compound. Two glutathione (GSH) molecules are linked
with each other by a disulfide bond between each cys-
teine residue, which is called oxidized form of glutathione
(GSSG). A reduced form of cysteinyl residues in a protein
(P-SH) can form a mixed disulfide with GSSG, leaving GSH:

P-SH+GSSG → P-SSG +GSH

Dissociation of thiol group of protein to produce thiolate
anion is necessary for this transfer reaction: namely, denot-
ing each sulfur atom with suffix a, b, or c,

S−
a + SbSc → SaSb + S−

c

The rate of this reaction depends on the fraction of thiolate
anion. Intramolecular environment of protein thiols affects
their pK values. Usually, however, their values are consid-
ered to be nearly 8.7, which is the pK value of GSH [92].
If the protein contains second cysteinyl residue, intrapro-
tein disulfide transfer from the preformed mixed disulfide to
the second cysteinyl residue will result in the formation of a
protein disulfide:

PSSG
SH → PS

S +GSH

This process is governed solely by conformational properties
of protein. Thus, protein disulfide formation consists of two
consecutive disulfide-transfer reactions.

In the presence of excess GSH, just the reverse process
will convert a disulfide bond to two cysteinyl residues:

PS
S + 2GSH → PSSG

SH +GSH → PSH
SH +GSSG

In a mixture of GSSG and GSH that are sufficiently excess
to the concentration of protein thiol groups, that is, under
defined redox conditions, defined fractions of oxidized (Oxi;
or disulfide-formed, PS

S), and reduced (Red; or disulfide-
cleaved, PSH

SH) proteins will equilibrate with each other:

[Oxi]/[Red] = K[GSSG]/[GSH]2

Formation of protein disulfide bonds in vitro is gen-
erally conducted with 1–10 mM total glutathione con-
centration and [GSH]/[GSSG] ratio of less than 10. The
principal redox buffer in vivo, that is, in endoplasmic
reticulum, is glutathione, and its redox state is much more
oxidized ([GSH]/[GSSG] ≈ 2) than that of the cytosol
([GSH]/[GSSG] ≈ 60) [93], which appears to enable the for-
mation of stable disulfide bonds in that compartment. How-
ever, the direct role of glutathione to drive protein oxidation
in vivo has been questioned [94]. Disulfide reagents such
as oxidized dithiothreitol, oxidized mercaptoethanol, cystine,
etc. are also used for protein oxidation in vitro. More details
of disulfide bond formation in proteins in vitro have been
reviewed [95, 96].

3.2.2. Effective Concentration
of Protein Thiol Groups

The equilibrium constant K in the equation shown in the
previous section has a dimension of concentration. It is often
denoted “effective concentration” (Ceff� of the pair of cys-
teinyl thiols in the protein without the disulfide [96, 97]. It
quantitatively represents the tendency of protein structure
to keep the cysteinyl thiols in proximity to enable disul-
fide formation. It is the ratio of the equilibrium constants
between otherwise identical intra- and intermolecular inter-
actions [98]. Even if the protein concentration and therefore
the cysteinyl thiol concentration are as low as ∼�M, Ceff is
typically on the order of mM to M or more, depending on
the conformational state of protein [96, 99]. In other words,
protein disulfide bonds are generally more stable than those
formed between structureless low molecular weight thiol
compounds. High value of Ceff for protein thiol groups
means that the two groups are near to each other by virtue
of proximity in the amino acid sequence and/or proximity
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in the tertiary structure. Thus, Ceff measurements can be a
sensitive means of detecting protein tertiary structure forma-
tion as described in the next subsection. In practice, equili-
brated oxidized and reduced forms of protein under defined
GSSG and GSH concentrations are quenched by lowering
pH, separated, and quantitated, for example, with reversed-
phase HPLC under acidic conditions, and the Ceff value is
calculated:

Ceff = [Oxi] [GSH]2�/[Red] [GSSG]�

Examples of the use of Ceff measurements to probe the for-
mation of highly unstable structures, or to probe the forma-
tion of a native-like fold of polypeptide main chain, will be
described in later sections.

3.2.3. Linkage between Disulfide Formation
and Conformational Folding

Propensity of disulfide bond formation in the unfolded state
of proteins is usually lower compared with that in the folded
state, provided that cysteinyl thiol groups in the folded state
are not buried into the interior of the protein [100]. In an
unfolded state, polypeptide chain is rather extended, and
adopts a random-coil conformation, in which an averaged
distance between two residues, positions i and j in a primary
sequence, is proportional to �i − j�1/2. Thus, in a three-
dimensional space, the Ceff for such a cysteine pair is propor-
tional to �i− j�–3/2. In a natively folded state, pair of cysteinyl
residues that are long separated in a primary sequence often
come close and form a native disulfide bond, showing a sig-
nificant increase in Ceff . Conformational folding-unfolding
equilibrium thus affects propensity of disulfide formation.
On the other hand, whatever conformation favored the for-
mation of certain disulfide bond is likewise favored by the
presence of the disulfide bond [96]. Disulfide-cleaved forms
of protein usually show decreased stability against confor-
mational unfolding. There exists a thermodynamic linkage
relationship between the disulfide oxidation-reduction and
the conformational unfolding-folding equilibria:

F SH
SH

USH
SH

US
S

F S
S

K1

K4K3

K2

K1/ K2 = K3/ K4

Here, horizontal arrows show disulfide reduction-oxidation
equilibrium, and vertical arrows unfolding-folding equilib-
rium. F and U represent folded and unfolded states, respec-
tively. This linkage relationship was also demonstrated
experimentally [101]. Protein folding is usually monitored
by spectroscopic means. However, in particular cases it can
be indirectly monitored through the change in disulfide
reduction-oxidation equilibrium and quantitatively analyzed
by using the linkage relationship [101, 102]. The advan-
tage of this approach is that the sensitivity is very high;
several hundredth of change in reduced or oxidized state

in a total of microgram amount of protein can be quanti-
tated. Recently, by combining with the principle of conven-
tional urea-denaturation analysis of protein, this approach
has been applied to know the size of highly unstable sub-
molecular structures that are coupled with individual native
disulfide formation in an early stage of oxidative folding of
hen lysozyme [103].

3.2.4. Disulfide Isomers
and Disulfide Rearrangements

When a protein contains more than three cysteinyl (Cys)
residues, a number of disulfide isomers occur. In a simplest
case of three Cys residues, there exist three ways for the
formation of one disulfide bond between two Cys residues
with the remaining one Cys residue keeping its thiol group
free: a total of three isomers of single-disulfide (1SS) species
occur. If a protein contains four Cys residues, three isomers
of two-disulfide (2SS) species and six isomers of 1SS species
occur. The number of ways in which 2n Cys residues form
j disulfide bonds, (2n�!/(2j(2n – 2j�!j!), rapidly increases
with increasing n values [41]: for a protein with eight Cys
residues as in the case of ribonuclease A, lysozyme, or
�-lactalbumin, the total number of possible disulfide iso-
mers is 28, 210, 420, and 105, for 1SS, 2SS, 3SS, and 4SS
species, respectively. Thus, for proteins with multiple disul-
fide bonds, to examine the disulfide linkage pattern of the
refolded state or to identify the state of isomer is one of
the highly sensitive means of confirming the attainment of a
native tertiary structure.

A disulfide isomer can spontaneously convert to another
isomer if the protein molecule contains a free Cys residue:
for instance, a protein with one disulfide bond (–SaSb–) and
one free cysteinyl residue (–ScH; the reactive species is an
ionized form) can convert to its isomer with –SbSc– and
–SaH, or that with –SaSc– and –SbH, via a linear transition
state [104, 105]. This process is known as “thiol-disulfide
exchange” or “thiol-disulfide transfer.” It occurs via a tran-
sition state in which a disulfide bond and a free thiol group
come close to each other and linearly arrange. Thus, facile
occurrence of thiol-disulfide exchange is a measure of pro-
tein flexibility or an indication of the absence of defined
stable topology of polypeptide chain tertiary fold.

Even if a protein molecule is saturated with disulfide
bonds, for example, 4SS, and does not contain any free
thiol groups, in the presence of externally added thiol
reagent such as GSH, the protein can be reduced partially,
for example, to a 3SS state, generating free intramolecu-
lar thiol groups, thus enabling thiol-disulfide exchange to
occur, resulting in another 3SS isomer. Then, in the pres-
ence of externally added disulfide reagents such as GSSG,
this isomer can form a fourth disulfide bond, resulting in a
4SS isomer that is different from the original 4SS species.
This process is called “disulfide rearrangement.” If start-
ing from disulfide-scrambled states formed under denatur-
ing solution conditions, through repeated cycles of disulfide
rearrangements, proteins attain, under native solution con-
ditions, a native disulfide linkage pattern associated with
a native three-dimensional structure, which is energetically
most stable and resistant to further disulfide rearrangement.
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3.3. Mechanism of Protein Stabilization
by Disulfide Bonds

3.3.1. Thermodynamic Factors
in Stabilization

Disulfide linkages confer stability to proteins primarily by
reducing the stability of the unfolded state: the introduction
of disulfide bonds into a polypeptide chain of a random-coil
conformation decreases the conformational entropy of the
chain [106, 107]. The entropy decrease is obtained by the
equation [108]

�S = −8�8− 1�5R lnN JK−1 mol−1�

where N represents the number of residues contained in the
loop formed by the disulfide bond. The magnitude of the
first term on the right-hand side of the equation is related
with the volume tolerance, that is, the volume within which
the two Cys C� atoms must reside for disulfide bonding, and
depends on the estimation of the closest approach of two
Cys residues; different values for this term have been used
[109, 110], and the equation proposed more recently is [111]

�S = −14�4− 1�5R lnN

The difference in equilibrium conformational stability and
that in kinetics of folding/unfolding between the reduced
(i.e., 0SS) and intact (1SS) forms of constant fragment of the
immunoglobulin light chain [112–114], and that between the
0SS, 1SS, and 2SS (intact) forms of ribonuclease T1 [108],
were explained by this mechanism.

In the above equations, the factor “1.5” derives from the
relationship that the available spatial volume for a random
chain of N residues without a cross-link is proportional to
N1�5. If excluded volume effect of polymer chains [115] is
taken into consideration, the factor will increase to 1.8–2.4
[116, 117]. In any way, in this mechanism the stabilization is
driven entropically, and is larger for increasing loop size.

Contrary to the entropic stabilization mechanism, by
taking the contributions from solvent into consideration,
entropic destabilization and enthalpic stabilization mech-
anism for the introduction of disulfide bond was pro-
posed based on a decreased hydrophobic surface area and
less favorable hydrogen bonding networks in the cross-
linked denatured state of protein [118]. Also, the vibrational
entropy determined by use of normal mode calculations on
the folded state of bovine pancreatic trypsin inhibitor was
shown to be reduced substantially on cleavage of disulfide
bonds [119]. Statistical analysis has shown that the num-
ber of disulfides in proteins is negatively correlated with
the content of aliphatic hydrophobic amino acid residues,
which contribute to protein stabilization through hydropho-
bic interactions [120].

Experimental results on the destabilization upon removal
of disulfide bonds and the mechanisms of destabilization
have been reviewed [121]. Those concerned with the pro-
teins that appear in Section 4 in this chapter will be
described in Section 5.

3.3.2. Introduction of Novel Disulfide Bonds
Introduction of novel disulfide bonds into proteins has
been carried out by using protein engineering techniques
[121]. Incorporation of a disulfide bond into T4 lysozyme,
a disulfide-free enzyme, increases the stability against ther-
mal inactivation [122]. In this case, the stabilization is pri-
marily against chemical inactivation at high temperature,
such as hydrolysis of side-chain amide or peptide bonds,
which is an irreversible phenomenon [123–125]. The role of
disulfide bonds to reduce the ability of proteins to undergo
aggregation by placing constraints on their unfolded confor-
mations was also suggested [126]. However, a novel disul-
fide bond introduced into dihydrofolate reductase stabilized
the protein against denaturant-induced denaturation, but
not thermal denaturation [127]. Stabilization against both
denaturant- and thermal-unfolding was shown on the intro-
duction of a disulfide bond into Escherichia coli ribonuclease
H [128].

Introduction of novel disulfide bonds into subtilisin did
not impart the stabilization against irreversible inactivation
compared with wild-type subtilisin [129, 130]. X-ray crys-
tallography of the disulfide-engineered subtilisin molecules
showed the existence of atypical, high-energy dihedral angles
in the engineered disulfide bonds [131]. Destabilization on
the introduction of a disulfide bond was also reported
for cytochrome c, although the mechanism is different
[132, 133].

Studies on several individual disulfide bonds introduced
into T4 lysozyme indicated that a large loop size and a loca-
tion that includes a flexible part of the protein molecule are
important for the novel disulfide bond to stabilize the pro-
tein [134]. If a disulfide bond is introduced to a rigid part
of protein, the strain energy is difficult to dissipate. When
multiple disulfide bonds, each of which suffices the con-
ditions for protein stabilization, are introduced, the resul-
tant stabilization in terms of melting temperature was shown
to be nearly additive [135]. Two different novel disulfide
bonds were introduced into different parts of barnase [136].
One part becomes structured early in the folding kinetics,
and the other part late (after the rate-determining step).
Both increased the equilibrium stability against denatura-
tion, although the magnitude of which was not in accord
with the chain entropy theory. More importantly, although
intermediate and transition states of folding are stabilized in
the former construct, only the final folded form is stabilized
in the latter construct. Consequently, the stability against
the kinetic rate of denaturation is enhanced in the latter
construct. Differential effect of the introduction of disul-
fide bonds at various positions, one group stabilizing local
hairpins and another group connecting �-strands distant in
primary sequence, on the folding kinetics of a �-sheet pro-
tein, CD2, has been reported [137]: the enhancement of the
folding rate in the rate-limiting step was found to be corre-
lated with a reduction in “contact order” [138, 139] of the
molecule.

Lattice model simulations have shown that folding is
accelerated when disulfides are introduced in or close to the
folding nucleus, while decelerated when they are introduced
outside the nucleus [120]. These are consistent with experi-
mental results obtained for barnase [136].
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4. PATHWAY OF DISULFIDE-ASSOCIATED
PROTEIN FOLDING

Folding reaction of many simple proteins with multiple
disulfide bonds has been reported to conform to an all-
or-nothing mechanism. However, this is usually true only
for the folding/unfolding reactions with all disulfide bonds
intact, that is, not associated with disulfide formation. In
the case of a folding reaction which starts from a reduced
state of protein, and which involves the formation of disul-
fide bonds (called “oxidative folding”), and therefore which
is closer to the folding reactions in vivo, the folding pro-
cess is not an all-or-nothing type in most cases. A number
of intermediate states with intermediate numbers of disul-
fide bonds (“disulfide-intermediates”), and usually with par-
tial structure formation, are observed. Detailed studies of
the pathways of oxidative folding for representative proteins
are described in the following. We note that the apparent
accumulation of a particular intermediate does not neces-
sarily indicate its importance in productive folding pathways:
in purely sequential reactions, “lazy” intermediates tend to
accumulate more than “quick” intermediates, while in paral-
lel reactions the flux of reaction is of course larger for more
efficient pathways. The actual oxidation of proteins seems
to accord with reaction schemes that involve both sequential
and parallel pathways. Therefore, the role or fate of par-
ticular intermediates should be clarified by the experiments
specially designed for such objectives. We also note that the
extent of the attainment of protein conformational struc-
ture does not necessarily parallel with the extent of disulfide
formation.

4.1. Bovine Pancreatic Trypsin Inhibitor

Bovine pancreatic trypsin inhibitor (BPTI) is a small (58
amino acids) protein, which binds to trypsin and inhibits
its enzymatic action. It contains three disulfide bonds: Cys
5–Cys 55, Cys 14–Cys 38, and Cys 30–Cys 51 (Fig. 8).
The detailed pathway of disulfide-associated protein fold-
ing was presented first for BPTI by Creighton [140], and
a number of reviews on the pathway have been published
[141–147].

4.1.1. Nonnative Intermediates
and Disulfide Rearrangements

Starting from a reduced and unfolded form, initial sin-
gle disulfides form nearly randomly between the six Cys
residues. Among one-disulfide (1SS) intermediates, that
with the Cys 30–Cys 51 disulfide bond, designated [Cys 30–
Cys 51] (or simply [30–51], when this is not confused with
references cited), is energetically most stable and became
predominantly populated. From [Cys 30–Cys 51], three
species of two-disulfide (2SS) intermediates [Cys 30–Cys 51,
Cys 5–Cys 14], [Cys 30–Cys 51, Cys 5–Cys 38], and [Cys 30–
Cys 51, Cys 14–Cys 38] are produced efficiently. Note that
the former two 2SS intermediates contain nonnative disul-
fide bonds, Cys 5–Cys 14 and Cys 5–Cys 38, and are desig-
nated “nonnative intermediates.” These two nonnative 2SS
intermediates rearrange their disulfide bonds intramolecu-
larly to produce a 2SS intermediate, [Cys 30–Cys 51, Cys 5–
Cys 55], in which native-like stable structure is attained. The

Figure 8. Ribbon diagram of the folded structure of native BPTI [PDB
1BPI]. Two major �-strands (residue numbers 18–24 and 29–35) are
colored blue, and two helical segments (3–6 and 48–56) are colored
magenta. Other details of graphical representation conform to those
described for Figure 3.

2SS native intermediate, [Cys 30–Cys 51, Cys 14–Cys 38],
which contains two native disulfide bonds, however, does
not efficiently proceed to direct formation of the remain-
ing third native disulfide bond, Cys 5–Cys 55. It must rear-
range to either (or both) of the 2SS nonnative intermediates
[Cys 30–Cys 51, Cys 5–Cys 14] or [Cys 30–Cys 51, Cys 5–
Cys 38] to enter the productive pathway. The reaction step
leading to the formation of [Cys 30–Cys 51, Cys 5–Cys 55]
via disulfide rearrangements is rate determining in the whole
series of reaction of the oxidative folding of BPTI [148].
From [Cys 30–Cys 51, Cys 5–Cys 55], the remaining native
disulfide bond, Cys 14–Cys 38, is readily formed to produce
completely oxidized native state, [Cys 30–Cys 51, Cys 5–Cys
55, Cys 14–Cys 38].

Why are such indirect means required to reach the final
folded state? A hint can be found in the study employing
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snake proteins that are homologous to BPTI, and with lower
stability of the folded state [149]. With decreasing stability
of the final native proteins, the direct pathway, in which the
three native disulfide bonds are successively formed, that is,
first Cys 30–Cys 51, then Cys 5–Cys 55, finally Cys 14–Cys 38,
becomes significant. Since the energy of the transition state
leading to the formation of [Cys 30–Cys 51, Cys 5–Cys 55]
is thought to reflect the need to distort the native-like con-
formation [142, 150], it seems that when the final native
state is more stable, the energy to distort it in the transi-
tion state may be even higher. Amino acid replacements at
three different sites of BPTI (Tyr 23 → Leu, Tyr 35 → Gly,
Asn 43 → Gly) have different effects on the relative stabili-
ties of the representative classes of intermediates described
in this scheme [151].

When the Cys residues 14 and/or 38 are blocked by alkyla-
tion, or replaced by serine residues with genetic engineering,
the formation of 2SS intermediates at 25 �C becomes very
inefficient [152, 153], in agreement with the involvement
of [Cys 30–Cys 51, Cys 5–Cys 14], [Cys 30–Cys 51, Cys 5–
Cys 38], and [Cys 30–Cys 51, Cys 14–Cys 38] intermediates
for the disulfide rearrangement pathway of wild-type BPTI
folding described earlier. However, the “direct” pathway in
which [Cys 30–Cys 51, Cys 5–Cys 55] is directly produced
from [Cys 30–Cys 51] exists, especially at high refolding tem-
peratures, for variant BPTI forms in which Cys residues 14
and 38 are genetically replaced by alanine or threonine, or
chemically blocked [154]. Furthermore, detailed analyses on
the difference between the rates of protein disulfide forma-
tion for two different redox pairs, GSSG/GSH and oxidized
DTT/reduced DTT, predicts that such direct pathway from
either [Cys 30–Cys 51] or [Cys 5–Cys 55] to form [Cys 30–
Cys 51, Cys 5–Cys 55] becomes significant with the use of
former redox pair [155].

4.1.2. Dominance of Native Intermediates
After the pioneering work by Creighton and co-workers
described earlier, oxidative-folding pathway of BPTI was
reexamined by Kim group using acid quenching methods
and reversed-phase high-performance liquid chromatogra-
phy as a separation technique of disulfide intermediates
[156]. Their results, especially those obtained at neutral pH
condition (pH 7.3), showed that 1SS intermediate [Cys 5–
Cys 55] also predominates in addition to [Cys 30–Cys 51].
From these 1SS intermediates, 2SS intermediates with native
disulfide bonds, [Cys 30–Cys 51, Cys 14–Cys 38] and [Cys 5–
Cys 55, Cys 14–Cys 38] respectively, are predominantly
formed. However, these 2SS intermediates do not directly
proceed to the formation of the remaining respective third
native disulfide bond. Disulfide rearrangement to form the
2SS native intermediate [Cys 30–Cys 51, Cys 5–Cys 55],
which has been identified by Creighton to be the immedi-
ate product of the rate-limiting step, via nonnative disulfide
bond formation as required by disulfide chemistry, is neces-
sary before reaching a fully oxidized form [Cys 30–Cys 51,
Cys 5–Cys 55, Cys 14–Cys 38]. The two 2SS native interme-
diates, [Cys 30–Cys 51, Cys 14–Cys 38] and [Cys 5–Cys 55,
Cys 14–Cys 38], are essentially natively folded as described
in the next section. Stably folded state of these partially

oxidized forms can bury unoxidized thiol groups inside pro-
tein molecule and inhibit their reaction with thiol reagents,
thus considerably retarding the completion of oxidative fold-
ing reaction, as was shown for the constant fragment of
immunoglobulin light chain [100]. Indeed, isolated [Cys 30–
Cys 51, Cys 14–Cys 38] intermediate showed accelerated
rearrangement to [Cys 30–Cys 51, Cys 5–Cys 55] in the pres-
ence of increasing concentrations of denaturing agent. Thus,
for the final product of oxidative folding to be obtained effi-
ciently, there exists a case in which the unfolding of stable
intermediates is required.

4.1.3. Toward a More Comprehensive View
The involvement of nonnative intermediates and dominant
population of native intermediates in the pathway of oxida-
tive folding are not contradictory to each other. The two
views on the oxidative-folding pathway of BPTI, while con-
taining several fundamental aspects in common, differ in the
evaluation of the role of nonnative disulfide intermediates
in the productive folding pathway [157, 158]. On the one
hand, the conformational structures of the recombinant ana-
logues of the 2SS nonnative intermediates [Cys 30–Cys 51,
Cys 5–Cys 14] and [Cys 30–Cys 51, Cys 5–Cys 38] in com-
parison with 1SS [Cys 30–Cys 51] were shown to be con-
sistent with their proposed role in the folding [159]. The
oxidative refolding of the recombinant BPTI analogues that
lack either Cys14 or Cys38 with replacement by Ser has
been characterized, and it was shown that essentially all the
molecules refold through the two 2SS nonnative intermedi-
ates [160]. On the other hand, rearrangement kinetics start-
ing from the isolated 2SS nonnative species, [Cys 30–Cys 51,
Cys 5–Cys 14] or [Cys 30–Cys 51, Cys 5–Cys 38], showed
that these nonnative intermediates predominantly converted
to [Cys 30–Cys 51, Cys 14–Cys 38] rather than to [Cys 30–
Cys 51, Cys 5–Cys 55], and are not specifically involved in
the productive pathway alone [161]. The reason why the 2SS
native intermediate [Cys 30–Cys 51, Cys 14–Cys 38] does not
efficiently proceed to direct formation of the remaining third
native disulfide bond, Cys 5–Cys 55, was shown to be that
the native-like structure of this intermediate decelerates not
only the first step, that is, mixed disulfide formation of Cys5
or Cys55 with disulfide reagents by hundred-fold, but also
the second step, that is, intramolecular thiol-disulfide trans-
fer to form 5–55 disulfide bond by several hundredfold [162].

Theoretical and experimental studies that explicitly and
extensively analyze relationships between native and non-
native intermediates of BPTI have been reported. A phe-
nomenological theory to predict pathways of oxidative
folding was developed based on a “proximity rule” in which
P(l�, the probability of the formation of a disulfide bond
with a loop size of l, is assumed to depend only on the
loop size l (in such a way that P(l� is negligible for l < 7,
reaches maximum at l ≈ 10, and Pl� ∼ l−2�2 for larger l
values), and P(l1,l2�, that of simultaneous formation of two
disulfide bonds with loops of l1 and l2, is assumed to be
P(l1�P(l2� [163]. Further, the folding was assumed to occur
in three distinct stages. First, for short time regime, random
formation of native and nonnative 1SS species, followed by
the formation of native or nonnative second disulfide bond,
occurs according to the proximity rule. Next, for medium
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time regime, interconversion of nonnative and seminative
2SS species to native species occurs via cleavage of a non-
native disulfide bond (with concomitant reproduction of 1SS
species) and reformation of second disulfide bond. Last, for
long time regime, the rate-limiting rearrangement transition
from native-like two-disulfide species to the native species
([Cys 30–Cys 51, Cys 5–Cys 55] for BPTI) occurs. The results
showed that the native state is primarily obtained by the
rearrangement of [Cys 30–Cys 51, Cys 14–Cys 38] to [Cys
30–Cys 51, Cys 5–Cys 55], 90% of which proceeded via
nonnative transients, most notably [Cys 30–Cys 51, Cys 5–
Cys 14].

Previously unidentified native 1SS intermediate, [Cys 14–
Cys 38], has been shown to be formed more rapidly than
any other 1SS species [164, 165], partly due to electro-
statically enhanced reactivities of Cys14 and Cys38 thiols
[165, 166]. The majority of [Cys 14–Cys 38], however, was
not a direct precursor to either [Cys 14–Cys 38, Cys 30–
Cys 51] or [Cys 14–Cys 38, Cys 5–Cys 55], but undergoes
intramolecular rearrangements, via nonnative 1SS interme-
diates, to generate thermodynamically more stable, native
1SS intermediates, [Cys 30–Cys 51] and [Cys 5–Cys 55] [166].
Thus, whether a particular disulfide-intermediate is directly
productive for subsequent folding steps or not is a question
different from whether the disulfide-linkage in the interme-
diate is native or not.

4.2. Ribonuclease A

Bovine pancreatic ribonuclease A (RNase A; EC 3.1.27.5)
is 124 amino acids long, and contains four disulfide bonds
between Cys residues 26–84, 40–95, 58–110, and 65–72. Two
disulfide bonds, Cys 40–Cys 95 and Cys 65–Cys 72, link
together surface loops, while the other two, Cys 26–Cys
84 and Cys 58–Cys 110, link an �-helix to a �-strand in
a protein core (Fig. 9) RNase A hydrolyzes a phosphodi-
ester bond of ribonucleic acids at the 3′ side of pyrimi-
dine nucleotide.

Figure 9. Ribbon diagram of the folded structure of native RNase A
[PDB 1FS3]. Three �-helical segments (residue numbers 3–13, 24–33,
and 50–60) are colored magenta, and seven �-strands (43–48, 79–86,
and 97–104, comprising an antiparallel �-sheet on the left; 61–63, 72–74,
105–111, and 115–124, comprising another antiparallel �-sheet on the
right) are colored blue.

4.2.1. Multiple versus Nonmultiple Pathways
In the oxidative folding of RNase A with GSSG and GSH
redox couple, a number of intermediates appear and incor-
rectly formed disulfide bonds are reshuffled. Essentially all
of the intermediates are disordered in conformation and
have no enzymatic activity [167–169], except for a 3SS
intermediate that lacks the Cys 40–Cys 95 disulfide bond
[170, 171]. This is in contrast to the case of BPTI, in which
only limited numbers of intermediates appear. It seems to
reflect a lower stability and higher cooperativity of RNase A
structure compared to BPTI.

As for the rate-limiting transition, it was shown, on the
one hand, to occur at the very final stages of refolding,
that is, the formation of the last correct disulfide bond
[172, 173]. On the other hand, multiple rate-determining
steps were proposed to exist: the intermediates of RNase A
were separated into nine fractions on a carboxymethylcellu-
lose column [174]. They collectively contain 24 intermedi-
ates, which differ from each other in the numbers of protein
disulfide bonds, mixed disulfides with glutathione, and free
thiol groups. The relative populations of these intermedi-
ates, which lie prior to the rate-determining steps, become
constant rapidly after the start of reoxidation reaction: a
stationary, or preequilibrium, state is established. The equi-
librium constants among the intermediates in the preequilib-
rium state were determined under various concentrations of
GSH and GSSG. By measuring the amounts of fully regener-
ated RNase A at various concentrations of GSH and GSSG,
and relating the amounts to the distributions of the inter-
mediates, multiple pathways with different rate-determining
steps were identified [175–177]. These, altogether six, path-
ways were classified as a growth-type (the rate-limiting step
involves formation of an intramolecular disulfide bond) or a
rearrangement-type (the rate-limiting step involves reshuf-
fling or disruption of a disulfide bond) [178].

Concerning the appropriateness of multiple versus non-
multiple folding pathways, criticisms and a great deal of
debate were exchanged, particularly on the appropriate-
ness of kinetic and energetic analyses, refolding conditions,
quenching methods, and existence of intermediates in reduc-
tive unfolding pathways [95, 96, 179–181].

When oxidized and reduced dithiothreitol are used as
redox couple, the fractionation of intermediates and subse-
quent kinetic analysis are greatly simplified due to practical
elimination of mixed disulfide species in this redox system
[155, 182]. The oxidative folding proceeds with sequential
reaction steps: R → 1SS → 2SS → 3SS → 4SS, where
iSSs represent ensembles of isomers that contain i disul-
fide bonds. These ensembles, including 4SS, are essen-
tially unstructured with respect to protein conformation.
A steady-state condition is established soon after the start
of reaction. Apparent equilibrium constants, derived from
steady-state populations of these SS groups and corrected
for the number of chemically distinct species in each group,
are nearly constant, consistent with the intermediates being
globally disordered in protein conformation. Later, extensive
analyses of the populations of isomers among 1SS ensemble,
employing peptide mapping with mass spectrometry, showed
that they are not random within each group. The 1SS native
isomer [Cys 65–Cys 72] predominates (40% of the total 1SS
population), and all the four 1SS isomers of native disulfide
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pairings, including [Cys 65–Cys 72], have populations greater
than respective theoretical populations expected for random
polypeptide chains [183]. Similar analysis showed that the
disulfide bond Cys 65–Cys 72 is present in about 53% of all
2SS intermediates [184].

Detailed kinetic analysis of the sequential reaction steps
just described showed that the rate-determining step in the
oxidative refolding of RNase A with oxidized and reduced
dithiothreitol involves intramolecular disulfide rearrange-
ment of 3SS species [185]. Rearranged 3SS species are
rapidly oxidized to the final native 4SS protein. Thus, the
oxidative refolding of RNase A is similar to that of BPTI in
that it proceeds via disulfide rearrangement pathways, but
dissimilar in that the development of conformational struc-
ture of RNase A is highly cooperative and occurs only late
in the pathways.

4.2.2. Two Separate Pathways
and Disulfide-Secure Species

By manipulating redox conditions after the attainment of the
steady-state conditions, the 3SS species that follow the rate-
determining step were trapped, isolated, and identified: one
lacking the 65–72 disulfide bond (des-[65–72]), and the other
lacking the 40–95 disulfide bond (des-[40–95]) [186]. The
population of these two 3SS species during the time course
of oxidative folding were specifically monitored by using a
“reduction pulse,” under which these 3SS species as well as
fully regenerated native species survived unreduced [187].
About 80–86% of the regeneration occurs via des-[40–95]
while the remainder occurs via des-[65–72]. The temperature
dependence of the overall regeneration rates [188] reflects
the stability of these 3SS intermediates with respect to the
entire ensemble of 3SS species.

Examination of the reductive unfolding, which is a reverse
process of oxidative folding, of RNase A over a range of pH,
temperature, and concentrations of dithiothreitol has been
carried out [189, 190]. As a blocking reagent, 2-aminoethyl
methanethiosulfonate was used. The reductive unfolding
proceeds through parallel pathways with the formation of
the two 3SS intermediate species described above. The rate-
limiting steps involve two distinct local unfolding events
rather than a global one.

The two 3SS intermediates, des-[40–95] and des-[65–72],
are productive on-pathway intermediates, while the other
two 3SS intermediates with native disulfide bonds, des-[26–
84] and des-[58–110], are off-pathway dead-end species,
which must reshuffle their disulfide bonds to go back to
the productive pathway. These different kinetic fates of
intermediates can be experimentally distinguished by sub-
jecting them to reducing reagents of appropriate concen-
tration [191]. The former species are not sensitive to the
reducing reagents, which indicates that their disulfide bonds
are buried and protected. Moreover, they did not rear-
range their disulfide bonds (“disulfide-secure”). By con-
trast, the latter species rearranged their disulfide bonds, and
are reduced (“disulfide-insecure”). The reductive unfold-
ing, oxidative folding, conformational structure in disulfide

intermediates, and other aspects of the folding of RNase A
have been reviewed [83, 192].

4.3. Hen Lysozyme

Lysozyme (1,4-�-N -acetylmuramidase; EC 3.2.1.17) is a
bacteriolytic enzyme, which cleaves the glycosidic linkage
between C-1 of N -acetylmuramic acid and the C-4 of
N -acetylglucosamine in the peptidoglycan of bacterial cell
wall [193]. It is found in various tissue and secretion [194]
such as tears, nasal mucus, milk, and most notably in egg
white. Hen lysozyme consists of 129 amino acid residues
[195, 196] (Fig. 1). It contains four disulfide bonds between
Cys residues 6–127, 30–115, 64–80, and 76–94 [197, 198]
(Fig. 3). Among these, the 6–127 and 30–115 disulfide bonds
reside in the �-domain of the molecule, the 64–80 bond in
the �-domain, and the 76–94 bond at the interface between
the �- and �-domains [199, 200]. Although the folding of
lysozyme starting from a denatured state with its four disul-
fide bonds intact completes in seconds, the oxidative refold-
ing reaction starting from a denatured and reduced state
takes minutes to hours. Early history, occurrence, isola-
tion, structure, activity, and other properties of lysozyme as
well as those of �-lactalbumin, a protein closely related to
lysozyme, have been reviewed [201]. Folding of lysozyme has
also been reviewed [34, 202].

Optimal conditions such as pH, temperature, protein and
thiol reagents concentrations for the oxidative folding of hen
lysozyme have been reported [203, 204]. By optimizing the
ratio of GSSG to GSH, as well as their total concentration,
the oxidative refolding process in vitro was made consider-
ably rapid and efficient, a half-time of 5 min or so [204].
Under such conditions, the rate-limiting process was sug-
gested to be protein conformational changes that accompany
protein thiol-disulfide interchange reactions. The analysis of
disulfide-containing peptides formed during an early stage of
air-oxidation of hen lysozyme apparently identified only less
than one-third of the 28 possible pairs [205]. Detailed analy-
sis in the case of oxidation with glutathione showed that two
disulfide bonds involving Cys64, Cys76, Cys80, and Cys94 are
formed rapidly, then the disulfide bond between Cys30 and
Cys115, and presumably finally, the disulfide bond between
Cys6 and Cys127 [206]. Hence, the oxidative folding of hen
lysozyme was shown to proceed through a limited search
of intermediates, and seems to proceed through a “direct”
pathway. However, it was pointed out that there may have
occurred disulfide rearrangements during quenching since
the method employed was not ideal [141].

Enzymatically active fractions with native-like compact
hydrodynamic volumes, which were obtained during air-
oxidation reaction, were fractionated, and shown to con-
tain 3SS derivatives that lack either 6–127, 64–80, or 76–94
disulfide bonds [207]. Using the materials obtained by reox-
idation of reduced and partially as well as randomly car-
boxymethylated hen lysozyme, it was shown that none of
the four native disulfide bonds of hen lysozyme is obligatory
for in vitro oxidative folding to enzymatically active forms
[208]. These early results on the disulfide intermediates of
hen lysozyme have been reviewed [209].
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4.3.1. Stages for the Appearance
of Conformational Structures

It was reported that considerable amount of secondary struc-
ture was instantaneously formed in reduced lysozyme after
transferring to oxidative-refolding conditions [210]. How-
ever, continuous-flow circular dichroism study [211] and
improved estimation of the signal of the denatured protein
in the renaturation buffer [212] have shown that there is
no burst phase in the ellipticity change during the oxidative
folding of reduced lysozyme, unlike the case of nonoxida-
tive folding of disulfide-intact lysozyme which is described in
the next subsection. Almost no enzymatic activity is regained
until the averaged number of disulfides formed per protein
molecule reaches two [206]. As described above [207, 208]
and demonstrated by using recombinant analogue proteins
[213], all the four 3SS intermediates with native disulfide
pairing are enzymatically active. The progress curves for pro-
tein conformations, protein thiol oxidation, enzymatic activ-
ity, etc. were different between oxidative-folding reactions
promoted by CuII�+O2 and glutathione redox pair [214].

A detailed time course of the oxidative folding of hen
lysozyme monitored through the population of intermedi-
ates with defined number of disulfide bonds, protein con-
formational structures, and enzymatic activity has been
reported [212, 215]. The oxidative folding of hen lysozyme
at practically high protein concentrations can be carried
out by suppressing aggregation with the addition of sol-
ubilizing agents [216, 217]. Solution conditions were opti-
mized to minimize the formation of aggregate, as well as to
enable far-UV CD and fluorescence measurements during
the oxidative-folding reaction [212]. Since the concentrations
of GSH and GSSG were very low, the oxidation reaction was
essentially irreversible, unlike the case described above for
RNase A, and the formation of mixed disulfides was rate-
limiting in each step of protein disulfide-bond formation.
By using electrospray-mass spectrometry, the time courses
of populational changes of 0SS through 4SS species during
oxidative folding of hen lysozyme were obtained. Leaving
aside an “off-pathway” reaction step which led to aggregates
of presumably nonnatively disulfide-bonded 3SS species, the
productive oxidative-folding reaction conformed to a sim-
ple four-step sequential model in which i-SS species is pro-
duced from (i−1)-SS species, for i = 1 to 4, successively.
By comparing the time course of populational changes of
these disulfide-intermediates with the progress of far-UV
CD signal and enzymatic activity during oxidative folding,
it was shown that protein secondary structure appears after
the formation of 2SS species and before the appearance of
3SS species. Substantial enzymatic activity and nearly full
amount of far-UV CD signal appear with the appearance
of 3SS species. These conclusions are consistent with the
properties of recombinant analogues of 1SS, 2SS, and 3SS
intermediates of lysozyme [103, 213, 218].

Qualitatively similar pathway was reported using opti-
cal as well as NMR spectroscopies and HPLC separation
techniques [219, 220]. First, a relatively large number of
highly unstructured intermediates with one or two disulfide
bonds, rapidly interconverting among isomers, are formed.
Next, with the formation of a third disulfide bond, extensive

native-like tertiary structure develops. Fully native protein
with four disulfide bonds is formed via rearrangement of a
highly native-like, kinetically trapped 3SS intermediate des-
[76–94]. It was suggested that this particular 3SS interme-
diate has to unfold and reorganize in order to form the
76–94 disulfide bond and therefore to complete oxidative
folding. This situation is similar to that described previously
for BPTI. A significant population (about 30%), however,
appears to fold more quickly via other two 3SS intermedi-
ates detected, namely des-[64–80] and des-[6–127].

Immunochemical pulsed-labeling characterization with
two monoclonal antibodies that recognize native structures
within the �- and �-domains, respectively, showed that the
native-fold of the �-domain appears in 2SS intermediate
[Cys 6–Cys 127, Cys 30–Cys 115], but not in other 2SS inter-
mediates, while the native-fold of the �-domain appears with
the formation of the third disulfide bond 64–80 [221]. Thus,
although it was reported (under somewhat different redox
conditions) that �-domain disulfide bonds form first dur-
ing 1SS and 2SS stages [206], native folding occurs first in
the �-domain, and simultaneous existence of two disulfide
bonds, 6–127 and 30–115, is necessary for this to occur.

4.3.2. Pathways of Nonoxidative Folding
The kinetics of nonoxidative folding, or disulfide-intact
folding, has been studied extensively for hen lysozyme
[75, 222–228]. In the nonoxidative folding, the reaction is
started from chemically denatured state of protein, for
example, in the presence of 6 M guanidium chloride, with
protein’s disulfide bonds intact, and is initiated by rapidly
lowering the denaturant concentration for the protein to
restore its tertiary structures. Nonoxidative folding proceeds
faster than oxidative folding [211]. Secondary structure
forms in milliseconds and the complete tertiary structure
forms in seconds. The mechanism of nonoxidative folding of
lysozyme has a great deal of relevance to that of oxidative
folding of lysozyme, and recent results are briefly reviewed
here.

The existence of early folding intermediates with con-
siderable amount of secondary structure but without ter-
tiary structure in the nonoxidative folding of hen lysozyme
has been shown previously [227, 228]. Competition between
amide hydrogen exchange and the progress of folding
showed that in the early stages of nonoxidative folding, two
structural domains of lysozyme fold distinctly: exchange-
protected structure accumulates faster in the �-domain
than in the �-domain [229]. Pulsed hydrogen/deuterium
exchange labeling and stopped-flow CD measurements have
shown that within the first 2 msec rapid formation of labile
�-helical structure with hydrophobic collapse occurs; then
within the next 10 msec or so, protection of about 50%
of the �-domain amides and 30% of the �-domain amides
occurs; protection of �-domain amides completes by 100–
150 msec, while that of �-domain does not complete until
about 1 sec, which nearly correlates with the development of
tertiary structures [230]. In addition, a transient overshoot
at around 80 msec in the CD signal at 225 nm was observed,
which was thought to be due to formation of some nonnative
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structures. Importantly, experiments with varying labeling
pulses showed that there exist parallel alternative folding
pathways. Detailed stopped- and continuous-flow CD stud-
ies at different wavelengths enabled construction of the far-
UV CD spectrum of the molecular species formed in the
initial burst phase [231]. It strongly suggested that the com-
plete native-like secondary structure is formed in less than
4 msec. On the other hand, the kinetics in near-UV CD
showed that at 4 msec aromatic or cystinyl side-chains are
not tightly packed and still in a symmetrical environment.
The considerably large overshoot-type changes in the CD
band centered at 228 nm in the subsequent rapid and slow
phases are most likely due to transient constraints on disul-
fide bonds.

Stopped-flow fluorescence and absorbance studies have
shown substantial quenching of tryptophan fluorescence
(either Trp62 or Trp108) [232] in the intermediate that
was shown to exhibit CD overshoot in the previous stud-
ies described earlier. This structure is stabilized by nonna-
tive tertiary interactions involving Trp62 and Trp108, since
two mutants in which either of these tryptophan residues
was replaced by tyrosine did not show the intermediate
of highly quenched fluorescence [233]. Moreover, these
mutants showed accelerated rates of folding. The nonoxida-
tive folding of human lysozyme, which is homologous to hen
lysozyme, has been studied [234]. The overall rate of folding
is four-fold faster than that of hen lysoyzme. The fundamen-
tal character of the folding process is preserved, but there
exist significant changes in the stability and structures of the
intermediates.

The use of electrospray ionization mass spectrometry
to monitor and resolve intermediately hydrogen-exchanged,
and therefore of intermediate masses, species during fold-
ing, has shown that, in addition to a sequential folding
pathway in which �-domain is first structured followed by
�-domain structure formation, there exists faster and coop-
erative pathway in which the two domains become struc-
tured simultaneously [235]. The active site of lysozyme is
formed at the interface between the two domains. By using
a fluorescent substrate analogue 4-methylumbelliferyl-N ,N ′-
diacetyl-�-chitobiose [236], which binds to the active site,
the slow phase (a time constant value around 350 msec)
was shown to represent the process of integration of two
domains with the formation of a functional active site, and
therefore a fully native molecule [237]. In a later report,
another pathway with faster formation of the active site (a
time constant value of 100 msec, and amplitude of 25%)
was revealed [238]. The latter pathway corresponds to the
faster and cooperative pathway that has been found in
hydrogen-exchange labeling studies [230, 235]. The 5 to 10-
msec product in which amides groups in both �- and �-
domains are protected from hydrogen-exchange is not fully
natively folded. This state lacks the docking between the two
domains, and is called “a near-native state.”

In agreement with these observations, by using inter-
rupted refolding experiments, which specifically monitor
the amount of natively folded molecules, the major fold-
ing pathway that involves the �-domain-folded intermedi-
ate described above as well as a minor pathway in which
lysozyme molecules fold faster without such an intermediate

were shown [239]. Kinetic partitioning occurs between par-
allel folding pathways: part of the molecules fold directly to
the native state, while others are trapped in partially folded
states, which decelerates their conversion to the native state
[240]. The existence of the slow-folding channel implies that
pre-formed secondary structure in the folding intermedi-
ate obstructs formation of the transition state of folding.
At higher temperatures, the folding process becomes more
cooperative and the overshoot-type unusual CD and fluores-
cence changes are absent, due to the destabilization of the
�-domain-folded intermediate [241].

The rate of the slow phase decreased with increasing ionic
strength [237], and the formation of the near-native state
in the slow-folding track and subsequent docking of the �-
and �-domains with the formation of a fully native molecule
were decoupled [242]. Thus, the near-native state is a com-
mon intermediate found in both fast- and slow-folding
tracks. Specific electrostatic interactions and anion binding
appear to play important roles in the docking process.

4.4. �-Lactalbumin

Bovine �-lactalbumin (�-LA) is 123 amino acids long,
and contains four disulfide bonds between Cys residues
6–120, 28–111, 61–77, and 73–91. It is homologous to
lysozyme in amino acid sequence [243–245], in a disulfide
linkage pattern, and in three-dimensional structure [246–
248]. �-LA is a milk whey protein. As a regulatory com-
ponent of a lactose synthase (UDP-D-galactose:d-glucose
�-4-d-galactosyltransferase; EC 2.4.1.22) system, it alters
the substrate specificity of the galactosyltransferase from
N -acetylglucosamine to glucose, thus enabling lactose (�-d-
galactopyranosyl-(1→4)-d-glucose) synthesis to be effected
with the onset of lactation [201]. �-LA tightly binds a cal-
cium ion [249]. The gene for �-LA seems to have diverged
from that for calcium-binding lysozyme some 200 million
years ago with the appearance of mammary gland (reviewed
in [201, 250, 251]).

Oxidative folding of �-LA to generate the final native
active protein requires calcium ion [252, 253]. Pathways of
reductive unfolding and oxidative folding of bovine �-LA
have been clarified in detail [147, 254]. During the oxidative
folding, many 1SS, 2SS, and 3SS intermediate species appear
sequentially. Most of them do not have stable native-like
structures, and do not bind calcium ion. Through disulfide
rearrangements among the 3SS intermediates, a particular
3SS species, des-[6–120], appears, which can bind calcium
ion, and rapidly forms the fourth disulfide bond, 6–120. The
binding of calcium ion is necessary for the oxidation reaction
to progress beyond the 3SS stage, and the rate-determining
step is the rearrangement of 3SS intermediates to produce
3SS des-[6–120].

In the reductive-unfolding pathway with the presence
of calcium ion, the 6–120 and 28–111 disulfide bonds are
reduced sequentially [254]. The 6–120 disulfide bond was
shown to be 140 times more reactive than normal disul-
fide bonds in a fully accessible state, and the superreactivity
arises from the geometric strain imposed on this disulfide
bond by the native structure [255].
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5. STRUCTURE AND PROPERTIES
OF DISULFIDE INTERMEDIATES
AND THEIR ANALOGUES

The elucidation of the structure and properties of the disul-
fide intermediates that are trapped during the folding or
unfolding reaction provides valuable information about their
roles in folding, and therefore about the appropriateness
of the proposed folding mechanism. Apart from this objec-
tive, since most proteins with multiple disulfide bonds lose
higher-order structure and enzymatic activity upon reductive
cleavage of all the disulfide bonds, a natural question is how
many disulfide bonds are necessary under native solution
conditions for such proteins to acquire native-like structure
and biological activity; and if not all the disulfide bonds are
necessary, which ones are essential or dispensable? Even if
it is the case that the completely folded structure can be
attained in the reduced form of the protein such as that for
constant fragment of the immunoglobulin light chain [112]
or ribonuclease T1 [108, 256], studies of defined disulfide-
intermediate species provide information about the mecha-
nism of gain or loss in thermodynamic stability.

The development of site-directed mutagenesis and recom-
binant DNA technologies has made it possible to con-
struct variant protein genes in which codons for specific Cys
residues are changed to, usually, Ala or Ser residue. By
expressing the variant genes in appropriate host cells such
as E. coli, yeast, insect cells, etc., variant proteins that lack
specific disulfide bonds can be prepared. With the conven-
tional techniques of protein chemistry, it is usually diffi-
cult to prepare variant proteins that lack specific disulfide
bonds. They serve as stable analogues of disulfide interme-
diates, and their structures and properties provide useful
insights into the folding mechanism. Thus, it is now possible
to explore the contribution of individual disulfide bonds to
the folding and stability of proteins with multiple disulfide
bonds. Another obvious merit of the use of stable analogues
of disulfide variants that have fewer numbers of possible
disulfide bonds than wild-type protein is that it makes the
analysis of many aspects of disulfide formation much sim-
pler since the number of possible isomers are considerably
reduced as described in Section 3.2.4.

Some descriptions related to these topics have already
been given in Section 4; in this section, the structure and
properties of disulfide intermediates of representative pro-
teins are reviewed comprehensively. In the titles of the fol-
lowing subsections, “nSS species” denote collectively both
the disulfide intermediates and their analogues with n disul-
fide bonds.

5.1. Intermediates of Bovine Pancreatic
Trypsin Inhibitor

5.1.1. BPTI 0SS Species
Fully reduced BPTI lacks its activity and stable conforma-
tions [257, 258], and appears to be largely disordered, as
evidenced by the equal reactivities of individual Cys residues
against alkylating reagents with the rate constant compara-
ble to those observed with model thiol compounds [259], by
the estimated amount of nonrandom conformations [260],

and by small effects of amino acid replacements on the
hydrodynamic volume [261]. However, effect of urea on the
Ceff values for individual single disulfide bonds suggested
that the reduced BPTI under normal refolding conditions is
not an ideal random coil [105]. Fluorescence energy transfer
measurements, ANS binding, and NMR analyses including
pulsed field-gradient NMR measurements have shown that
the reduced BPTI or its analogue contains subpopulations
with compact intramolecular distances [262, 263], has stable
hydrophobic surfaces, and is more compact than a random
coil [264, 265]. Although it lacks regular secondary structure
[266], it contains a number of local structures that involve
aromatic rings and groups nearby, turn-like conformations,
and so on [267–270].

5.1.2. BPTI 1SS Species
Among the three native 1SS intermediates of BPTI, [Cys 5–
Cys 55] already acquires a nearly native-like structure [271–
273]. A peptide model of [Cys 5–Cys 55] seems to fold into a
native-like conformation [274]. [Cys 5–Cys 55] is not a par-
tially structured folding intermediate; rather, it is a globally
structured protein with low stability. By using a recombi-
nant analogue of 1SS [Cys 5–Cys 55] as a reference pro-
tein, almost all the residues were individually replaced by
Ala residue (“alanine-scanning mutagenesis”), and the con-
tribution of individual amino acid side-chain to the stability
was examined [275]. The two hydrophobic core regions and
internal hydrogen-bonding network were demonstrated to
be important. Furthermore, a mutant thereof that contained
22 multiple alanine residues substituted was shown by NMR
spectroscopy to fold into a native-like structure [276].

One of the other 1SS intermediates, [Cys 30–Cys 51], is
partially structured and represents a typical folding inter-
mediate [277–279]. 1H and 15N 2D NMR measurement on
the recombinant analogue of [Cys 30–Cys 51] has clarified
that part of the polypeptide chain, consisting of residues
18 to 36 and 42 to 55, is stably folded, while N-terminal
15 residues and the segment consisting of residues 37 to
41 are disordered or flexible. The folded portion includes
the antiparallel �-sheet and the C-terminal �-helix, inter-
acting as in the hydrophobic core of native BPTI. The dis-
ordered or flexible portion includes Cys residues 5, 14, and
38, which explains why during the oxidative folding the 1SS
intermediate [Cys 30–Cys 51] readily forms disulfide bonds
between these Cys residues. A synthetic peptide model of
[Cys 30–Cys 51] contained native-like secondary and tertiary
structure [280].

The third 1SS intermediate, [Cys 14–Cys 38], has the least
tendency to form a native-like conformation [166]. It adopts
a molten globule state in which a number of conformations
interconvert with each other, with the antiparallel �-sheet
in native-like conformation [264, 281, 282]. The formation
of 14–38 disulfide bond is facilitated by the presence of
several hydrophobic residues that form a part of the cen-
tral �-sheet in the structure of native BPTI [283]. Marginal
thermodynamic stability of the residual structure involving
these hydrophobic residues has been estimated based on
the difference in the formation rate of 14–38 disulfide bond
between the variants that have mutations in these hydropho-
bic residue positions [284].
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5.1.3. BPTI 2SS Species
All the three species of two-disulfide intermediates of BPTI
with native disulfide pairings, [Cys 30–Cys 51, Cys 5–Cys 55]
[277, 285–287], [Cys 5–Cys 55, Cys 14–Cys 38] [287–291],
[Cys 30–Cys 51, Cys 14–Cys 38] [277, 292], attain essen-
tially native-like structures albeit with different stabilities,
subtle changes, and with the exception of the extreme N-
and C-terminal regions in [Cys 30–Cys 51, Cys 14–Cys 38]. In
[Cys 5–Cys 55, Cys 14–Cys 38], the thiol groups of remaining
Cys residues 30 and 51 are buried in the interior of the pro-
tein molecule and unreactive with oxidizing reagents [288].

5.2. Intermediates of Ribonuclease A

As described in Section 4.2.1, essentially all of the 1SS
and 2SS intermediates of RNase A are disordered in con-
formation and have no enzymatic activity. Native disulfide
pairings, however, occur more than theoretical populations
expected for random polypeptide chains.

5.2.1. RNase A 2SS Species
Analogue of 2SS intermediate of RNase A was constructed
with site-directed mutagenesis, in which Cys residues 40, 65,
72, and 95 were replaced by serine or alanine [293]. All the
three 2SS isomers obtained by oxidation of all reduced form
of this mutant are predominantly disordered. However, a
native isomer 2SS [Cys 26–Cys 84, Cys 58–Cys 110] is popu-
lated more than a statistical population, indicating the pres-
ence of specific local interactions to favor the formation of
native disulfide bonds.

5.2.2. RNase A 3SS Species
The 3SS species des-[65–72] is the most highly populated
intermediate in the reductive unfolding pathway of RNase
A. The 2D and 3D 1H NMR spectroscopic study on the sta-
ble derivative of this 3SS species obtained by partial reduc-
tion and blocking with (2-aminoethyl) methanethiosulfonate
showed that while it is thermodynamically less stable than
native RNase A, it has a structure that is globally similar to
native RNase A [294]. Structural differences occur only in
a loop region comprising residues 60–72, indicating that the
rate-determining step in reductive unfolding corresponds to
a local unfolding event, and not to a global unfolding pro-
cess. The more precise structure of this species was studied
by using the 13C, 15N-enriched [C65S, C72S] mutant RNase
A produced in E. coli [295, 296]. Removal of the disulfide
bond 65–72 resulted in the disruption of the short antiparal-
lel �-sheet that is formed between �2 (residues 60–64) and
�3 (residues 72–75) strands. Since this �-sheet comprises
part of the hydrophobic core of RNase A, its disruption
leads to global destabilization.

Another 3SS species, des-[40–95], which is also popu-
lated in the reductive unfolding pathway of RNase A, shows
global similarity in tertiary fold, although being destabilized,
with wild-type RNase A as revealed with NMR spectroscopy
and crystal structure [297, 298]. Structural perturbations are
localized only around the mutation sites.

The remaining two 3SS species with native disulfide link-
ing, that is, des-[26–84] and des-[58–110], are thermally
unstable and have native structures only at low temperatures
[299]. These two 3SS species as well as the two 3SS species

described above have enzymatic activity [295]. Thus, no sin-
gle native disulfide bond is prerequisite for global folding of
RNase A.

The pathway of the oxidative folding of the 3SS mutants
[C65S/A, C72S/A] [300], and that of [C40A, C95A] [301]
were studied. In both cases, the major rate-determining step
is the oxidation step from 2SS to a 3SS species, which is
a minor pathway to produce these 3SS intermediates in
the oxidative folding of wild-type RNase A. The relative
disulfide-bond populations of the 1SS, 2SS, and 3SS ensem-
bles of the [C40A, C95A] under near-physiological condi-
tions were reported [302]. A comparison of the free energy
changes for the conformational (i.e., disulfide bond being
kept intact) [303] and reductive [190] unfolding reactions
indicates that the reduction of des-[40–95] to the 2SS species
is rate-limited by global conformational unfolding, whereas
that of des-[65–72] is rate-limited by local conformational
unfolding. Moreover, the isomerization of Pro93 may be
rate-limiting for the reduction of the 40–95 disulfide bond.

Thermodynamic stability and enzymatic activity were
studied on the four recombinant analogues of the 3SS inter-
mediates of RNase A, each lacking one of the four native
disulfide bonds with amino acid replacements to alanine.
Removal of either of the disulfide bonds 26–84 or 58–110,
both linking an �-helix to a �-strand, primarily destabilized
the global structure of protein, while the removal of either
of the disulfide bonds 40–95 or 65–72, both linking surface
loops, primarily decreased enzymatic activity [304]. Detailed
thermodynamic analyses showed that the destabilization of
the two analogue species, C40A–C95A and C58A–C110A,
was driven by enthalpic factors, indicating that the loss or
weakening of interactions occurs in the folded state upon the
removal of a disulfide bond [305]. This was partially coun-
terbalanced by a corresponding increase in conformational
entropy of the folded state. It leads to a decreased amount of
entropy change observed upon unfolding of analogue species
compared to wild type, contrary to the common theoretical
expectation that the destabilization due to the cleavage of
disulfide cross-link is primarily through entropic stabilization
of the unfolded state.

5.3. Intermediates of Lysozyme

5.3.1. Lysozyme 0SS Species
The completely reduced form of hen lysozyme or its ana-
logues does not have enzymatic activity or rigid tertiary
structure, but appears to have some residual secondary
structures [204, 210, 306–312]. It should be noted that the
completely reduced form as well as disulfide intermediates
of lysozyme are highly prone to aggregation: detailed study
on the kinetic competition between oxidative folding and
aggregation of lysozyme has shown that while the commit-
ment to oxidative refolding is a comparatively slow process,
with a half-time of about 4.5 min, that to aggregation is a
rapid process, which completes in less than 1 min under the
protein concentration range employed [313].

5.3.2. Lysozyme 1SS Species
Four species of hen lysozyme 1SS variants with a native
disulfide linkage pattern have been constructed [103]. They
do not have global cooperative structures or enzymatic
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activity. Under denaturing solution conditions, the depen-
dence of Ceff of cysteinyl thiol groups of disulfide bonds on
the loop size agreed with the expectations based on random
coil conformation. The relative increase in Ceff accompany-
ing the change from denaturing to native solution conditions
was high for �-domain disulfides, indicating higher propen-
sity of structure formation in the �-domain. Consistent with
this, the increase in secondary structure upon the forma-
tion of each single disulfide bond was relatively large for the
�-domain disulfide bonds. Analysis of urea concentration
dependence of Ceff based on the folding-oxidation linkage
relationship combined with the conventional treatment of
urea-unfolding curves [314] provided information about the
size and intrinsic stability of submolecular structure associ-
ated with the formation of each disulfide bond.

5.3.3. Lysozyme 2SS Species
A 2SS intermediate of hen lysozyme, presumably [Cys 30–
Cys 115, Cys 64–Cys 80], was obtained by reduction of wild-
type lysozyme with DTT [315]. It was enzymatically active
(15%, relative to wild-type activity) and appeared to have
a native-like fold. Recently, two species of the recombi-
nant analogue of the 2SS intermediate were constructed
[218]. One species, 2SS [Cys 6–Cys 127, Cys 30–Cys 115],
which contains two disulfide bonds in the �-domain, had
native-like amount of structures and bacteriolytic activity
of 60–70% of wild-type lysozyme. By contrast, the other
species, 2SS [Cys 64–Cys 80, Cys 76–Cys 94], which con-
tained the �-domain disulfide bond as well as the inter-
domain one, had limited amount of secondary and little
tertiary structures. Together with disulfide exchange and 1H-
NMR results, the �-domain of hen lysozyme was shown
to be an independent folding domain at equilibrium. By
using a recombinant protein that corresponds to an iso-
lated �-domain of lysozyme, the same conclusion was drawn
independently [316]. A detailed NMR structural analysis
on 2SS [Cys 6–Cys 127, Cys 30–Cys 115] revealed that
the structure of the �-domain is virtually the same as that
of intact lysozyme, with side-chains closely packed in the
hydrophobic core through the specific binding of C-helix to
the N-terminal half of the �-domain (residues 1–39) [317].
On the contrary, the �-domain (residues 40–87) is largely
unstructured, but the residues Ile55 and Leu56 are properly
set in the hydrophobic pocket between B- and C-helices.
Such interactions between the �- and the �-domains seem
crucial to keep the marginal stability of the whole structure
of lysozyme.

2SS [Cys 6–Cys 127, Cys 30–Cys 115] showed immunore-
activity toward the monoclonal antibody that recognizes
an epitope in the �-domain [221]. The other four recom-
binant analogues of the 2SS intermediates that contain
only one native disulfide bond in the �-domain, that is,
2SS [Cys 6–Cys 127, Cys 64–Cys 80], 2SS [Cys 6–Cys 127,
Cys 76–Cys 94], 2SS [Cys 30–Cys 115, Cys 64–Cys 80], and
2SS [Cys 30–Cys 115, Cys 76–Cys 94], did not show such
immunoreactivity.

5.3.4. Lysozyme 3SS Species
The 3SS intermediates which were formed during the oxida-
tive folding of hen lysozyme and that lack either 6–127,
64–80, or 76–96 disulfide bond were isolated. They all have

enzymatic activity and native-like compact hydrodynamic
volume [207].

Human lysozyme 3SS variant that lacks the 77–95 disul-
fide bond, which corresponds to the 76–94 disulfide bond
of hen lysozyme, was produced [318] by using yeast expres-
sion system [319–321]. It was shown that the 6–128 disulfide
bond in human lysozyme is a prerequisite for correct folding
and secretion in vivo in yeast, whereas the 77–95 disulfide
bond is not. Furthermore, Cys65 was shown to be indispens-
able, while Cys81 was dispensable, for correct folding in vivo
[322]. The overall three-dimensional structure of des-[77–
95] human lysozyme is essentially identical to that of wild
type, except for the vicinity of the residue 77 [323]. A cavity
was produced by the removal of the disulfide bond, which
could increase the free energy of the folded state. Differen-
tial scanning calorimetry results have shown that the desta-
bilization of this 3SS variant is caused primarily by enthalpic
factors involving disappearance of van der Waals contact
with sulfur atoms and increase in flexibility in the folded
state [324], contrary to the theoretically expected entropic
effect of cross-linking in the unfolded state. Nonoxidative
folding/unfolding kinetics of this variant also showed that
the 77–95 disulfide bond primarily contributes to the stabi-
lization of the folded state, rather than the destabilization
of the unfolded state [325].

On expression of several mutant human lysozymes in
yeast, the attachment in vivo of glutathione to the thiol
group of Cys95 [326] and that of 1,2-dicarboxyethyl group
to the thiol group of Cys77 were observed [327].

Among hen lysozyme 3SS derivatives, that with Cys6
and Cys127 blocked by carboxymethylation [328], desig-
nated CM6–127 lysozyme, could be prepared in large amount
[329, 330] by using the conditions originally described for
the preparation of 2SS variant [315]. This 3SS species,
an analogue of des-[6–127], is enzymatically nearly fully
active. It has a conformation that is globally similar to
native lysozyme except for local perturbation around the
cleaved disulfide bond. Its thermodynamical stability is con-
siderably lower than that of wild-type lysozyme, which is
explained predominantly by the increase in chain entropy of
the unfolded state of 3SS relative to the unfolded state of
wild-type (4SS) lysozyme [331], simply consistent with the
theoretically expected entropic effect of cross-linking in the
unfolded state. A crystal structure of this 3SS lysozyme is
very similar to that of unmodified lysozyme except for some
displacement of the C-terminal residues [332].

All the four 3SS derivatives of hen lysozyme, in which one
of the four native disulfide bonds was opened by substitu-
tion of Ser (or Ala in later studies) for Cys residues, were
produced in Escherichia coli by expressing synthetic variant
genes [213]. Since these derivatives were only obtained as
insoluble form (“inclusion body”) and must be denatured
and reduced for solubilization, the reoxidation and forma-
tion of correct disulfide bonds are required. The reoxidation
conditions previously described to be optimal for authentic
lysozyme [204] were not efficient for these 3SS derivatives.
Instead, the addition of glycerol, which has been known to
increase the stability of the native state of proteins with
the mechanism of preferential hydration [333], increased
the efficiency of reoxidation [213], and enabled prepara-
tion of all the four 3SS variants in sufficient amount. The
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four 3SS derivatives all showed lytic activities and secondary
structures comparable to authentic lysozyme, which directly
showed that none of the four native disulfide bonds is a
prerequisite for correct in vitro folding. There exists a par-
allel relationship for the 3SS derivatives between the opti-
mal refolding temperature and the thermal stability of the
correctly refolded state [334]. All the four 3SS variants of
hen lysozyme show native-like amount of tertiary structure,
cooperative thermal as well as guanidium hydrochloride-
induced unfolding, although their stabilities are considerably
low compared to wild-type lysozyme [335]. They also bind
a substrate analogue, tri-N -acetyl-d-glucosamine, like wild-
type lysozyme does, except that the binding is specifically
weak for the 3SS variant des-[76–94].

As a dominant 3SS intermediate during the later stages
of oxidative folding of hen lysozyme, des-[76–94] has been
identified and characterized [219, 220]. NMR spectroscopic
study has shown that it has a highly native-like structure.
The �-domain structure is essentially identical with that
in wild-type lysozyme. There exist slight differences in the
structure of �-domain and interfacial region between the
two domains. It was suggested that Cys94 is buried in
des-[76–94] in the protein interior and not accessible to oxi-
dizing reagents, thus making this intermediate a kinetic trap
in folding.

The role of individual disulfide bonds in the kinetics of
lysozyme folding has been investigated. In a nonoxidative
folding kinetics, the 3SS derivative CM6–127 lysozyme does
not show the phase, as monitored by absorbance and fluo-
rescence, that is associated with the formation of nonnative
tertiary interactions in the �-domain. Also, the overall fold-
ing process is faster compared with wild type [232]. Another
study of the kinetics of nonoxidative folding of this 3SS
derivative, monitored by hydrogen-exchange labeling, mass
spectrometry, CD, and fluorescence, also demonstrated the
absence of this phase, while other features of overall kinet-
ics, such as the initial burst in secondary structure forma-
tion, slower formation of native-like tertiary interactions,
and parallel pathways of folding, are similar to those of wild-
type lysozyme [336]. Thus, the 6–127 disulfide bond is not
required for the efficient folding of lysozyme, nor the cause
of the parallel pathways. Instead, it confers stability on the
partially folded intermediate, as well as on the final folded
state, and directs the folding through a pathway character-
ized by nonnative tertiary interactions involving a tryptophan
residue(s) and/or a disulfide bond(s).

The other three species of 3SS variants, that is, recom-
binant analogues of des-[30–115], des-[64–80], and des-[76–
94], were constructed and the kinetics of the early steps
of their non oxidative folding were studied [337]. All these
variants showed initial burst in secondary structure forma-
tion. It was further shown that simultaneous presence of
the two intra-�-domain disulfides, that is, 6–127 and 30–115,
is necessary for the generation of the trapped intermediate
that has nonnative tertiary interactions in the �-domain. The
intra-�-domain disulfide, 64–80, stabilizes the trapped inter-
mediate, whereas the interdomain disulfide, 76–94, destabi-
lizes it. On the other hand, the kinetics of the late steps
that concern the transition state of nonoxidative folding was
studied using the four species of 3SS variants [335]. The
results suggest that two segments around Ala76 and Ala94

substituted for Cys residues are associated with each other
in the transition state, whereas two segments around Ala64
and Ala80 substituted for Cys residues are not. The arrange-
ment of the loop region (around residue 76) in close prox-
imity to the C-helix (around residue 94) seems to be part
of the rate-determining process of folding. Conversely, the
segment around Ala64 will be associated with that around
Ala80 after passing through the rate-determining step. Thus,
the role of the disulfide bond Cys 64–Cys 80 is to prevent
protein from unfolding, whereas that of Cys 76–Cys 94 is to
induce the structure that is necessary for the folding transi-
tion. The role of the other disulfide bridges located in the
�-domain is more or less similar to that of Cys 64–Cys 80.
The formation of �-helix 88–98 has been shown to be essen-
tial in the oxidative folding of hen lysozyme to the native
state [338].

5.4. Intermediates of �-Lactalbumin

5.4.1. � -LA 0SS Species
The completely reduced form of bovine �-LA is close to
a random coil in the absence of salt [339]. In the pres-
ence of salt, the amount of secondary structure increases
to the level found in the intermediate, during nonoxidative
folding, of disulfide-intact �-LA. It was therefore concluded
that the disulfide bonds were not a determinant of the sec-
ondary structure formed at an early stage of folding. The
completely reduced bovine �-LA is prone to aggregation
in the presence of salt. The recombinant analogue of the
all-reduced form of human �-LA is nearly as compact as
wild-type human �-LA [340]. It contains a native-like sta-
ble helical core region. Taken together with the reported
propensities of native disulfide-bond formation of human
�-LA, it was concluded that the topological constraints pro-
vided by disulfide bonds are not the source of the native-like
three-dimensional fold of �-LA.

5.4.2. � -LA 1SS Species
A set of 1SS variants of human �-LA were constructed and
local structural preferences were investigated by means of
CD spectroscopy and measurements of the effective con-
centration of disulfide-participating thiol groups [341]. They
all lack rigid side-chain packing and adopt molten-globule
state. The region surrounding the 28–111 disulfide bond had
a particularly high preference (Ceff value of 1070 mM) to
adopt a native-like structure.

5.4.3. � -LA 2SS Species
A 2SS intermediate of bovine �-LA, 2SS [Cys 61–Cys 77,
Cys 73–Cys 91], was trapped during reduction of calcium-
bound �-LA, isolated, and characterized [342]. Its �-domain
is folded whereas its �-domain is unfolded. With removal
of the bound calcium, the structure is lost to the level of
molten-globule state. Concomitantly, reshuffling of disulfide
bonds occurs if the remaining thiol groups are not blocked.
The calcium-bound form of 2SS [Cys 61–Cys 77, Cys 73–
Cys 91] shows a cooperative, reversible unfolding transition
as monitored by calorimetry and CD [343], indicating that
the calcium-bound �-domain of �-LA is an independent
folding domain. This is in marked contrast to the results



466 Disulfide-Bond Associated Protein Folding

obtained for hen lysozyme 2SS variants that the �-domain
is an independent folding domain [218, 316].

A 2SS variant of human �-LA, 2SS [Cys 6–Cys 120, Cys
28–Cys 111], which contains the two �-domain disulfide
bonds, adopts a molten-globule state and lacks side-chain
packing [61]. Nevertheless, the study of disulfide exchange
among one native and two nonnative 2SS isomer species
has shown that it maintains a native-like main-chain ter-
tiary fold in the �-domain. This was also shown for the
construct of �-domain in isolation [344]. The study of the
denaturant concentration dependence of disulfide exchange
has suggested that the formation of secondary structure is a
necessary, but not sufficient condition for the formation of
the native-like main-chain tertiary fold, supporting a hierar-
chical model of protein folding [345]. Another 2SS variant
of human �-LA, 2SS [Cys 61–Cys 77, Cys 73–Cys 91], which
contains the intra-�-domain disulfide bond as well as the
interdomain disulfide bond, also adopts a molten-globule
state, but does not maintain a native-like main-chain tertiary
fold in its �-domain in the absence of calcium. This bipar-
tite nature in structure formation for human �-LA was also
observed in the corresponding 2SS variants of hen lysozyme
described in the previous subsection [218]. However, in hen
lysozyme, the folded state of 2SS [Cys 6–Cys 127, Cys 30–
Cys 115] is not a molten globule. Both a native-like main-
chain tertiary fold and side-chain packing are established in
its �-domain. This difference in the establishment of tertiary
structure within the �-domain between these two homolo-
gous proteins appears to originate from the difference in
the intramolecular packing density between them [218, 316].
On the contrary, when only the 28–111 (�-LA ) or 30–115
(lysozyme) disulfide bond is present, the AB helix region of
�-LA, and not that of lysozyme, appears to have an intrin-
sic ability to form structure [346]. The variant 2SS [Cys 6–
Cys 120, Cys 28–Cys 111] does not bind calcium, whereas
2SS [Cys 61–Cys 77, Cys 73–Cys 91] binds calcium, lead-
ing to a cooperative formation of tertiary interactions and
a native-like main-chain topology [347]. Thus, in human �-
LA, the organization of the �-domain, coupled with calcium
binding, comprises the locking step in its folding from the
molten-globule to the native state.

By using 1SS [Cys 28–Cys 111] or 2SS [Cys 6–Cys 127,
Cys 30–Cys 115] variant of human �-LA as a reference
protein, further mutations relevant to protein folding prob-
lem were introduced and analyzed. Proline scanning muta-
genesis showed that the native-like main-chain tertiary fold
in the molten-globule state is formed by noncooperative
assembly of constituent helices [348]. Replacement of all the
hydrophobic residues in the �-domain by a representative
amino acid, leucine, retained a native-like main-chain fold
in the molten-globule state [349]. This suggests that nonspe-
cific hydrophobic interactions may be sufficient to specify
the global fold of a protein. By substituting alanine (or other
hydrophobic amino acids) for a number of buried residues
in the �-domain and evaluating the effect on the Ceff for the
formation of the 28–111 disulfide bond, it was shown that
a subset of hydrophobic residues that comprises a densely
packed core in the wild-type structure is most important
for the formation of the native-like main-chain topology
[350, 351].

5.4.4. � -LA 3SS Species
The 6–120 disulfide bond of bovine and human �-LA can be
selectively reduced and blocked [352–354]. The molecular
basis of the hyperreactivity of this disulfide bond in bovine
�-LA has been clarified in detail [255]. This analogue of
the 3SS intermediate des-[6–120] of bovine or human �-LA
retains native-like secondary and tertiary structures in the
presence of calcium [255, 342, 343]. The equilibrium as well
as kinetic intermediates with characteristics of molten glob-
ule that are similar to those found for wild-type �-LA also
exist in the nonoxidative folding of this 3SS variant [355].
The molten-globule state was shown to be stabilized by the
6–120 disulfide bond, although the extent of stabilization is
smaller than that for the native state. It was shown later,
however, based on the analysis of the guanidine hydrochlo-
ride concentration dependence of the folding and unfolding
rate constants, that the molten-globule state is not necessar-
ily an obligatory intermediate [356]. Also it was indicated
that the polypeptide loop closed by the 6–120 disulfide bond
is unfolded in the transition state of the folding of �-LA.
Upon the removal of bound calcium, the 3SS variant in
which the free Cys residues 6 and 120 are unblocked rapidly
converts to the molten-globule state with concomitant rear-
rangement of disulfide bonds [357]. The distribution of free
thiol groups within the rearranged species was nearly uni-
form, which indicates the absence of a native-like main-
chain tertiary topology [358].

6. SUMMARY

6.1. Protein Folding in General

Unfolding transitions for a single-domain protein generally
approximate to a two-state model. It is a consequence of
the cooperative nature of protein stabilization. The inter-
actions that stabilize folded proteins are individually weak,
especially in the presence of competing water. Many of them
work simultaneously to stabilize folded conformations of
protein. The cooperativity of these numerous interactions
apparently results in partially folded conformation being
much less stable than either N or U under all condition.
Consequently, it is necessary to study the folding process
kinetically, as a function of time. The starting state for
protein folding is different from the fully unfolded state in
solutions containing concentrated urea or GdmCl. It is the
nonnative state under physiological conditions. The proper-
ties of the starting state for folding have been inferred from
kinetic studies and shown to be a disordered but compact
(molten-globule; MG) state. In some proteins, extensive sec-
ondary structure exists in the MG state prior to the forma-
tion of close-packed tertiary structure in the native state.
The main barrier to folding is between MG and N so that
it involves the rate-determining step of the overall folding
pathway.

Is the correct secondary structure formed prior to col-
lapse of the chain, or simultaneously with the collapse, or
only when the native three-dimensional structure is formed?
It seems certain that there are residual structures in non-
native states of proteins. But any such structures appear to
be only marginally stable and undoubtedly rapidly fluctu-
ating between conformational states. Are they compulsory
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structures important for the folding transition? These ques-
tions are central to the elucidation of the early stage of
protein folding. NMR spectroscopy may be the major tech-
nique to investigate residual structures in nonnative states
of proteins. It has unique possibility to provide informa-
tion with atomic resolution. For small unfolded proteins,
full assignment of 1H, 15N, and 13C resonances is often
straightforward in the advanced NMR spectroscopy. Dif-
ferent methods have been developed to extract structural
and dynamic information about nonnative states of proteins
from NMR parameters. The most popular NMR method
for analyzing partially folded proteins is hydrogen exchange
kinetics. Next to this method, the deviations of 1H or 13C
chemical shifts from random-coil values suggest the pres-
ence of a stable folded substructure in the nonnative state.
Further, in the 1H-15N correlation spectrum, the finding of
a set of missing HN peaks due to severe line broadening is
evidence that these residues are participating in exchange
between two or more conformations at a rate of the order
of 500 s−1. Furthermore, 15N relaxation data have been
recently analyzed to explore the backbone motion of each
residue. The analysis of relaxation data in a semiquanti-
tative way suggests that hydrophobic clusters and disulfide
bridges affect the dynamics of polypeptide chain in the non-
native state.

The concept of transition state appears to be applicable
to protein folding. By definition, the structure of the transi-
tion state cannot be determined by direct methods. Instead,
inferences about its structure are made according to the
changes observed in the rate constant of a reaction when
certain variables are changed. Analysis of the folding and
unfolding rates of hen lysozyme suggests that the transition
state is close to the native state in heat capacity and that the
hydrophobic core of hen lysozyme is largely intact and unsol-
vated in the transition state. The large activation enthalpy
of the unfolding reaction is due to the disruption of van der
Waals interactions between nonpolar groups and hydrogen
bonds between polar groups, which maintain a crystal-like
structure in the interior of a protein. A powerful approach
for investigating the structure of the transition state is based
on protein engineering. It involves mutating specific residues
and measuring the change in the rates of folding and unfold-
ing relative to the effect on the overall stability of the pro-
tein. Barnase was extensively analyzed by measurements of
more than 130 mutants. In hen lysozyme, effects of the dele-
tion of a specific disulfide bridge on folding kinetics were
systematically examined by replacing Cys residues with Ala
or Ser residues. In these examples, structures of the tran-
sition state are inferred at the level of individual residues.
It is expected that there will be increasing numbers of such
systematic studies to elucidate the nature of the transition
state of protein folding.

6.2. Disulfide-Associated Protein Folding

The attainment of a single native disulfide-pairing pattern
out of a number of possibilities was used as an indicator
of the attainment of a correct three-dimensional structure
of proteins. The formation of disulfide bonds stabilizes pro-
tein structures, which in turn stabilize disulfide bonds against
cleavage. Under appropriate conditions, unstable disulfide

bonds can be rearranged to more stable ones. Thus, the pro-
cess of the attainment of a native disulfide-pairing starting
from a state of randomized pairing or from a reduced state
appears to be a simple one from a thermodynamic point of
view. However, as was described in previous sections, the
actual pathways of oxidative folding of proteins are not so
simple. For relatively stable proteins, native disulfide inter-
mediates often do not proceed to the next step of native
disulfide formation, and are “trapped.” Disulfide rearrange-
ments via the formation of nonnative disulfide bond to a
“productive” native disulfide intermediate are required. Pre-
mature formation of a stable as well as globally folded
state within a partially oxidized form buries unoxidized thiol
groups inside the protein molecule and inhibits their reac-
tion with thiol reagents. For relatively unstable proteins,
on the other hand, intramolecular disulfide rearrangements
among structureless intermediates occur frequently, and the
formation of “disulfide-secure” species is an important step
for entering productive pathways. The mechanism of specific
stability of the disulfide-secure species among its disulfide
isomers is to be elucidated.

The progress in the techniques of the quenching of free
sulfhydryl groups, separation and quantification of disul-
fide intermediates with high-performance liquid chromatog-
raphy and mass spectrometry, rapid-kinetics experiments, a
double-jump kinetic study such as the subjection of oxida-
tion intermediates to reducing agents to identify disulfide-
secure species, and most notably the recombinant protein
technology as well as NMR spectroscopy, enabled to provide
valuable information about the disulfide-associated folding.
In most cases, it appears that there exist more than single
pathways for oxidative folding. In some cases, the pathways
that are “hidden” for a wild-type protein become appar-
ent for variant proteins. For hen lysozyme, it now appears
that there exist close relationships between the mechanism
of oxidative folding and nonoxidative folding. The mecha-
nism of structure formation and docking of the two domains
in lysozyme as well as in �-LA should further be eluci-
dated. Systematic cleavage or introduction of a number
of individual disulfide bonds has now become a practical
achievement. Such series of variants are highly valuable to
know the role of each disulfide bond, and therefore that
of specific interactions between local and distant regions
of the main chain, in static as well as kinetic aspects of
protein folding. The fundamental problem whether some
disulfide bonds kinetically dictate protein folding or they
only statically stabilize preformed structures is to be stud-
ied furthermore. In any way, proteins are highly complex
macromolecules that lie at the interface of materials science
and biological science, and their folding reactions are elab-
orate nanoscale processes, which require correspondingly
comprehensive descriptions.

Finally, biological aspects of oxidative protein folding that
were not treated in this chapter are briefly mentioned: The
folding and assembly of proteins within living cells occur
under conditions significantly different from those used for
in vitro experiments. They involve enzymes such as protein
disulfide isomerases in the endoplasmic reticulum in eukary-
otes, peptidyl-prolyl cis-trans isomerases, Dsb proteins in
bacterial periplasm, and a number of cellular proteins col-
lectively known as chaperones. A number of studies of the
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oxidative folding of the proteins described in this chapter
in the presence of these enzymes or chaperones have been
reported. Protein misfolding and aggregation/fibrillogenesis
are known to be linked to a number of diseases such
as Creutzfeldt–Jakob disease, Alzheimer’s disease, Parkin-
son’s diseases, type II diabetes, etc. Two naturally occurring
human lysozyme variants are known to be amyloidogenic.
Even wild-type human or hen lysozymes form amyloid-like
fibers upon various denaturing treatments. It is thought that
partially folded intermediates are involved in fibrillogenesis,
and the formation of amyloid-like fiber is a generic property
of protein.

GLOSSARY
Conformation For proteins, a spatial arrangememt of
main-chain and side-chain atoms that is interconvertible to
other arrangements without breaking any covalent bonds;
the diversity of conformations results from the freedom of
rotation around a great number of bonds contained in a
protein.
Denaturant Reagents, such as urea or guanidium chlo-
ride, that destabilize the native conformation of proteins by
breaking non-covalent interactions in proteins.
Disulfide intermediate Molecular species that appears
transiently during oxidative folding of protein and has less
number of disulfide bonds formed than that of the final
product protein; it may contain nonnative disulfide bonds.
Disulfide isomers Proteins with a common primary struc-
ture, and therefore with the same number and positions of
cysteinyl residues, but with disulfide-linkage patterns differ-
ent from each other.
Disulfide rearrangement Change in a disulfide-linkage
pattern through thiol-disulfide transfer reactions.
Disulfide transfer A process in which a recombination
among three sulfur atoms, two from a disulfide bond and
one from a thiol group, that results in the formation of a new
disulfide bond and a new thiol group take place; also called
“thiol-disulfide transfer” or “thiol-disulfide exchange”.
Effective concentration The ratio of the equilibrium con-
stant of an intramolecular interaction between two molecu-
lar parts to that of an intermolecular interaction between the
two parts under otherwise identical conditions; if arranged
in appropriate proximity and orientation, intramolecular
groups show an effective concentration that is much higher
than the conventional concentration.
Folding For proteins, a complex reaction process in which
a structureless polypeptide chain acquires, through a num-
ber of mostly noncovalent interactions, a defined and
functional three-dimensional structure, that is a native
conformation.
Higher-order structure Three-dimensional structure of
proteins belonging to any of the three hierarchical cate-
gories, namely, secondary, tertiary, or quaternary structure.
Main chain In proteins, a chain of bonds that connect,
serially, amide nitrogen, �-carbon, and carbonyl carbon
atoms, that is N C� C , through the first and last
amino acid residues of protein; also called “backbone”.

Molten globule A state in which a protein has compact
dimensions as well as an amount of secondary structure,
both comparable to those of a folded state, but lacks tertiary
structure; rapidly interconverts with a fully unfolded state,
whereas is separated from a fully folded state by a high free
energy barrier.
Native For proteins, retaining its intact structure and bio-
logical function, not modified artificially or denatured; in
disulfide bonds, linking the same pair of cysteinyl residues
as found in a native protein.
Oxidative folding The folding of protein which is cou-
pled with the formation of disulfide bonds; as distinct from
“nonoxidative folding”, in which the starting protein has
disulfide bonds already formed, but is unfolded with the
action of denaturant; the contrary process is “reductive
unfolding”, in which the unfolding of protein is coupled with
the cleavage of disulfide bonds.
Polylpeptide A relatively long chain of amino acids linked
by peptide bonds; called “protein” if it is produced as a
result of the expression of genetic information and adopts a
defined three-dimensional structure.
Primary structure For proteins, the covalent structure
defined by the sequence of amino acids linked by peptide
bonds, disulfide-linkages among cysteinyl residues, and any
other covalent modifications.
Recombinant protein A protein in which alterations in the
primary structure, such as substitutions, deletions, or inser-
tions, are artificially introduced; produced by expression
of correspondingly modified genes with recombinant DNA
technology; as opposed to “wild type protein”; the term
“variant protein” includes not only “recombinant protein”
but also naturally occurring mutant proteins.
Refolding Restoration of a folded state by the removal
of unfolding agents; also called “renaturation” when the
restoration of protein function is concerned.
Residue In proteins, a constitutive chemical unit derived
from a single amino acid molecule with the removal of
the elements of a water molecule; NH CHR CO ,
where R represents a side-chain (except for the amino-
and carboxyl-terminal residues, which have an amino- and a
carboxyl-group, respectively).
Secondary structure Regular, residue-by-residue confor-
mations in protein such as �-helices, �-strands (which asso-
ciate into -sheets), and turns; the former two structures
contain a regular array of hydrogen bonds between main-
chain amide nitrogens and carbonyl oxygens.
Side chain In proteins, a short chain of bonds, distinct
from a main chain, that connect elements of the chemical
group which is attached to the �-carbon of each residue and
characteristic of each amino acid species.
Tertiary structure Overall three-dimensional structure of
protein as viewed with special attention to the topological
folding pattern of polypeptide main chain and interactions
as well as packing of side chains.
Torsion angle In a chain of four atoms A, B, C, and D, and
therefore of three successive bonds, AB, B C, and C D,
not lying in a plane, the torsion angle around the second
bond B C is the angle of rotation of the third bond C D
relative to the first bond A B looking along the second
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bond; the angle between the two planes containing atoms A,
B, C and B, C, D, which is usually called “dihedral angle”, is
identical to the torsion angle defined above; strictly speak-
ing, a dihedral angle is the angle between the normals to
these planes, and is the supplement of the torsion angle.
Unfolding A reverse process of folding; loss of a native
conformation by extremes of temperature of pH, by the
action of certain solutes such as urea or guanidinium, by
certain organic solvents or detergents; also called “denat-
uration” when the loss of protein function as a result of
unfolding is concerned.
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1. INTRODUCTION
DNA, or deoxyribonucleic acid, encodes the architecture
and function of cells in all living organisms. DNA, shown
in Figure 1, is made of a sequence of four bases: thymine
(T), cytosine (C), adenine (A), and guanine (G) (see Fig. 2
for a schematic of each base), attached to a phosphate-sugar
backbone. Any particular sequence forms a single strand of
DNA. Two strands may come together through hydrogen
bonding of the bases A with T (AT) and G with C (GC).
This forms the double helix structure discovered by Watson
and Crick [1].
Apart from its fundamental role in defining the genetic

code of living organisms, DNA’s electronic and self-assembly
properties have been the subject of much investigation over
the past decade. Both properties bear enormous importance
in understanding the functionalities of DNA in living cells
and indicate that DNA could be of use in nanoscience. On
the one hand, the transport properties of DNA are of inter-
est in several disciplines because of their relevance to dam-
age and mutation in DNA [2–13]. On the other hand, the
use of molecules and nanomaterials to develop new ways of
detecting, manipulating, and sequencing DNA is being pur-
sued [14–25]. The charge transport properties of DNA are
central to such developments. For instance, electrochemi-
cal detection of structural changes, due to protein binding
or base mismatches, is currently being examined [26–34]. It
has also been suggested that new read-out schemes on DNA
chips [35], which can detect for the presence of different
DNA sequences, might exploit the electronic properties of
DNA [36]. Finally, understanding charge transport in DNA

can shed new light on the transport properties of other sys-
tems with �–� interactions, that is, molecular crystals and
discotic materials [37–39].
It was suggested early on that DNA could be a conductor

because of the formation of a �-band across the different
bases. Many researchers subsequently looked into this pos-
sibility [40–59]. �-stacking is important in the conducting
properties of several other organic molecules [60–65]. In the
early 1990s, the idea that DNA might conduct started to
be pursued with more vigor. When Murphy et al. [66] sug-
gested that electron transfer through DNA was responsible
for fluorescence quenching of an excited molecule, intense
debate was started over the charge transport properties of
DNA [36, 67–100].
Since these early investigations, many researchers have

looked at the transport properties of DNA and have found
that it behaves as a conductor, semiconductor, or insulator,
in what seems to be contradictory conclusions. The apparent
contradictions have been attributed to the large phase space
in which DNA can be prepared and probed (see, e.g., [36]).
Many experimental conditions and attributes of the specific
DNA used, including base sequence, length, orientation,
counterions, temperature, electrode contact, adsorption sur-
face, fluctuations, and so on, could affect its conducting
properties. As a consequence, although much progress has
been made, DNA’s transport properties are still in question.
Despite the debate on whether DNA conducts or not,

its self-assembly properties are being used to create novel
nanoscale structures. For instance, silver wires and palla-
dium wires were made using a DNA template [101, 102].
Devices that exploit DNA’s complex properties are currently
envisioned as transistors, biosensors, molecular memories,
and complex circuits [103–114].
In this chapter, we will discuss the research done in under-

standing charge transport in DNA, and the novel electronic
structures and devices that have been made using this impor-
tant biological molecule. This chapter is organized as fol-
lows: in Section 2, we discuss the complex structure of DNA
and the different DNA structures used in charge transport
experiments. In Section 3, we review the experiments that try
to identify the transport mechanism in DNA, both directly
and indirectly, and the different theoretical interpretations
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Figure 1. (a) DNA double helix. The DNA double helix is made of
two strands, which are each a sequence of four bases attached to a
phosphate-sugar backbone. The bases opposite each other on the two
strands are bonded by hydrogen bonds. (b) Schematic of the chemical
structure of the phosphate-sugar backbone of a single strand of DNA.

of charge transport that have been suggested over the years.
Finally, in Section 4, we outline the possible applications of
DNA in nanoscale electronics.

2. DNA STRUCTURE
DNA is a macromolecule made of four different monomers.
Each monomer unit, called a nucleotide, consists of a phos-
phate group, a 2′-deoxyribose (a 5-carbon sugar), and one of
four bases shown in Figure 2. The monomers are attached
through a phosphodiester link. The pKa of the phosphate
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Figure 2. The four bases that compose DNA: (a) adenine, (b) guanine,
(c) thymine, and (d) cytosine.

group is near one, making it a strong acid. At physiolog-
ical pH, it will therefore be negatively charged in solu-
tion. This charge is partially neutralized by counterions, such
as sodium (Na+), potassium (K+), and magnesium (Mg2+).
Within the monomer, the 5′ and 3′ carbons are the carbons
attached to the phosphate group on either side.
Polynucleotides (i.e., any sequence of single nucleotides)

are actually thermodynamically unstable in vivo (in liv-
ing organisms), that is, in an aqueous environment. The
hydrolyzation of the linking oxygen, that is,

–O–+H2O −→ –OH+HO–

in the phosphodiester group forms the individual monomer
units, which are more stable. This process, however, is
extremely slow without the presence of a catalyst. Nucle-
ases are enzymes in living organisms which act as catalysts
in this reaction to break down polynucleotides in food. It
is common when directly measuring current–voltage (I–V)
characteristics of DNA to use these enzymes to break DNA.
Double-stranded DNA is due to hydrogen bonding

between bases on two single strands. In this case, the bases
come together in what is called Watson–Crick base pairing.
The A base only pairs with T, and the G base only pairs
with C. These pairs allow for the formation of the double
helix, a secondary structure of DNA (see Fig. 1). The car-
bons which bond to the phosphate-sugar backbone on each
side of either base pair are the same distance apart, which
allows for the regular structure of the helix.
In B-DNA, the common type of DNA found in cells of

living organisms, the center of the base pairs lies along the
helix axis. The helix is right handed. The base pairs are
slightly tilted with respect to this axis and are separated
by a distance of about 3.4 Å. This is close to the 3.3 Å in
stacked phthalocyanines in which charge transport is per-
pendicular to the plane of the molecule [60]. There are, on
average, 10 base pairs with each turn of the helix, which
gives an average 36-degree angle between successive base
pairs. However, the base-pair sequence and interaction with
other molecules (e.g., counterions, proteins) can cause devi-
ation from these average values.
Another form of DNA, A-DNA, is quite different from

B-DNA; see Figure 3. In this structure, the base pairs
are more tilted with respect to the helix axis. This should

(a)

(b)

Figure 3. Top and side views of (a) B-DNA and (b) A-DNA.
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significantly alter the electronic properties of DNA, espe-
cially if charge transport is through a �-channel [89]. The
B-DNA is more stable than A-DNA in aqueous environ-
ments, due to water molecules that bind along the length
of the chain. There are many other forms of DNA, includ-
ing H-DNA, a triple helix whose formation is favored when
there is a single strand of all purine bases (A and G) and a
strand of all pyrimidine bases (C and T).
Single-stranded DNA has a mostly random structure.

However, in some parts of the single strand there can
be a secondary structure if self-complementary regions are
present. In these regions, the DNA can pair up with itself
and form a double helix.
A typical sequence of DNA used in charge transfer

experiments is �-DNA, which comes from a virus called
Phage Lambda. The sequence consists of about 50,000
base pairs, which gives a length of about 16 �m. This is
a complex sequence of DNA. Another natural sequence
of DNA used in such experiments is calf-thymus DNA.
Other common synthetic sequences of DNA are the homo-
geneous sequences, in which one strand is made of just
one nucleotide and the other of its complement. These
can either be poly(dG)–poly(dC) or poly(dA)–poly(dT). The
DNA sequence can be cut to the length required in the
experiment.
Finally, some experimental groups have used synthetic

DNA hairpins to perform fluorescence and charge trans-
fer measurements. Natural DNA hairpins are single strands
of DNA which fold back onto themselves due to a self-
complementary region. The synthetic DNA hairpins used
are two short complementary polynucleotides linked with a
fluorescent organic molecule, which stabilizes the structure.

3. CHARGE TRANSPORT IN DNA

3.1. Indirect Measurements of Charge
Transport in DNA

In the early 1990s, Murphy et al. suggested that charge is
transferred through DNA from an excited donor to an elec-
tron acceptor [66]. The donor and acceptor used in the
experiment were metal complexes intercalated in a 15-base
pair double-strand DNA. The intercalated donor complex
was photoexcited in solution; in the absence of the acceptor,
it would emit light. However, in the presence of the accep-
tor, the luminescence was found to be quenched at a high
rate, suggesting that DNA carries charge from the donor
to the acceptor. This was extraordinary since the estimated
distance that charge was supposed to travel was about 4 nm.
In similar experiments, Brun and Harriman et al. used

organic donors and acceptors [59, 115, 116]. They found
that charge-transfer rates drop off fast as the length of the
DNA increases; this is opposed to the findings of Murphy
et al. [66]. Later on, Lincoln et al. conducted experiments
with the metal complexes used by Murphy et al. [117] and
modeled the data. The results suggested that the metal
complexes must cooperatively bind onto the DNA, which
explains the fast rate of charge transfer and its small “dis-
tance dependence” [117, 118]. After these reports, more
experimental and theoretical research was done, adding to
the seemingly contradictory results [96–100].

The contradictory results were attributed to various fac-
tors, including base sequence and how the charge was
injected in the system (i.e., using intercalated metal com-
plexes rather than intercalated organic molecules, etc.).
More recent measurements [119, 120] were performed
under more controlled conditions, and the sequence depen-
dence of charge transfer has been systematically investi-
gated. In many of these experiments, holes were injected
into a GC pair; three GC pairs, with the G’s on one strand
(GGG), were the acceptors. The main findings are that
DNA transfers charge over long distances of up to hundreds
of angstroms [120]. However, the rate of transfer strongly
depends on the base sequence. The rate of charge transfer
between a hole injector (e.g., organic chromophore) and a
GC pair, separated by a small number of AT pairs, drops
off exponentially with the number of AT pairs. However, the
rate stays relatively constant with increasing number of AT
pairs when there are more than four AT pairs. This has been
attributed to a change of transfer mechanism from coherent
tunneling to hopping, which will be discussed in Section 3.3.
Henderson et al. covalently attached an anthraquinone

derivative to a 60-base pair DNA oligomer [121]. The
anthraquinone derivative was irradiated with ultraviolet
light, which produces a radical cation on the GC pair
attached to the quinone. The cation can then migrate down
the length of DNA, where there are GG sequences in sev-
eral places. The location of the charge can be detected as
strand scission at these places with treatment of piperidine.
This yields an exponential dependence of the charge trans-
fer up to about 18 nm of DNA length, with a very large
decay length.
Using stilbenedicarboxamide (SA) linked to a DNA hair-

pin, Lewis et al. examined the distance dependence of
charge transfer [73]. The experiment consisted of attaching
SA to the end of one sequence of T’s and one sequence of
A’s. A GC pair was substituted for one of the AT pairs. This
GC pair behaved as an acceptor. It was found that, if the
GC pair was directly attached to the SA, the fluorescence of
the photoexcited SA was quenched. If the GC pair moved
away from the SA, the quenching rate decreased. When the
GC pair had four AT pairs separating it from the SA, there
would be very little quenching. This suggests a strong dis-
tance dependence of the quenching rate when there are a
few AT pairs separating the donor and acceptor. However, it
was found that if there are long sequences of DNA with only
AT pairs, there would be thermal hopping through the AT
bridge. The A base would carry the holes since it has the sec-
ond smallest ionization potential [122]. Giese et al. observed
that the amount of charge on a GGG triplet transferred
across a bridge of n AT pairs decreases rapidly as the num-
ber of AT pairs increases from one to three [123]. However,
a further increase in the number of AT pairs would only
slightly reduce the amount of charge transferred [123–125].
This can be explained by the formation of the highest occu-
pied molecular orbital band across the AT pairs, which low-
ers the energy barrier for hole transfer. We will discuss this
mechanism in more detail in Section 3.3.
More recently, contactless measurements of the conduct-

ing properties of DNA have indicated that this molecule is
not a conductor [126–130]. These experiments have been
designed to minimize contact effects. The contacts could
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be the source of high resistance observed in direct mea-
surements [128]. These experiments were done by adsorbing
both DNA and single-walled nanotubes on different insu-
lating substrates. A gold electrode was then evaporated on
part of the substrate. Using a scanning force microscope
(SFM) tip, the DNA molecules were imaged near the elec-
trode. The same area was reimaged with a voltage of 1.6 V
applied to the tip. The nanotubes contrasted more intensely
to the substrate due to electrostatic interaction. However,
no additional contrast was seen in the case of �-DNA or
poly(dG)–poly(dC). DNA molecules that were not partly
covered by the gold electrode, but were in contact with a
nanotube, were also imaged. No additional contrast was seen
in this case either. Using an oscillating SFM tip, the single-
walled nanotubes and the DNA with no electrode were also
scanned [128]. In this process, the frequency of the SFM
tip oscillations should decrease if the specimen is conduct-
ing, due to the polarization of the sample. The decrease in
frequency was actually observed for the nanotubes, but not
for DNA, suggesting that the molecule behaves as an insu-
lator [128]. However, in this case, the insulating character of
DNA could be due to distortions caused by the substrate.
In another indirect measurement, Tran et al. measured

the resistance of �-DNA via the change in the quality fac-
tor of a resonant cavity when the DNA is placed in it [130].
The �-DNA has been found to have a conductivity on the
order of 1 (� cm)−1 or, assuming a DNA diameter of
2 nm, a resistance of about 1010 � for the full length �-DNA
(∼16 �m).

3.2. Direct Measurements
of Current–Voltage Characteristics

Fink and Schonenberger performed the first direct measure-
ment of the conducting properties of DNA [131, 132]. The
resulting I–V characteristics are shown in Figure 4. It was
found that �-DNA is a good conductor, with a resistance
comparable to that of conducting polymers. The experiment
was done in vacuum, where a drop of solution containing
DNA was placed onto a gold-covered carbon foil with 2 �m
holes. Excess solution was removed with blotting paper. The
holes were imaged with a low-energy electron point source
(LEEPS) microscope, which is claimed to not radiatively
damage DNA [131, 133]. Upon scanning, holes were occa-
sionally found with only one DNA rope (e.g., several DNA
molecules twisted together) spanning across it. The DNA
ropes were then broken by using a tungsten tip. The tip
was also used to apply a bias across the DNA. A 600 nm
portion of a DNA rope produced a resistance of 2.5 M�.
This provides an upper value for the resistance of DNA,
since some finite contact resistance is expected to contribute.
Since the experiment was done in vacuum, ionic conduc-
tion could not account for the transfer mechanism. How-
ever, this experiment does not rule out that ions trapped
by the DNA might have changed its electronic structure,
allowing for higher conductivity. There has also been some
evidence that LEEPS imaging contaminates the DNA and
can account for the conducting behavior observed in this
experiment [134].
In other direct measurements, researchers have found

that DNA acts as a large bandgap semiconductor. For
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Figure 4. I–V characteristics of DNA ropes. (a) I–V curve for a sin-
gle rope 600 nm long. The inset shows the LEEPS image of DNA
rope attached to a tungsten tip. (b) I–V curve for two ropes in paral-
lel. The inset shows the LEEPS image of the DNA ropes attached to
the tungsten tip. Reprinted with permission from [131], H.-W. Fink and
C. Schonenberger, Nature 398, 407 (1999). © 1999, Macmillan Maga-
zines Ltd.

instance, Porath et al. measured the conductivity in
poly(dG)–poly(dC) DNA [135]. The homogeneous sequence
is ideal for overlap of �-orbitals in adjacent base pairs.
These experiments were done using a DNA oligomer
30 base pairs long or, equivalently, 10.4 nm long. An elec-
trostatically trapping technique [136, 137] was used to posi-
tion single DNA molecules between two electrodes 8 nm
apart (see Fig. 5). The sample was then dried with a flow
of nitrogen. The I–V characteristics of this experiment are
shown in Figure 5. As is clear from Figure 5, the DNA
oligomer does not conduct charge for biases below about
1 V at room temperature, which shows that poly(dG)–
poly(dC) DNA behaves like a semiconductor with a large
bandgap. As in previous measurements, these results do not
rule out the possibility that ions could be attached to the
DNA, thus modifying its electronic structure. In Section 3.3,
we discuss the possibility that the hybridization of the G-G
� stack could induce the semiconducting behavior.
Watanabe et al. measured charge transfer in a single

DNA molecule from a biological source using an atomic
force microscope (AFM) with a carbon nanotube tip and a
two-probe “nanotweezer” made with two multiwalled car-
bon nanotubes, shown in Figure 6a [138]. Vibrating the
two probes of the nanotweezer ensured that the probes
did not adhere to each other or the sample. Watanabe
et al. reported that the probes could be positioned with
roughly 2 nm accuracy. The DNA was deposited on a
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Figure 5. I–V characteristics for single poly(dG)–poly(dC) DNA
molecules. The different curves show repeated measurements. The
upper inset shows the experimental setup. The lower inset shows the
electrodes separated by a 8 nm gap. Reprinted with permission from
[135], D. Porath et al., Nature 403, 635 (2000). © 2000, Macmillan Mag-
azines Ltd.

SiO2/Si�100� surface and dried under a flow of nitrogen gas.
Afterwards, the sample was kept in a nitrogen atmosphere.
Figure 6b shows the I–V characteristics at room temperature
for a 25 nm separation of the source and drain. The mea-
surements in Figure 6b indicate that double-strand DNA is
semiconducting with a voltage gap of about 2 V. Applying a
gate voltage with the carbon nanotube tip reduces this gap
significantly. Figure 7 shows the I–V characteristics at room
temperature if the carbon nanotube tip is placed across the
DNA molecule. The tip is held at 2 V. A Coulomb blockade-
like staircase is observed whose origin is still unclear.
Hwang et al. made direct measurements using gold elec-

trodes on a SiO2 substrate [139, 140]. A drop of a solu-
tion of 60 base pair poly(dG)–poly(dC) DNA was deposited
between the electrodes and then dried with nitrogen gas.
Almost linear I–V characteristics were found with electrodes
separated by a 30 �m gap. However, when the electrode gap
was reduced to 20 nm, highly nonlinear I–V characteristics
and a large voltage gap were found.
De Pablo et al. recently performed measurements on the

resistance of �-DNA by depositing DNA on a mica sur-
face next to a gold electrode. A gold-covered SFM tip was
positioned close to one of the DNA chains to function as
a second contact. Using the SFM tip at different distances
from the electrode, a lower resistivity limit of 104 � cm
was found for a DNA molecule. The same authors reported
a lower resistivity limit of 106 � cm for a DNA molecule
using a different method. These results suggest that �-DNA
is an insulator. This is in clear contradiction with previous
results obtained by Fink and Schonenberger [131]. De Pablo
et al. [134] suggest that the disagreement could be due
to the effect of the low-energy electron beam Fink and
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Figure 6. (a) AFM image (scale bar, 10 nm) of the experimental setup.
p1 is the source and p2 the drain of the two-probe nanotweezer. NT is
the carbon nanotube used to apply the gate voltage. (b) I–V character-
istics of biological DNA at different gate voltages, VG. Reprinted with
permission from [138], H. Watanabe et al., Appl. Phys. Lett. 79, 2462
(2001). © 2001, American Institute of Physics.

Schonenberger use to image the DNA ropes [131]. In order
to prove this, de Pablo et al. irradiated their samples in a
vacuum with a low-energy electron beam and found that
the DNA resistivity is greatly reduced after irradiation [134].
SFM images show that the sample had indeed been contam-
inated by the electron beam.
Kasumov and Klinov [141] offered another possible expla-

nation for the discrepancy. These authors suggest that
the compression induced by depositing DNA on surfaces
changes its electronic structure. By depositing �-DNA on
a mica substrate partially covered with platinum, Kasumov
and Klinov found, by simultaneously measuring the DNA
height and conductivity using an AFM, that DNA did not
conduct and its height was 1 nm. However, if pentylamine
vapor was diffused on the Pt/mica surface before deposit-
ing the DNA, its height was found to be about 2 nm. At
the same time, the DNA was found to conduct. The authors
explained this observation by the reduction of the interac-
tion of the mica substrate with the DNA after vapor dis-
charge. Other studies seem to support the finding that the
DNA height changes on different substrates [142].
The change in conductivity due to the different compres-

sions can be explained as follows: If the charge transport
relies on a very organized DNA chain (i.e., if the transport
is through the �-channel), then compression will disrupt the
�-channel greatly. The compression could be of such a mag-
nitude that the single strands in the DNA duplex are essen-
tially independent, a case which is believed to lead to small
conductivity [92].
Storm et al. measured the conductivity of single DNA

molecules and bundles of DNA molecules, finding for
mixed-sequence, 1.5 �m long, DNA molecules on a SiO2
surface between two gold electrodes about 300 nm apart a
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Figure 7. (a) AFM image (scale bar, 10 nm) of the experimental setup.
The nanotube gate, NT(G), is placed across the DNA molecule. The
source, NT(S), and drain, NT(D), are separated by 5 nm. (b) I–V char-
acteristics when the carbon nanotube tip is placed across the DNA
molecule. The inset shows the current versus the gate voltage at a
source-drain voltage of 0.5 V. Reprinted with permission from [138],
H. Watanabe et al., Appl. Phys. Lett. 79, 2462 (2001). © 2001, American
Institute of Physics.

lower resistance limit of 10 T� for about 10 molecules in
parallel [143]. These measurements were done at ambient
conditions. The DNA was bonded to the electrodes through
a thiol group. Other samples with different electrode spac-
ing also showed large resistance. However, the DNA height
was measured to be 0.5 nm, suggesting that the compres-
sion induced by the surface may play a prominent role in
decreasing the conductivity in this case. A similar device

made of a mixed-sequence, 300 nm long DNA, and platinum
electrodes at a distance of 40 nm on a SiO2 substrate, also
showed a resistance of 10 T�. Finally, poly(dG)–poly(dC)
DNA with no thiol groups showed resistances greater than
1 T� on both SiO2 and mica substrates.
Yoo et al. measured the conductance in poly(dG)–

poly(dC) and poly(dA)–poly(dT) DNA [144]. Poly(dG)–
poly(dC) DNA 1.7–2.9 �m long and poly(dA)–poly(dT)
DNA 0.5–1.5 �m long were used in the experiments. DNA
was electrostatically trapped [137] between electrodes 20 nm
apart and dried with nitrogen. Measurements at both ambi-
ent conditions and in a vacuum were performed, with no
substantial change in the results. The I–V characteristics for
poly(dA)–poly(dT) DNA showed a large bandgap at tem-
peratures lower than 161 K. A strong temperature depen-
dence of the current was also observed [144]. This can
be accounted for by a small polaron hopping model [145],
where the current is given by

I ∝ sinh bV exp �−Ea/kBT � (1)

where Ea is the activation energy, T is the background tem-
perature, b = ea/2kBTd, e is the electron charge, a is the
hopping distance, and d is the distance between the elec-
trodes. Equation (1) describes the I–V characteristics of
poly(dA)–poly(dT) DNA very well if b is taken to be inde-
pendent of temperature. Poly(dG)–poly(dC) DNA displays
similar temperature behavior to that of poly(dA)–poly(dT)
DNA, but with a much lower resistance of 1.3 M� at room
temperature compared to 100 M� for poly(dA)–poly(dT)
DNA. Poly(dG)–poly(dC) DNA shows the correct temper-
ature dependence of b. Furthermore, poly(dG)–poly(dC)
DNA shows temperature dependence of the current down to
4.2 K and seems to have two molecular vibration frequencies
which contribute to the polaron motion, whereas poly(dA)–
poly(dT) DNA shows temperature dependence only down
to 50 K and seems to support only one molecular vibration.
Yoo et al. also performed I–V measurements with a gate

bias [144] and found that poly(dA)–poly(dT) DNA has
larger conductance upon application of a positive gate volt-
age, while poly(dG)–poly(dC) DNA has enhanced conduc-
tance under negative gate voltage conditions. Thus, in these
experiments, poly(dA)–poly(dT) DNA displays n-type con-
ducting behavior, while poly(dG)–poly(dC) DNA displays
p-type behavior.
In addition to semiconducting and insulating behav-

ior, Kasumov et al. reported proximity-induced supercon-
ductivity (i.e., superconductivity induced by the nearby
electrodes) in DNA [146]. Using sputtering techniques,
Kasumov et al. deposited rhenium/carbon electrodes on a
freshly cleaved mica surface [146]. The rhenium layer was
2 nm thick, and the carbon layer developed into clumps (see
Fig. 8). A flow of 16 �m long �-DNA solution parallel to
the electrodes introduced about 100 to 200 DNA molecules
bridging the gap between the electrodes.
The overall resistance of the structure decreased from

1 G�, with no DNA molecules deposited, to a few k� after
deposition (or a few hundred ohms per DNA molecule).
The structure showed no decrease in resistance when
treated with the buffer solution without the DNA. Kasumov
et al. used a low-powered focused laser beam to destroy
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tion of the solution flow. Reprinted with permission from [146], A. Yu.
Kasumov et al., Science 291, 280 (2001). © 2001, The American Asso-
ciation for the Advancement of Science.

DNA molecules within the gap, except for in a narrow por-
tion. In this way, three different samples were obtained with
approximately 10 DNA chains (DNA1), 40 DNA chains
(DNA2), and 2–3 DNA chains (DNA3), respectively. The
resistance of all three samples increased as the temperature
decreased. However, DNA1 and DNA2 decreased in resis-
tance below the superconducting transition of the electrodes
(see Fig. 9). The application of a magnetic field increased
the resistance at temperatures close to the superconduct-
ing transition, which is the case for proximity-induced
superconductivity [146]. The DNA3 sample showed an
increased resistance even below the superconducting tran-
sition and a decreased resistance with increasing magnetic
field, suggesting that this was not a case of proximity-induced
superconductivity [146]. In order to prove that these unusual
conducting properties are attributable to DNA bridging the
electrodes, the samples were reheated to room tempera-
ture and treated with a flow of buffer solution for about
30 minutes. This did not result in a change of resistance.
When DNase was added, however, the resistance increased
back to that of the original electrode systems (without the
DNA), showing that the transport was indeed taking place
through the DNA molecule. Although not conclusive, the
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Figure 9. Resistance measurements as a function of temperature for
�-DNA between superconducting electrodes for the three samples
discussed in the text. Reprinted with permission from [146], A. Yu.
Kasumov et al., Science 291, 280 (2001). © 2001, The American Asso-
ciation for the Advancement of Science.

results of Kasumov et al. indicate that proximity-induced
superconductivity may be realized in DNA, and that thermal
hopping is an unlikely mechanism of transport in �-DNA,
since the resistance does not increase strongly with decreas-
ing temperature.
Other researchers have measured conductivity in DNA

networks. Cai et al., for instance, investigated networks
of poly(dG)–poly(dC) DNA and networks of poly(dA)–
poly(dT) DNA self-assembled onto a mica surface (see
Fig. 10) [147]. The samples were made of a drop of a DNA
solution adsorbed onto a freshly cleaved mica surface and
incubated for about one minute. The excess solution was
then removed and dried with a flow of nitrogen gas. The
sample was also kept under vacuum conditions for 5 to
12 hours, after which the electrical characteristics were mea-
sured. The poly(dG)–poly(dC) DNA networks show a “uni-
form reticulated structure” opposed to poly(dA)–poly(dT)
DNA which forms a cross-linked network. Details of these
structures can also be controlled [148–150]. A gold elec-
trode was evaporated to form a contact to the DNA net-
work, as shown in Figure 10c and d. Using a conducting
probe AFM, Cai et al. measured the I–V characteristics of
these networks. Without DNA, a noise of about 1 pA was
measured. Placing the AFM tip 100 nm away from the gold
electrodes (see Fig. 11a), the current in poly(dG)–poly(dC)
DNA displayed ohmic behavior. Poly(dG)–poly(dC) DNA
also exhibited p-type rectifying behavior (see Fig. 11d).
Poly(dA)–poly(dT) DNA, on the other hand, displayed
much higher resistances. However, in this case as well, ions
from the buffer solution could have changed the electronic
properties of the DNA.

(a) (b)

(c) (d)

250 nm 250 nm

250 nm 250 nm

Figure 10. AFM images of self-assembled networks of (a) poly(dA)–
poly(dT) DNA and (b) poly(dG)–poly(dC) DNA. (c) Poly(dA)–
poly(dT) DNA with a gold electrode and (d) poly(dG)–poly(dC) DNA
with a gold electrode. Reprinted with permission from [147], L. Cai
et al., Appl. Phys. Lett. 77, 3105 (2000). © 2001, American Institute of
Physics.
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Zhang et al. [151] recently focused on eliminating, or
at least reducing, two experimental factors, contact resis-
tance [152, 153] and ions from the solutions, which could
have caused the large discrepancy between previous exper-
imental results. Such direct measurements indicate that
DNA is generally insulating. �-DNA on a quartz substrate
between 4 �m thick gold electrodes was used in these exper-
iments. The DNA ends were modified to include a T base
with a thiol group, so that the base could easily bind to the
gold electrodes. The electrode distance was fixed at 4 or
8 �m. A solution of DNA molecules was applied to the elec-
trodes and then diffused across the electrodes by a flow of
solution. Mg2+ ions were introduced so that the DNA could
stick to the quartz surface while it was rinsed with NH4Ac
to remove leftover salt from the buffer solution. The volatile
NH4Ac was then removed under vacuum. The correspond-
ing I–V characteristics showed no conduction for an applied
voltage of up to 20 V for �-DNA between electrodes 4 �m
apart. A lower resistivity limit of 106 � cm was found for
biases up to 20 V.
These results suggest that the lower resistivities measured

by other groups are due to ionic contamination from the
buffer solution and/or from other sources. The influence
of ions and humidity on both the structure and the elec-
tronic properties of DNA has also been intensively studied
by other researchers [154, 155]. Lee et al. did experi-
ments to examine the influence of both humidity and oxy-
gen on the conductance properties of DNA [155]. Trapped
oxygen has been found to dope poly(dG)–poly(dC) DNA
with holes and increase its conductivity. In these experi-
ments, 1.7–2.9 �m poly(dG)–poly(dC) DNA and 0.5–1.5 �m
poly(dA)–poly(dC) DNA were placed between Au/Ti elec-
trodes. The distance between the electrodes varied between
100 to 200 nm. A DNA solution was dropped between
the electrodes and allowed to dry. I–V curves were mea-
sured under three conditions: in air with 35% humidity, in
an oxygen–nitrogen (1:4 ratio) atmosphere with less than

0.1% humidity, and in a vacuum. For poly(dG)–poly(dC)
DNA at 1 V, the resistance increased from about 0.8 to
7 to 100 G�, for the three different conditions, respec-
tively. Finally, when poly(dG)–poly(dC) DNA was exposed
to pure oxygen gas instead of air, the conductance increased
by over 100 times. This shows that oxygen doping has a
larger impact on the DNA resistance than water. In the case
of poly(dA)–poly(dT) DNA, the conduction decreased when
the sample was placed in a pure oxygen atmosphere. These
results also support early findings that poly(dG)–poly(dC)
DNA is a p-type conductor and poly(dA)–poly(dT) DNA is
an n-type conductor [144, 147].

3.3. Charge Transport Mechanisms

The previous section reviewed the main experiments on
the transport properties of DNA, showing that in several
instances these experiments yielded contradictory results,
even on supposedly similar system configurations. This sec-
tion focuses on the interpretation of these experiments on
the basis of physical models. Over the past several years,
many transport mechanisms have been proposed to account
for differing experimental results. This does not come as
a surprise due to the wide range of conducting properties
found for DNA. Specifically, three possible mechanisms for
charge transport stand as the main physical processes: ther-
mal hopping, sequential tunneling, and coherent tunneling
(see Fig. 12). Polaron and soliton formation and transport
have also been investigated and will be discussed at the end
of this section.
In certain experiments, some of the three main mech-

anisms can be ruled out on the basis of the DNA con-
figuration or experimental conditions. For instance, in the
fluorescence experiments, charge could thermally hop from
base to base (see Fig. 12A). However, the thermal energy
required for this process is generally quite large; thus, this
mechanism is unlikely in this case, as in many other cases.
Charge can also sequentially tunnel from one site to the next
(see Fig. 12B). After each tunneling process the coherence
of the charge wavefunction is lost through dephasing pro-
cesses, such as scattering with molecular vibrations. Neither
of these mechanisms depends strongly on the DNA length.
Finally, charge can tunnel through a whole length of DNA
(see Fig. 12C). In this case, the charge wavefunction does
not lose phase coherence, so the process is called coherent
or unistep tunneling. This mechanism has a strong distance
dependence. In the case of DNA, many researchers have

B
C

A

x

E

Figure 12. Schematic of three possible mechanisms for charge transfer
in DNA, depicted as a series of energy barriers, (A) thermal hopping,
(B) sequential tunneling, and (C) coherent or unistep tunneling. The
vertical axis represents energy, E, and the horizontal axis represents the
spatial position, x.
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assumed that charge coherently tunnels through the whole
length of DNA, with a rate of charge transfer R,

R ∝ exp�−�L� (2)

where L is the length of the DNA and � is the inverse tun-
neling decay length. A large value of � means that the rate
of tunneling will decrease rapidly with increasing distance.
However, earlier measurements yielded seemingly contra-
dictory values for � [96–100].
Charge transport over large distances by a single tunnel-

ing step is unlikely. Theoretical studies have shown that the
rate of coherent tunneling should drop off dramatically with
distance [156]. Thus, many argue that sequential tunneling
is the most likely mechanism for charge transport in DNA.
Within this mechanism, holes have been studied as the likely
charge carrier. The G base is the most favorable site for
location of holes due to the order of the ionization poten-
tials (G < A < C < T), which is independent of nearest
neighbor bases [122, 157–169]. Many models have looked
into the possibility of hole transport via G bases, along with
other mechanisms of charge transport [170–194].
Berlin et al. did a quantitative analysis of sequential tun-

neling using kinetic rate equations [171, 172]. In this work,
sequential tunneling between GC pairs through a bridge
of AT pairs has been studied. A G+ radical is considered
as the charge donor and the base sequence GGG as the
acceptor, in close connection with the experiments by Meg-
gers et al. [75] and Giese et al. [195]. The base sequence
GGG acts as an acceptor due to the lower ionization poten-
tial compared to a single G base. The ratios of reaction
yields of water between the GGG site to the first G site,
and also the GGG site with all the other G sites, were
calculated. Tunneling rates from short DNA chains were
taken from theory and experiment [75, 188, 195] and used
to calculate the ratio of reaction yields for different base
sequences. A fair amount of agreement with experiments
has been obtained [75, 195]. Berlin et al. found that the rate
for sequential tunneling drops exponentially with distance
due to the reaction with water. The � parameter was found
to be 0.1 Å−1 for sequential tunneling, compared to a value
of about 1 Å−1 for coherent tunneling [156].
The physical meaning of the model is as follows. A hole

is generated on some G base (part of a GC pair) to obtain
a G+ radical. The hole is then assumed to hop along the
length of DNA to successive G bases, or, alternatively, the
G+ radical can undergo a reaction with water. If there are
some sites with a sequence of many G bases (i.e., GG � � �G),
then the hole is assumed to be transferred to the first G
base to obtain (G+G � � �G). This electronic configuration
can relax to the lower energy state (GG � � �G)+, trapping
the hole. Alternatively, the hole can transfer to adjacent sin-
gle G bases along the length of the DNA. If the time to
relax from the configuration (G+G � � �G) to the more stable
(GG � � �G)+ is small, the hole travels along the DNA until
it reaches a GG � � �G site, where it is trapped. On the other
hand, if the relaxation time is large, the hole will continue to
travel along the DNA without being trapped. The first pos-
sibility seems to explain the experimental data of [75, 195].
Berlin et al. [174] also studied the competition between

coherent and hopping transport using a one-dimensional

tight-binding model. In this model, the DNA sequence was
chosen to be of the form (AT)m–GC–(AT)n–GC–(AT)m. The
rate for tunneling was assumed to be

�tun exp�−�L� (3)

where L = �n + 1�a is the distance between the two GC
pairs, n is the number of AT pairs, a is the distance between
base pairs, � is the tunneling decay length derived from the
tight-binding model, and �tun is a fitting parameter. The rate
for thermal transport is assumed to be

�therm exp
(
− gG
kBT

)
(4)

where gG is the energy separation between the hole state
on the GC pair and the bottom of the AT band, which
is derived from the tight-binding model. There is a critical
value of n when these two rates are equal, at which the main
mechanism will switch from tunneling to thermal hopping.
Using this model, it is estimated to be between three and
five, depending on the value of the transfer integral between
adjacent base pairs. This is in agreement with the experi-
mental work of Giese et al. [123], where the transfer rate has
been found to drop exponentially up to a bridge length of
three AT pairs. This also agrees with experimental evidence
that suggests some charge is localized on the AT bridge [124,
125]. In this context, the effects of fluctuations and struc-
tural distortions have also been considered [86, 173, 175,
196–202].
Long-range charge transfer has also been studied with

a scattering matrix formalism and Büttiker’s dephasing
model [177–181]. The idea behind this approach is that
in complex systems, like DNA, charge transfer is unlikely
to occur in a single step. Thermal motions of the DNA
structure, solvation effects, etc., can break the phase coher-
ence of the charge carrier. The approach thus combines the
coherent tunneling and sequential tunneling mechanisms,
with relative amount of one to the other determined by the
strength of the dephasing. This approach has been success-
fully employed to account for the experimental results of
Porath et al. [135] on a DNA molecule with 30 GC pairs
between two electrodes [179]. A good agreement between
experiment and theory has been obtained by assuming par-
tial dephasing.
Using a similar model with two different channels,

one for each relative magnetic polarization of the elec-
trodes, Zwolak and Di Ventra [203] predicted that a short
poly(dG)–poly(dC) DNA molecule should behave as a spin-
valve device; that is, the resistance of the molecule can be
changed according to the relative magnetization of the elec-
trodes (see Section 4). Preliminary results from Kasumov
seem to confirm that spin-dependent transport can be
observed in DNA [204].
Cuniberti et al. [205] used a tight-binding model which

includes coupling of the base states to other states (e.g.,
states on the phosphate backbone) to calculate the trans-
port properties of a 30-base pair poly(dG)–poly(dC) DNA
between two electrodes. By fitting some parameters in
the Hamiltonian, a fairly good agreement between the
theoretical and experimental I–V characteristics has been
obtained [205]. This result suggests that the large resistance
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of the poly(dG)–poly(dC) DNA could be due to the
hybridization of the � stack.
Finally, we need to mention that apart from the

three main transport mechanisms discussed in this section,
polaron [6, 87, 121, 144, 206–212] and soliton [213, 214] for-
mation in DNA have also been investigated. The former
relates to the coupling of the electronic and vibrational-
mode degrees of freedom, and the latter relates to the for-
mation of domain walls in dimerized bonds of DNA.
Schuster et al. suggested a phonon-assisted, polaronlike

hopping mechanism for charge transfer [121, 208]. Since
structural fluctuations of DNA are relatively fast [215–217],
the local structure around a charged base is likely to rear-
range. The distance in between base pairs would thus
decrease; the angle between base pairs could also decrease.
Other structural changes that trap the charge might occur
as well. The resulting polaron could then move through the
DNA via temperature-induced structural fluctuations.
Bruinsma et al. suggested, based on a tight-binding model

which includes structural fluctuations, a polaronlike hop-
ping mechanism, where the hopping is controlled by struc-
tural fluctuations [196]. Charge transfer would then increase
strongly with temperature, an effect that is actually observed
in some experiments [86, 130]. Barnett et al. put forth an
explanation of this temperature dependence which relies
on fluctuations in the location of the counterions on the
DNA [218]. By performing first-principles calculations, these
authors have shown that different counterion configurations
can lead to localized hole states. Therefore, fluctuations of
the counterions could induce movement of the holes. This
would also lead to an increase of the rate of charge transfer
with increasing temperature.
Yu and Song [201] explained the temperature depen-

dence observed by Tran et al. [130]. Tran et al. found that
the conductivity increases slowly with increasing tempera-
ture. However, at high temperatures, the conductivity has
been found to be strongly dependent on temperature [130].
This result can be explained by invoking a “variable-range
hopping” model with a temperature dependent localization
length. Here, the probability of hopping is dependent on two
mechanisms, both tunneling (characterized by the localiza-
tion length) and a thermally activated hopping. Thus, the
most probable distance for hopping is due to the competi-
tion between these two mechanisms. If this is the case, there
is a critical temperature above which the most likely hop-
ping distance becomes smaller than the distance between
bases. Above this temperature, the hopping mechanism can
only be thermally activated. This fact alone is enough to
describe a transition from weak temperature dependence to
strong temperature dependence. However, the results from
this model do not fit well with experiment [130, 201]. Yu
and Song thus calculated the localization length using a
tight-binding Hamiltonian which includes fluctuations in the
angle between adjacent base pairs. With this correction, the
“variable-range hopping” model seems to give the correct
temperature dependence.
Hjort and Stafstrom studied charge transfer in poly(dG)–

poly(dC) DNA using a tight-binding Hamiltonian [219].
These authors found that including fluctuations of the
angle between adjacent base pairs decreases the conductiv-
ity of DNA. Likewise, Grozema et al. used a tight-binding

Hamiltonian with an electronic coupling that depends on the
angle and distance between adjacent base pairs to study
the effect of fluctuations [175]. These authors found that
the mobility of poly(dG)–poly(dC) DNA decreases by an
order of magnitude when structural fluctuations are taken
into account. Furthermore, Grozema et al. found that dis-
order in the site energies of the tight-binding chain, due to,
for example, an inhomogeneous distribution of counterions
on the DNA, can reduce the mobility by another order of
magnitude [175].

4. DNA APPLICATIONS
IN NANOSCALE ELECTRONICS

In this section, we discuss the possible application of DNA
as an electronic component and its use as a self-assembling
template. In the latter case, DNA has been found to aid
in the assembly of novel nanoscale structures, which could
not be assembled otherwise, and could potentially speed up
self-assembly of existing structures.

4.1. DNA Nanoscale Wires

Braun et al. carried out an interesting application of DNA
in a rudimentary nanoscale circuit [101, 220]. These authors
made a silver wire using DNA as a template [101]. The
fabrication method is outlined in Figure 13. Two different
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391, 775 (1998). © 1998, Macmillan Magazines Ltd.



DNA Electronics 485

12-base oligonucleotides are attached to one of two gold
electrodes through a disulphide group at their end. The two
electrodes are connected by placing them in a solution of flu-
orescently labeled �-DNA. Two 12-base “sticky ends” were
added to the �-DNA. One of these ends hybridized to an
electrode. The DNA was then stretched to the other elec-
trode by flow of the solution.
Using an ion-exchange process, Na+ ions on the DNA

backbone are replaced with Ag+. The silver ions are reduced
by a basic hydroquinone solution. Extra silver metal is
then deposited by addition of an acidic Ag+/hydroquinone
solution. The resulting silver wire between gold electrodes
12 �m apart is shown in Figure 14. AFM imaging has been
used to verify the presence of only a single wire.
The wire, shown in Figure 14, had grains of 30–50 nm con-

tinuously placed, and overall had a width of about 100 nm
and a length of 12 �m. The size and structure of the wire
could be controlled during the different fabrication steps.
However, wires with grain sizes of 25 nm or less were found
to be discontinuous [101]. The I–V characteristics of the sil-
ver wire are shown in Figure 15. Its resistance was greater
than 1013 � in the region of low bias. These curves were
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Figure 15. (a) I–V characteristics of the 12 �m long and 100 nm wide
silver wire. The arrows show the direction of the voltage scan. (b) I–V
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lower inset shows the I–V curve with a DNA bridge and no silver depo-
sition. Reprinted with permission from [101], E. Braun et al., Nature
391, 775 (1998). © 1998, Macmillan Magazines Ltd.

reproducible, as shown in Figure 15a, but they showed hys-
teresis whose origin is still unclear. Figure 15b shows a wire
where more silver was deposited. A smaller current gap was
found in this case, and the resistance was reduced at higher
voltages from 30 to 7 M�, showing that the electrical con-
ductivity can be somewhat controlled by silver deposition.
The large current gap in the first case is still unclear. It

can be attributed to grain boundary effects or to Coulomb
blockade. For practical applications, ohmic behavior is, how-
ever, desirable. In this respect, Richter et al. succeeded
in making a palladium wire which displayed ohmic behav-
ior [102, 221–223]. A single palladium wire is shown in
Figure 16. A drop of �-DNA solution was placed on gold
electrodes. The capillary forces of the evaporating drop
aligned the DNA chain between the gold surfaces. A pal-
ladium solution was then put on the sample and reduced
by addition of a different solution. Finally, the sample was
rinsed in order to remove clusters that formed without the
DNA. Further addition of palladium solution and reduc-
ing agent caused more growth. Like the silver wire, sepa-
rate metal clusters were observed which eventually became
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Figure 16. Palladium wire made from metallization of �-DNA.
Reprinted with permission from [102], J. Richter et al., Appl. Phys. Lett.
78, 536 (2001). © 2001, American Institute of Physics.

continuous with increased deposition. However, unlike the
DNA-template silver wire, the grain sizes were about 3 nm,
and the metal clusters aggregated into a continuous struc-
ture at about 20 nm of thickness. A linear dependence of
the resistance on wire length has also been found [102, 221,
222]. Since none of the wires, including very thick ones,
displayed a resistance below ∼5 k�, a contact resistance
was likely present. This minimum resistance was significantly
reduced by “pinning” further wires to the gold electrodes,
using electron-beam-induced carbon lines.
Since the fabrication process generates many wires, the

resistance of each wire was measured by systematically cut-
ting each one. The resulting wires displayed ohmic behav-
ior (see Fig. 17). The measured resistance was found to
be about 700 �, which gives a specific conductivity of 2 ×
104 S cm−1 (i.e., about one order of magnitude less than
bulk palladium).
Richter et al. more recently measured the resistance of

DNA-templated palladium wires at low temperatures [224].
Above 30 K, the resistance of these wires decreased with
decreasing temperature. However, below 30 K, the resis-
tance increased. This type of behavior is observed in two-
dimensional 2D disordered metals, like palladium films of
similar thickness, where localization occurs due to backscat-
tering without loss of phase coherence of the electrons. The
disorder in the palladium wires was attributed to the pres-
ence of grain boundaries. In order to decrease the amount of
disorder, the DNA-templated palladium wire was annealed.
After annealing, the wire no longer showed an increase of
resistance at low temperatures, indicating that the resistance
increase is indeed due to disorder.
Other groups have also succeeded in fabricating DNA-

based nanowires [225–227]. For instance, Harnack et al.
made a gold wire network on a DNA template [225].
Gold nanoparticles of 1–2 nm capped with tris(hydroxy-
methyl)phosphine were bound to DNA [225]. Nanowires as
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spond to the wire as grown; triangles refer to the wire after it was cut.
The inset shows the I–V characteristics at low voltages. Reprinted with
permission from [102], J. Richter et al., Appl. Phys. Lett. 78, 536 (2001).
© 2001, American Institute of Physics.

small as 30–40 nm with resistivities about 1000 times larger
than bulk gold were fabricated [225]. Ford et al. were able
to assemble DNA with 1 nm size platinum grains as a pre-
cursor to a larger wire [226]. In this case, the platinum was
bound directly to the bases, instead of exploiting the ionic
interaction with the backbone. The goal is to be able to cre-
ate smaller wires with the desired I–V characteristics [223,
226, 228].
Kumar et al. exploited the electrostatic interactions with

the DNA backbone to create linear arrays of nanoparticles,
which could potentially be used to create an array of
wires [229]. Lysine-capped, ∼3 nm colloidal gold particles
were mixed with DNA. The DNA–gold hybrids were sepa-
rated out after the solution sat for two hours. The exper-
iment was carried out with two types of synthetic DNA
and calf-thymus DNA. Figure 18A shows the transmission
electron microscopy (TEM) image of a 15-base pair, syn-
thetic DNA–gold hybrid on a carbon coated TEM grid. The
linear arrays of gold nanoparticles can clearly be seen in
the image. The separation of the arrays is about 9 nm.
Figure 18B shows the scanning tunneling microscopy (STM)
image of the 30-base pair synthetic DNA–gold hybrid on
a silicon wafer. However, the electrical properties of these
structures have not been measured, so no conclusion can be
drawn about their conducting properties. Sastry et al. cre-
ated DNA–gold hybrids using similar methods [230].
Another way of fabricating nanowires is to use M-DNA

[231–233]. In M-DNA, the imino proton (a proton attached
to a nitrogen which is double-bonded to a carbon) is
replaced by a divalent metal atom, like Zn2+, Co2+, and
Ni2+ [233]. B-DNA together with one of those ions will form
M-DNA in a solution with a pH larger than 8. The metal
ion not only alters the electronic structure of DNA but also
its physical structure. The base pair separation is about 4 Å
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Figure 18. (A) TEM image of a 15-base pair synthetic DNA–gold
hybrid on a carbon coated TEM grid. (B) STM image of the 30-base
pair synthetic DNA–gold hybrid on a silicon wafer. (C) Height versus
distance along the line shown in (B). (D) Schematic of the DNA–gold
hybrid. Reprinted with permission from [229], A. Kumar et al., Adv.
Mater. 13, 341 (2001). © 2001, Wiley–VCH.

in M-DNA compared to 3.4 Å in B-DNA. Figure 19 shows
the base pairs in M(Zn)-DNA.
To measure the I–V characteristics, a DNA chain was

placed across a deep gap, which kept salt bridges from
forming and guaranteed that the DNA chain was the only
conducting element of the device [231]. This was done by
placing a drop of either B-DNA or M-DNA across the
electrodes. The corresponding current–voltage characteris-
tics in vacuum and at room temperature were measured.
The B-DNA displayed semiconducting behavior, with a cur-
rent gap of about 200 meV. The M-DNA, however, showed
no gap but comparable behavior at higher biases. The lack
of a current gap was attributed to the zinc ions bringing
the edge of the DNA molecular bands closer to the Fermi
level of the gold electrodes. As in the experiment of Braun
et al. [101], transport through B-DNA with “sticky ends”
has also been measured. In this case, large-bandgap semi-
conducting behavior was observed in B-DNA, reminiscent
of the behavior found by Porath et al. [135]. The presence
of this large current gap was attributed to the end groups
limiting the current.
The same group finds that electron transfer is greatly

enhanced in M-DNA compared to B-DNA from fluo-
rescence quenching measurements [232, 234, 235]. Most
recently, significant quenching at distances up to ∼150 nm
has been reported [232, 234, 235]. Weak distance depen-
dence suggests that electron hopping is the main mechanism
for transport in M-DNA.
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Zwolak and Di Ventra recently suggested that short DNA
wires can be used as spin valve devices [203]. A short
poly(dG)–poly(dC) between two magnetic electrodes was
studied as an example. By assuming negligible spin-flip scat-
tering in the wire and at the contacts, magnetoresistance
values of as much as 26% for Ni and 16% for Fe contacts
were predicted. The magnetoresistance is defined as �Ranti−
Rparallel�/Ranti, where R is the resistance for each relative
magnetization of the electrodes. The calculated magnetore-
sistance is shown in Figure 20. Kasumov recently performed
experiments with DNA between permalloy electrodes [204]
and actually observed spin-dependent transport in DNA.
Finally, Ben-Jacob et al. suggested, based on the idea that

each phosphate group can act as a tunnel junction, that
DNA could be used as a transistor or even as a quantum
bit [214, 236].

4.2. DNA Self-Assembly

The different properties of DNA make it particularly ver-
satile in several applications from computation to fuel-
ing nanomechanical devices [237–250]. In addition, DNA’s
recognition ability has been found to help in the self-
assembly of novel nanoscale structures out of “nanoscale
building blocks” (e.g., nanoparticles) [103, 251–255]. In this
section, we will review the research done on assembling
large-scale structures relevant to nanoscale electronics using
DNA.
Ordering of nanoparticles is important to realize elec-

tronic devices and storage media. However, it is a difficult
task, for instance, to order hexagonal closed-packed struc-
tures [256–260]. A DNA template, on the other hand, is
flexible enough that it can be shaped in many different ways.
For example, several geometrical structures of DNA have
already been made, such as cubes and knots [261]. Periodic
arrays are being examined as the main components in nano-
scale memory devices and other electronic applications. One
potential downfall of using DNA in these applications is that
the resulting structures are not rigid [261]. However, this
problem can be overcome by assembly onto surfaces (see,
e.g., [262–265]). Before discussing different nanoparticle
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poly(dC) DNA between nickel and iron electrodes as a function of bias.
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structures, we review some recent work on molecular lithog-
raphy (i.e., the patterning of functional devices) using DNA.
Keren et al. demonstrated molecular lithography using

DNA [266]. The suggested process starts with a polymer-
ization of RecA protein monomers with a single strand of
DNA. The RecA protein mediates homologous recombi-
nation between the single strand of DNA and a double
strand of DNA. Homologous recombination binds the sin-
gle stranded DNA to the double-stranded DNA with an
identical sequence. Thus, the sequence of the single strand
of DNA will determine where it is “placed” on the double
strand of DNA. As a consequence, the new double strand
of DNA has a section which has the RecA protein bound
to it. This section is not coated with metal in the process
that will be described. A gold wire was fabricated on the
DNA template as follows. The new double strand of DNA
was stretched across a passivated silicon surface and then
incubated in an AgNO3 solution. The original double strand
of DNA had aldehyde bound to it. The aldehyde allowed
for small silver aggregates to form on the DNA. The DNA
was then further metallized by electroless deposition of gold
on top of the silver. This process produced a piece of DNA
wire on an insulating surface, which had an insulating gap
on the portion where the RecA was bound. It was found that
the conductivity of a 50–100 nm thick gold wire, using the
aforementioned process, was only about one-seventh that of
bulk gold.
Small particles can also be attached to the RecA bound

length. A single strand of biotin-labeled DNA binds specif-
ically to the length of DNA that is bound to the RecA.
It remains bound even after the protein is removed. This
product, then, was used to specifically bind streptavidin-
conjugated gold nanoparticles, which attach only to biotin-
labeled DNA. After further gold deposition, a piece of
metallized DNA formed between two sections of DNA.
Using a similar process, Keren et al. were also able to fab-

ricate a gold cluster [266]. This was done by reacting the pri-
mary antibodies of RecA with the DNA that had the RecA
bound length. Then secondary antibodies were used with
conjugated gold particles. The latter bind to the antibod-
ies. After further gold deposition, the result was a piece of
DNA with a localized metal cluster. In addition, by using two
double strands of DNA, Keren et al. were able to demon-
strate the ability of RecA to create a three-arm junction at
a specific location on the DNA. This work demonstrated
the potential of DNA to integrate devices on the molecular
scale and to create novel functional devices.
Other researchers have focused on the organization of

nanoparticles [251, 252, 267, 268]. Although no specific
device/structure has been created for use in molecular
electronics, this research area shows tremendous potential.
Alivisatos et al., for instance, have attached single-stranded
DNA to gold nanoparticles. The latter self-assemble onto
a complementary DNA template [252]. This approach can
form complex structures. Using a similar strategy, Mbindyo
et al. attached gold wires to a gold surface [267]. In these
structures, single-stranded DNA was attached to specific
sites of gold wires 200 nm in diameter. These strands of
DNA were complementary to strands on a gold surface.
Other strategies have also been used to attach nano-

particles to surfaces [269]. As an example, Coffer et al. used

DNA as a template for the formation of CdS nano-
particles [265, 270–272]. Cd2+ ions were added to a solution
of plasmid DNA, which formed a DNA/Cd2+ complex via
electrostatic interaction with the DNA backbone. The DNA
was then bound to a solid surface. An array of CdS nano-
particles formed along the DNA upon addition of H2S. The
resulting nanoparticles were relatively monodisperse. Fur-
ther study has shown that the particular sequence affects the
size of the particles [271].
The use of streptavidin–biotin interactions has also

been suggested to create arrays of nanoparticles and
molecules [273–275]. Winfree et al. used double crossover
DNA (i.e., two double-stranded DNA chains which are
linked twice by a crossover junction) to create two-
dimensional DNA crystals [237]. These methods were shown
to be useful in the creation of regular structures.
Mirkin et al. [251] and Alivisatos et al. [252] were among

the first to link nanoparticles together using DNA. Mirkin
et al. attached two different oligonucleotides to different
13 nm gold particles using a thiol group [251]. Upon addi-
tion of a duplex DNA with two “sticky ends,” each comple-
mentary to one of the oligonucleotides, the gold particles
were networked together. Mirkin et al. found the forma-
tion of ordered 2D networks of the gold particles. If heated
above the dissociation temperature of the DNA duplex,
the process could be reversed. This method allows for the
assembly of structures with a wide range of parameters
(e.g., nanoparticle spacing, size, and composition) [276–278].
Park et al. measured the conductivity of these gold nano-
particle networks [279] and found semiconducting behav-
ior regardless of the length of the DNA linker. This was
attributed to collapse of the network upon drying. Mucic
et al. even assembled binary networks of gold nanoparticles
with two different sizes [276]. A similar method to those just
described was extended to other types of nanoparticles as
well [277].
Alivisatos et al. assembled 1.4 nm gold particles with one

N -propylmaleimide attached [252]. This maleimido group
could be coupled to a sulphydryl group on an oligonu-
cleotide. Adding a single-stranded DNA as a template,
these oligonucleotide substituents formed the corresponding
duplex DNA. With this method, Alivisatos et al. were able to
create well spaced gold particles along the DNA template.
Niemeyer et al. used streptavidin as a model parti-

cle to which only a few biotinylated DNA molecules can
bind [280]. These researchers found that by changing the
ionic conditions, the streptavidin–DNA network changes.
Under ionic conditions, double-stranded DNA condensed
into supercoils (i.e., the double helix axis is itself twisted).
This caused the contour length of the DNA to decrease,
thereby bringing bound streptavidin closer together, hence
changing the topology of the networks. Transition in the
structure of DNA is a mechanism behind nanomechanical
devices based on DNA [243, 244, 249].
Dwyer et al. functionalized carbon nanotubes with

DNA [281]. Open-ended, single-walled carbon nanotubes
with terminal carboxylic acid groups were reacted with
amino-terminated DNA strands. This reaction covalently
attached the DNA to the nanotube. Exploiting DNA’s self-
assembly properties, these functionalized nanotubes could
be assembled onto surfaces or into structured networks.
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Another approach to build functional devices has relied
on the modification of semiconductor surfaces with DNA.
These modified surfaces can then be used to fabricate nano-
scale electronic devices [282, 283]. Pike et al., for instance,
used photolithography and anodic etching on a silicon sur-
face with a carbon monolayer to attach double-stranded
DNA in an organized manner [282]. However, a good elec-
trical contact between the DNA and the surface has yet to
be established.
Demers et al. used “dip-pen nanolithography” to pat-

tern DNA on a gold surface and on a silicon oxide sur-
face [284]. Dip-pen nanolithography consists of a silanized
AFM tip, which is dipped into a “DNA ink” (i.e., a solution
of 90% dimethyl-formamide/10% water containing 1 mM
DNA and 0.3 M MgCl2). The “AFM pen” is then used
to directly “write” the DNA onto the surfaces. The DNA
used consisted of hexanethiol-modified oligonucleotides. In
one case, dip-pen nanolithography was used to “write” DNA
onto a gold surface, where the thiol group adsorbs onto
the surface [284]. The surface was then placed into a solu-
tion containing an alkane-thiol, which protects the surface
from adsorption of other elements, (e.g., nanoparticles).
The DNA-patterned gold surface was then used to assem-
ble DNA modified gold nanoparticles. One benefit of this
method is the ability to write patterns on the surface with
different oligonucleotides, which can then be used to assem-
ble more complicated structures. Another benefit is the
ability to vary the feature size by varying the experimen-
tal conditions while writing to the surface. A change in
humidity of 15% was found to change the size of the DNA
spot six times [284]. Demers et al. also used this method
to pattern DNA on a silicon oxide surface [284]. Here, an
oxidized silicon wafer was activated by treatment with 3′-
mercaptopropyltrimethoxysilane. The DNA in the “DNA
ink” was an oligonucleotide modified with an acrylamide
group, which reacts with the silane on the silicon surface.
Finally, protection of the rest of the silicon surface was done
by reaction with acrylic acid.
We conclude this section by noting that although func-

tional nanoparticle networks for nanoscale electronics have
yet to be demonstrated using DNA assembly, rapid progress
in this area suggests that such goal is not so difficult
to achieve. For instance, an aspect of this research that
has yet to be developed, but which shows great potential
for applications, is the assembly of magnetic nanoparticles
using DNA. Assembling nanoparticles with coercivity large
enough to maintain their magnetization at room tempera-
ture would constitute a considerable advancement in creat-
ing self-assembled nanoscale memory devices.

5. CONCLUSIONS
We have reviewed the transport properties of DNA with par-
ticular emphasis on its possible use in nanoscale electronics.
DNA shows a large number of conducting properties due
the large phase space in which it can be made and assem-
bled. The physical interpretation of these properties is not
completely clear yet. Notwithstanding this, DNA is already
occupying an important place in nanoscale science due to
its self-assembly and recognition properties. The different
functional properties of this important biological molecule

promise to find practical use in many electronic applications
that have yet to be completely explored at the nanoscale.

GLOSSARY
Deoxyribonucleic acid (DNA) A macromolecule made of
four different monomers. Each monomer unit, called a
nucleotide, consists of a phosphate group, a five-carbon
sugar, and one of four bases.
Fluorescence The emission of light by a substance imme-
diately after the absorption of energy from light of usually
shorter wavelength.
Molecular lithography The use of information stored in
a molecular structure to direct the formation of patterned
assemblies at the nanoscale.
Self-assembly Coordination of several entities to form a
larger structure (e.g., the coordination of molecules and a
gold surface to form a layer of molecules on that surface).
Sequential tunneling A mechanism of charge transport
through a series of energy barriers. Each barrier is trans-
versed by tunneling, and the carrier wavefunction looses all
or part of its coherence before it transverses the next barrier.
Thermal hopping A mechanism of charge transport which
relies on thermal excitation of charge carriers to give them
the required energy to transverse an energy barrier.
Tunneling A mechanism of charge transport which relies
on the quantum mechanical nature of charge carriers that
allows particles to transverse an energy barrier at a lower
energy than the barrier itself.
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1. INTRODUCTION
Molecular machines that convert chemical energy into
mechanical motion are ubiquitous within the cells of living
organisms [1, 2]. The way that these machines are used to
carry out the functions of life provides clues for the ways that
synthetic molecular machines might be used to advantage in
analogous nanotechnology applications. Biological molecu-
lar motors are responsible for most of the motions exhibited
by living organisms. They drive cilia and flagella and are
responsible for muscle contraction. They also actively trans-
port substances within cells. DNA replication itself is carried
out by a complex of proteins that can be viewed as a sophis-
ticated assembly machine, which performs its function with
a very low error rate and even carries out proofreading and
error-correction functions [3]. Considering these examples,
one expects synthetic molecular motors to find use in aiding
nanoscale assembly processes and in providing micro- and
nanostructures with the ability to move.

The chemical energy that drives most known biologi-
cal molecular motors is supplied by adenosine triphosphate
(ATP) or guanosine triphosphate (GTP) hydrolysis, although
other energy sources are also known to be used. For exam-
ple, the bacterial flagellar motor is essentially an electro-
static motor driven by the energy that is extracted as protons
are pushed through the motor by the electric field spanning
the cell wall [4]. Nanotechnology applications may allow the

use of molecular motors that employ mechanisms or con-
sume fuels not used by biological molecular motors. A num-
ber of molecular devices that undergo mechanical motion
driven by chemical changes have been constructed [5] and
even include a rotary motor driven by light [6].

DNA has been successfully used to construct a variety of
nanostructures that exhibit motion. The motion of most of
these nanostructures is driven by the energy supplied as two
strands of DNA zip up to form a double helix. So far, these
DNA-based devices have been used only as demonstrations
of principles by which nanoscale machinery could be driven.
It is likely, however, that in the near future such devices
will find application as nanoscale scientific instruments and
may eventually form the basis for a sophisticated nanotech-
nology. Here we will describe some of the considerations
that go into the design of DNA-based molecular motors and
review those devices that have been experimentally demon-
strated to date.

2. DNA NANOTECHNOLOGY

2.1. DNA Technology

DNA has proven to be a versatile material to work with
in constructing nanostructures and nanomachines [7, 8].
Not only does DNA have extraordinary molecular recogni-
tion properties, but the emergence of molecular biotechnol-
ogy also provides the researcher with a variety of conve-
nient tools for the manipulation of DNA and with custom
synthesis of DNA strands with almost arbitrary sequence.
DNA structures can thus be “designed” and readily trans-
lated into “hardware”; the good predictability of strand–
strand interactions [9, 10] aids in the design work. With exist-
ing technology, DNA strands of arbitrary base sequences up
to 100 nucleotides in length are easily synthesized. A wide
variety of modifications is also available. These include the
attachment of dye molecules at particular locations within a
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strand of DNA or the attachment of reactive groups to DNA
to facilitate the attachment of DNA to other molecules or
to a substrate. Also, a wide variety of enzymes are commer-
cially available that operate on DNA in precise ways. These
include polymerase enzymes that allow the amplification of
DNA strands; ligase, which allows the covalent linking of
DNA strands; and restriction enzymes that cut DNA at pre-
cise locations determined by base sequence. This rich reper-
toire of tools has already allowed the construction of some
of the most complex nanostructures and machines made to
date.

2.2. DNA Self-Assembly

Within biological organisms, DNA exists primarily in a
duplex form consisting of two strands of single-stranded
DNA wound together in a double helix. Single-stranded
DNA is a linear polymer consisting of a chain of monomers
called nucleotides, which themselves consist of the sugar
2′-deoxyribose connected to one of four compounds called
bases. The four resulting nucleotides are designated A, C,
G, and T for the bases adenine, cytosine, guanine, and
thymine, respectively. The nucleotides are chiral and are
linked together through a phosphodiester bridge between
the 5′ carbon of the sugar in one nucleotide and the 3′ car-
bon of the sugar in the next nucleotide. As a consequence,
DNA is a directed molecule in which one end is chemi-
cally different from the other. Duplex DNA consists of two
strands that are aligned in an antiparallel manner and are
held together by base-pair bonding between A and T and
between C and G. Two strands of DNA for which all the
bases can be paired in this way are said to be complemen-
tary. If base mismatches are present, the binding between
two strands of DNA is not as strong as that for comple-
mentary strands. If the base mismatch density between two
strands of DNA is sufficiently high, a stable duplex will not
form. Two such strands, brought in contact in an aqueous
solution, dissociate. DNA thus exhibits a kind of molecular
recognition property in that it will bind well to complemen-
tary strands but not with strands of DNA for which there are
too many mismatches. This recognition property has been
extensively exploited in the assembly of DNA-based nanos-
tructures. In effect, this property allows one to construct
DNA strands that behave like a set of molecular LEGOTM

blocks that can only snap together in a particular manner.
Such strands of DNA placed in solution will be brought in
contact with each other randomly through Brownian motion,
and will self-assemble into a nanostructure as pairs of com-
plementary regions between strands zip up, that is, hybridize,
into the duplex form. The characteristic length scales of
DNA provide lower bounds on the size of nanostructures
assembled from DNA. Duplex DNA in its native form has a
diameter of 2 nm and a spacing between bases of 0.34 nm.

The vast combinatorial space of base sequences provides
a large set of labels that can be used to direct the assem-
bly of complex nanostructures [11]. A variety of structures
[7, 8], including wire-frame polyhedra [12, 13] and two-
dimensional sheets of DNA [14], have been constructed by
exploiting this assembly strategy. This recognition property
has also been exploited in DNA-based computation [15–19].

The stiffness of DNA is a property of particular relevance
in the design of nanostructures. The stiffness of a polymer
is often specified by its persistence length [20]. A polymer
in solution is continually and randomly batted about as the
solvent molecules, executing Brownian motion, bump into it.
A short polymer strand will simply be displaced or rotated
by these collisions. A longer section of polymer will also
bend in response to these collisions. The length at which
a polymer shows an appreciable amount of this bending is
called the persistence length. This length is proportional to
the stiffness of the polymer and thus provides a convenient
way of characterizing its resistance to distortion by the con-
tinual collisions with the solvent molecules.

Single-stranded DNA has a persistence length on the
order of three bases [21], that is about 1 nm. Double-
stranded DNA has a persistence length of 50 nm [22]. Thus,
on a 10-nm length scale, the scale that will be relevant
for the DNA devices discussed here, double-stranded DNA
behaves like a rigid rod as it is bombarded by collisions with
solvent molecules, while single-stranded DNA behaves like
a flexible string.

2.3. Force Generation

The change in stiffness that results as two floppy single-
stranded DNA molecules hybridize to form a rigid double
helix has been used to induce motion in DNA-based nanos-
tructures. How hybridization can induce motion and per-
form mechanical work is illustrated by the thought exper-
iment shown in Figure 1, where a weight is depicted as
being lifted through the formation of base pairs. As a result
of the formation of a base pair, free energy �G becomes
available for performing work. The value of this free energy
depends on the identity of the two bases involved in the
pairing and also on the identity of the neighboring bases
[9, 10]. A representative value for �G is 73 meV per base
pair (or 1.8 kcal mol−1) [9, 10]. In the process of forming a
base pair, the weight is lifted by a distance h that is twice
the spacing �x of 0.43 nm between nucleotides in single-
stranded DNA. An estimate of 15 pN for the stall force F
of a DNA motor, based on DNA hybridization, is obtained
by F = �G/h. Forces of this size have been measured using
atomic force microscopes [23], optical traps [24], or other
means [25] to pull double-stranded DNA apart. This is also
comparable to the forces developed by biological molecu-
lar motors. For example, kinesin walking on microtubules
exhibits a stall force in the 5 pN range [26].

h

F

F

Figure 1. Here, as a thought experiment, DNA is depicted perform-
ing work by lifting a weight against the gravitational force F . The free
energy of hybridization is converted into work as a base pair is formed,
and the weight is lifted by twice the distance �x between bases in single-
stranded DNA, i.e., h = 2�x.
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Both the assembly of DNA-based nanostructures and
the operation of DNA-based motors involves hybridization
between complementary strands of DNA. This is a second-
order chemical reaction process. Competing with this pro-
cess is a first-order reaction in which duplex DNA disso-
ciates into single-stranded DNA. The dissociation rate is a
strong function of temperature and duplex length, whereas
the association rate depends more weakly on these param-
eters [27]. As a consequence, the dissociation rate can be
made negligible, and a reasonable association rate can be
maintained by working at low temperatures and with com-
plementary regions that are of sufficient length. For exam-
ple, at 20 �C in a 1 M salt buffer, a DNA-based structure
held together by duplex regions 20 bases long is for all prac-
tical purposes stable. The half time for dissociation is esti-
mated to be 105 years from a simple extrapolation of data
by L. E. Morrison and L. M. Stols [27]. On the other hand,
under the same buffer conditions the association rate can be
on the order of minutes when the DNA strands are present
at 1 �M concentration. More generally, the time to half
completion of the association reaction, at stoichiometry, is
given by t1/2 = 1/k2
n�0, where k2 is the second order rate
constant and 
n�0 is the initial concentration of one of the
strands. This time sets the scale for the time required to
assemble a nanostructure through complementary base pair-
ing. It also determines the speed with which a population
of molecular motors, powered by DNA hybridization, can
switch states.

2.4. Branch Migration

Most of the DNA devices discussed below utilize a phe-
nomenon called branch migration to selectively displace
DNA strands from a DNA nanostructure. Branch migra-
tion can occur whenever two DNA strands with the same
base sequence (homologous strands) try to bind to one or
two complementary strands simultaneously. One can discern
between situations involving three and four strands of DNA,
as depicted in Figure 2. Thermal fluctuations can break base
pairs at the junction where the strands compete for binding
to their complements. Subsequent formation of new base

AG TC A CC G

TC AG TGGC

AG TC A CC G

TC AG TGGC

AG TC A CC G

TC AG TGGC

AG TC A CC G

TC AG TGGC

TC AG

TGGC

AG TC A CC G

TC AG

TGGC TC AG

TGGC

AG TC A CC G

TC AG

TGGC

a)

b)

Figure 2. Schematic representation of branch migration in the case of
(a) three-stranded and (b) four-stranded DNA junctions. The branch
point is indicated by a dashed line. Thermal fluctuations can cause
the branch point to move to the left or to the right. The structures
on the right evolve from the structures on the left by making one step
to the left.

pairs can cause the branch point to move one step to the
left or to the right from the original junction. The move-
ment of the branch point along the DNA strands involved
can be modeled by a random walk. The mean step time 
of this random walk is very different for three- and four-
stranded junctions, and furthermore it is strongly depen-
dent on temperature and buffer composition. Reported step
times for three-stranded branch migration are on the order
of 10–100 �s [28, 29], whereas four-stranded branch migra-
tion can have step times three orders of magnitude larger
(i.e., milliseconds) [30, 31]. This large difference can be
explained by the different structures of the branch points:
In a four-stranded junction, all four strands outside of the
junction are in duplex form; the three-stranded junction,
however, lacks such a defined structure. As the structure
of four-way junctions is strongly influenced by the presence
of Mg2+, high magnesium concentrations can slow down or
completely inhibit branch migration.

In biological systems, strand displacement by branch
migration occurs in the context of DNA recombination and
DNA repair processes. In DNA recombination, a mobile
four-way junction formed by strand exchange between two
homologous sequences is also known as Holliday interme-
diate structure (for a review see Ref. [32]). In the follow-
ing applications of this process, only three-stranded branch
migration will be considered.

It is also possible to construct four-way junctions from
nonhomologous DNA duplexes. In contrast to homologous
crossovers, these junctions are immobile as the branch point
cannot move along the strands freely. Immobile crossover
junctions form the basis of supramolecular constructs, which
consist of multiple crossover points (double- and triple-
crossover structures) that have already been utilized for the
assembly of 2-D DNA crystals [14, 33]. DNA crossover com-
plexes have also been employed as structural elements in
several of the DNA nanodevices to be discussed in the next
section.

3. DNA-BASED NANODEVICES

3.1. A Device Based on the B–Z Transition

The first example of a nanomechanical device based on
DNA was reported by C. Mao et al. [34]. It utilized the con-
formational change of dsDNA from its right-handed B-form
to the left-handed Z-form—a process known as B–Z transi-
tion.

3.1.1. The B- and Z-Forms of DNA
Double-stranded DNA can assume a number of different
conformations, termed, among others, the A-, B-, or Z-form
of DNA. These conformations differ in handedness, twist
and rise of the double helix, or in other characteristics [20].
The “canonical” DNA double helix is termed B-DNA. This
form is usually adopted under physiological conditions, that
is, near neutral pH and at moderate salt concentrations.
B-form DNA has a right-handed double-helical structure in
which the bases are stacked at a distance of approximately
0.34 nm from each other. The helix makes one turn every
10 bp (i.e., the helix pitch is 3.4 nm) and the twist between
two adjacent bases is approximately 36�.
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In stark contrast, Z-DNA has the structure of a left-
handed double helix. It occurs with alternating purine-
pyrimidine base sequences like d(G−C)n. Z-DNA contains
12 bp per turn. The helix twist is −10� between C and G
and −50� between G and C residues. This form of DNA is
favored under certain buffer conditions, for example, at high
salt concentrations, in particular in the presence of multi-
valent cations such as cobalt hexammine ([Co(NH3)6�

3+) or
in the presence of alcohol. In addition, the propensity for
a transition from B- to Z-DNA is enhanced for methylated
cytosine residues.

3.1.2. Design of the Device
The transition from B-form to Z-form DNA can be uti-
lized to induce motion on the nanometer scale. To this
end, C. Mao et al. [34] combined double-crossover (DX)
structures (cf. Section 2.4.) serving as stiff lever arms with
an “active” structure undergoing a B–Z transition upon a
change in the buffer conditions (see Fig. 3). In the B–Z
device, two DX structures are connected by a DNA strand
containing a sequence d�m5CG�10 (with cytosine methylated
at the C-5 position), which is particularly prone to a B–Z
transition. A change of the concentration of [Co(NH3�6�

3+

from 0 mM to 0.25 mM (accompanied by a change in

MgCl2� from 10 mM to 100 mM) promotes this transition
in the middle section of the device. For each d(CG) din-
ucleotide this corresponds to a change in twist of approxi-
mately −128� = −10� − 50� − 2 × 34�, or −3�5 helix turns.
From this, an overall change in the conformation of the
device as depicted in Figure 3 can be expected. Most impor-
tantly, the two lever sections are rotated with respect to each
other by one half-turn. The inner edges of the lever arms
in Figure 3 have a distance of 7.0 nm in the B-form and
8.9 nm in the Z-form, as derived from fluorescence reso-
nance energy transfer experiments.

Figure 3. The B–Z device consists of two levers constructed from
double-crossover junctions (blue and red strands) and an active region
(yellow strand) that performs a B–Z transition when [Co(NH3�6�

3+ is
added to or removed from the buffer. The device is depicted in the
B-form in the upper part of the figure, and in the Z-form in the lower
part. The green and pink dots symbolize two fluorescent dyes form-
ing a FRET pair. The B–Z transition effectively leads to a half-turn of
one handle with respect to the other. The larger distance between the
dyes in the Z-form makes energy transfer between them less efficient.
Reprinted with permission from [34], C. Mao et al., Nature 397, 144
(1999). © 1999, Macmillan Magazines Ltd.

3.1.3. Characterization of the
Device—Fluorescence Resonance
Energy Transfer

The B–Z device can be switched between its two conforma-
tions essentially by raising and lowering the concentration of
the cobalt hexammine complex [Co(NH3�6�

3+. This confor-
mational change can be observed indirectly using a common
biophysical technique called fluorescence resonance energy
transfer (FRET), a widely applicable fluorescence technique
for measuring distances and characterizing motion on the
nanometer scale, and it is also applied to the other DNA
devices discussed below. FRET can occur between two flu-
orescent dyes if the absorption band of one dye (the FRET
acceptor) overlaps with the emission band of the other dye
(the FRET donor). If the two dyes approach each other to
within a distance of a few nanometers, the fluorescence of
the donor is strongly quenched and the fluorescence of the
acceptor is enhanced. The efficiency of the energy transfer
at a distance R between the dyes is given by

ET = F �D�− F �DA�

F �D�
= 1

1 + �R/R0�
6

(1)

where F �D� and F �DA� denote the fluorescence intensi-
ties of the donor in the absence or presence of the accep-
tor. R0 is called Förster distance, or, the typical distance
over which energy transfer occurs. For usual dye combina-
tions, R0 lies between 2 nm and 6 nm. The B–Z device in
Ref. [34] was characterized using the FRET pair fluores-
cein (donor)/Cy3 (acceptor), which has a Förster distance of
5.6 nm. The dyes are attached to the device as indicated by
the dots in Figure 3. The transition from B-form to Z-form
leads to a detectable change in energy transfer efficiency
from 20% to 5% due to the larger distance between the
dyes in the Z-conformation. Using the FRET-technique, it
could be shown that the B–Z device indeed can be cycli-
cally switched between its two conformations and thus rep-
resents a very simple example of a molecular machine based
on DNA. The same principle applied to larger and more
complicated structures could probably be utilized to induce
larger structural changes in supramolecular constructions.

3.2. DNA Actuators

Unlike the B–Z device, the following examples of DNA
devices are driven through their mechanical states not by
changes in the buffer conditions but by hybridization with
“fuel strands”. To enable cyclic operation of the devices, the
original states have to be restored by the controlled displace-
ment of the fuel strands with their Watson–Crick comple-
ments. This can be achieved by utilizing the DNA branch
migration process discussed above.

3.2.1. DNA Tweezers
The first DNA device that uses branch migration [35] as
an essential part of its operation principle has been termed
“DNA tweezers” because of its resemblance to its macro-
scopic counterpart. The DNA tweezers are formed by three
DNA strands A, B, and C. The sequences of B and C are
chosen in such a way that they can hybridize to A over a
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length of 18 bp each. The resulting structure consists of two
18 bp double-helical sections connected by a short four-base-
long single-stranded section. From the two double-helical
arms, 24-base-long single-stranded sections extend, which
are the unhybridized sections of B and C. As discussed in
Section 2, due to the relatively large persistence length of
double-stranded DNA, the 18-bp-long double-helical sec-
tions of the tweezer structure can be regarded as stiff struc-
tural elements, whereas the single-stranded sections can act
as flexible interconnects. A schematic depiction of the device
and its operation cycle is shown in Figure 4. Starting from
its “open” state, the device can be “closed” by the addi-
tion of a fuel strand F. The 48-base-long fuel strand consists
of two 20-base-long sections complementary to the unhy-
bridized parts of strands B and C and an 8-base-long “toe-
hold” section. As shown in Figure 4, interaction of F with
the tweezer structure pulls the two arms together. The toe-
hold section of F remains unhybridized. At this section, the
“removal” strand �F—which is the exact Watson–Crick com-
plement of F—can attach and wrest F off the device via
branch migration and restore the open state of the tweez-
ers. Subsequent addition of fuel and removal strand cycles
the DNA device through its two conformational states—
open and closed. The operation of the DNA tweezers can be
checked using fluorescence resonance energy transfer (see
Section 3.1.3.). This is achieved by attaching fluorescent dyes
to the ends of the arms of the device that comprise a FRET
pair. Depending on the distance of the two arms, the flu-
orescence of the FRET donor is quenched more or less
strongly. In Ref. [35], the FRET pair TET and TAMRA
has been used, which has a Förster distance R0 of approx-
imately 5 nm. A typical FRET signal recorded during the
operation of the device is shown in Figure 5. In the open

Figure 4. Design and operation cycle of the tweezers: The open tweez-
ers are assembled from three strands A, B, and C (top structure). As
indicated by the colors, a fuel strand F can hybridize to the arms of the
tweezers, thereby closing the device (bottom). A short overhang section
(red) serves as a toehold for the removal strand �F, which can wrest the
fuel strand F from the device via three-stranded branch migration. This
restores the open state of the tweezers. In each operation cycle, one
waste duplex F�F is produced. The red circles and triangles symbolize
the two dyes of a FRET pair. In the closed state, the two dyes are
very close to each other, leading to maximum energy transfer. In the
open state, energy transfer is less efficient. Reprinted with permission
from [35], B. Yurke et al., Nature 406, 605 (2000). © 2000, Macmillan
Magazines Ltd.
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Figure 5. FRET signal recorded during operation of the DNA tweez-
ers. In the closed state, the two FRET dyes are closer to each other
than in the open state. Therefore, fluorescence quenching is more effi-
cient in the closed state, leading to a lower fluorescence signal of the
FRET donor. The fluorescence maxima do not recover to the previous
maximum values due to dilution effects and mismatches in the amount
of F and �F added successively. Reprinted with permission from [35],
B. Yurke et al., Nature 406, 605 (2000). © 2000, Macmillan Maga-
zines Ltd.

state, the two dyes are ≈6 nm apart from each other and
FRET efficiency is therefore low. Addition of F closes the
structure; therefore the distance between the dyes decreases
and the donor fluorescence is quenched due to FRET. In
addition to FRET measurements, gel electrophoresis exper-
iments were carried out and fully validated the schematic
operation scheme depicted in Figure 4.

In principle, the accumulation of waste product F�F is
undesirable, as this could ultimately stall the device. In each
cycle, the device has to be driven out of equilibrium by
the addition of unhybridized fuel and removal strands. The
device then performs one cycle, and one waste duplex F�F
is formed. In the presence of a very large amount of waste
product, the back-reaction, in which F�F is broken down and
the device is driven backwards, could inhibit the operation
of the tweezers. In biological systems, the breakdown of
ATP to ADP and inorganic phosphate during the opera-
tion of molecular motors is coupled to metabolic processes
that restore the fuel molecule and therefore maintain the
necessary disequilibrium. Another way to avoid problems
with waste accumulation would be to simply remove the
waste from the system (an approach taken for the device
described in Section 3.3.). However, as already mentioned
in Section 2.3., under ordinary experimental conditions the
dissociation rate for long DNA duplexes is extremely small.
For the 48 bp waste duplexes at 20 �C, this rate is essentially
zero. In the current experimental setting, the accumulation
of waste products therefore does not pose any problems and
has no influence on the kinetics of the devices.

3.2.2. DNA Scissors
A variation of DNA tweezers are DNA scissors [36]. The
structure and the operation cycle of this device are dis-
played in Figure 6. DNA scissors are capable of transduc-
ing the hybridization-driven closing motion in one section of
the device (the “handles”) to another section (the “jaws”);
13 nm away. The resulting motion resembles that of a pair
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Figure 6. Design and operation of DNA scissors: The double-helical
sections of the device are connected by C3 spacers (indicated by red
zigzag lines). Closing the right pair of arms of the device (the “handles”)
with the fuel strand F also closes the left pair of arms (the “jaws”).
Addition of �F restores the open state.

of scissors. This particular motion is achieved by introducing
short C3 carbon linker sections (i.e., �−CH2−�3) into the
device (see Fig. 6). The C3 spacers provide full rotational
freedom while acting as stiff hinges rather than flexible con-
nectors. FRET experiments [36] showed, however, that the
force transduction is not perfect: The jaws are not closed as
thoroughly as the handles, as also indicated in Figure 6.

3.2.3. A Three-State Device
One of the shortcomings of the DNA tweezers is the flex-
ibility of the open state of the device. This problem is
resolved for the three-state device (TSD) [37], which has
two mechanically robust states and one flexible interme-
diate state. The TSD is also a variation of the tweezers
structure. Its assembly and operation principle is depicted
in Figure 7. In the relaxed state (Fig. 7a), the single-
stranded extensions of the arms are joined to form a circu-
lar structure. Addition of fuel strands F1 or F2 transforms
the relaxed structure into a stretched (Fig. 7c) or a closed
state (Fig. 7b). The closing motion is very similar to the
DNA tweezers operation discussed above. The stretching
motion has been analyzed in detail in Refs. [38–40]. Using
the appropriate removal strands, the device can be deliber-
ately cycled through its three mechanical states. This again
can be checked by fluorescence resonance energy transfer
between two dyes attached to the ends of the arms of the
device: In the stretched state, the dyes are approximately
14 nm apart from each other; in the relaxed state, the mean
distance is 6 nm; and in the closed state, the dyes are sep-
arated by roughly 4 nm (corresponding to the diameter of
two double helices). A typical fluorescence signal recorded
during operation of the TSD is shown in Figure 8. In the
stretched state, FRET is inefficient and the donor fluores-
cence is at a high level. The smaller distances between the
dyes in the relaxed and the closed states lead to accordingly
lower fluorescence intensities. At not too low salt concen-
trations, the closed and stretched states are mechanically
robust [40]. It can, therefore, be expected that an operation
between these two states actually could be used to transduce
forces to other nanoscale structures.
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Figure 7. (a) The loop-like three-state device (TSD) is assembled from
the two DNA strands A and B. (b) Addition of fuel strand F1 closes
the device, and (c) addition of fuel strand F2 stretches the devices.
From its mechanically robust closed and stretched conformations, the
TSD can be returned to its relaxed state by the addition of appropriate
removal strands �F1 or �F2. The circle and triangle again symbolize the
FRET pair TET and TAMRA. Reprinted with permission from [37],
F. C. Simmel and B. Yurke, Appl. Phys. Lett. 80, 883 (2002). © 2002,
American Institute of Physics.

3.3. A Device Based on Crossover Junctions

The DNA device discussed in this section also uses strand
displacement by branch migration as a means of switching
between different conformations. However, the structure of
the device is not based on simple double helix formation, but
uses more intricate double crossover molecules composed of
several linked four-way junctions (see Section 2).

3.3.1. Design and Operation Scheme
of the Device

In Figure 9a, the structure of the active section of the
PX device is shown [41]. It consists of four strands (two
duplexes) of DNA linked together by reciprocal strand

Figure 8. Operation of the TSD: The three states of the device cor-
respond to three different fluorescence intensity levels: In the relaxed
state (a), the distance of the dyes is approximately equal to the Förster
distance, and the fluorescence is at an intermediate level. In the closed
state (b), the two dyes are closer to each other, and FRET is more effi-
cient, suppressing the fluorescence of the donor. In the stretched state
(c), the dyes are too far apart from each other for FRET to be efficient.
Reprinted with permission from [37], F. C. Simmel and B. Yurke, Appl.
Phys. Lett. 80, 883 (2002). © 2002, American Institute of Physics.
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Figure 9. Active section of the PX device: (a) The operation of the
device is based on the PX and JX2 conformers of a multiple crossover
structure formed by four DNA strands. In the PX conformer, the
strands cross over at every point where the duplexes touch each other,
whereas in the JX2 structure the two inner junctions are missing. In
the JX2 conformation, the lower two duplexes (C and D) have switched
positions with respect to the PX conformation. (b) The transition from
PX to JX2 can be utilized by forming the innermost junctions with
removable strands. The structures in the middle are intermediate struc-
tures with a single-stranded inner part. Adding the appropriate fuel
strands that hybridize to these sections transforms the intermediate
structures into the JX2 conformation (II) or the PX conformation (IV).
PX and JX2 can be returned to the intermediate state by branch migra-
tion using the complementary fuel strands (I and III). The removal
strands are biotinylated (indicated by full circles), which facilitates
removal of the waste duplexes. Reprinted with permission from [41],
H. Yan et al., Nature 415, 62 (2002). © 2002, Macmillan Magazines Ltd.

exchange, or multiple crossover. In the PX conformation,
strands cross over at every point where the two double
helices touch each other. In the JX2 conformer, the two
inner crossovers are removed. This leads to a rotation of
the lower part of the PX structure by 180�, that is, sec-
tions C and D switch position. This conformational change
can be utilized to form a nanomechanical switch as shown in
Figure 9b: For the PX device, the two inner crossovers are
formed by two removable DNA strands. Removal is accom-
plished by branch migration using appropriate fuel strands,
as already discussed in the previous sections. This transforms
the device to a floppy intermediate state, in which the inner
device section consists of single-stranded DNA. A different
pair of DNA strands can now hybridize to the intermedi-
ate state (II) forcing the device to assume the JX2 state.
Again, these strands can be removed by the corresponding
fuel strands (III), and the device can be returned to its orig-
inal PX state (IV).

3.3.2. Operation and Characterization
of the Device

By the addition of fuel and removal strands, the PX
device can be cycled through its conformations similar to
the devices described in the previous section. Due to the

JX2

PX PX PX

JX2 JX2

Figure 10. The PX device is composed of the active PX/JX2 regions
and supramolecular “pointers,” also constructed from DNA. When the
device is in the PX conformation, all the pointers are aligned on one
side of the junctions (cis), whereas in the JX2 conformation the pointers
assume alternating positions with respect to the device (trans). The
relative position of the pointers can be determined experimentally by
atomic force microscopy. Reprinted with permission from [41], H. Yan
et al., Nature 415, 62 (2002). © 2002, Macmillan Magazines Ltd.

enhanced stiffness of multiple crossover molecules, the PX
and JX2 conformations of the device represent two relatively
robust mechanical states that might allow for an efficient
transduction of the force generated by the device. In addi-
tion to gel electrophoresis experiments, the operation of the
device was checked using atomic force microscopy (AFM).
To this end, several PX devices were linked together and
modified with large supramolecular “pointer” structures also
constructed from DNA (see Fig. 10). These pointer struc-
tures are large enough to be imaged with the AFM (about
15 nm). Operation of the linked PX devices leads to a juxta-
position of the pointers. When the device is in its PX state,
the pointers are aligned on one side of the device, whereas
in the JX2 conformation the pointers are in a staggered
position.

As already discussed in the previous section, the buildup
of a high concentration of waste products during the oper-
ation of a molecular machine eventually stalls it. In the
scheme presented by H. Yan et al. [41], this problem has
been solved by actively removing the waste product formed
by the fuel strands: As indicated in Figure 9b, the fuel
strands have been functionalized with the vitamin biotin.
As biotin binds very strongly to the protein streptavidin
(a very commonly used molecular linker system [42]), the
waste products can be removed after each (half-) cycle using
streptavidin-coated magnetic beads.

3.4. Utilization of Nonstandard Base Pairing

Apart from the canonical Watson–Crick pairs, the nucleic
acid bases adenine, guanine, cytosine, thymine, or uracil
can form a large variety of nonstandard hydrogen-bonded
duplexes, triplexes, or even quadruplexes [20]. These non-
standard bonds allow DNA or RNA structures to fold into
much more complicated secondary structures than expected
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Figure 11. In a G-quartet, four guanine bases bind to each other via
hydrogen bonds in a cyclic fashion. The formation of this planar struc-
ture occurs in G-rich sequences and is favored by the presence of potas-
sium ions.

from WC pairing alone. In biological systems, compli-
cated RNA structures are often found in the context of
ribozymes—RNA structures with a catalytic function simi-
lar to protein enzymes [43]. One of the nonstandard pair-
ing schemes has already been utilized for the construction
of another simple DNA device: the formation of guanine
quartets.

3.4.1. Formation of G-Quartets
Guanine can form relatively stable hydrogen bonds with
every other base, including itself. Particularly in guanine-rich
sequences in the presence of monovalent cations, the for-
mation of G-quartets can occur. In this structure, four gua-
nine bases are aligned in a plane and connected with each
other via hydrogen bonds as depicted in Figure 11. Potas-
sium ions particularly favor the formation of G-quartets
[44, 20]. G-quartet structures can be formed either by a sin-
gle DNA strand via intramolecular folding, or bimolecularly
or even tetramolecularly by the association of two or four
DNA strands. The stability of G-quartets can equal or even
exceed that of conventional WC base pairs [44]. G-quartets
are actually found in the non-coding DNA sequences at the
ends of eukaryotic chromosomes called telomeres. Telom-
eric DNA contains tandemly repeated G-rich sequences.

3.4.2. Design and Operation
of the G-Quartet Device

The G-quartet device utilizes intramolecular tetraplex for-
mation within a single strand (i.e., the device actually con-
sists of a single strand!). Its design and operation princi-
ple is shown in Figure 12 [45]. The 17-base-long sequence
of the device strand is chosen in such a way that, in the
absence of any other strand, the device assumes the confor-
mation depicted in the right part of Figure 12. The strand
forms two stacked G-quartets with the guanine residues G3-
G6-G12-G15 and G2-G7-G13-G16 connected by two upper
loops (T4-T5 and T13-T14) and one lower loop (T8-G9-
T10). The first and last residue of the 17-mer (T1 and T17)
are connected to a fluorophore and a quencher molecule,
respectively. Device operation is achieved by the addition

Figure 12. DUTE device based on G-quartets: The device’s sequence
and secondary structure are depicted on the right. In the tetraplex (TE)
conformation, the device strand forms two stacked G tetrads connected
by several loops. Fluorophore (F) and quencher (Q) enable fluores-
cent read-out of the state of the device. On the left, the operation
cycle of the device is shown. Strand � forms a duplex (DU) with the
device strand, disrupting the TE conformation. Strand � can attach to
the toehold section (pink) of � and remove the fuel strand via branch
migration. A waste product �� is formed in each cycle. Reprinted with
permission from [45], J. J. Li and W. Tang, Nano. Letters 2, 315 (2002).
© 2002, American Chemical Society.

and removal of the strand �, which contains a sequence
complementary to the sequence of the device strand plus a
short overhang section. Hybridization of � with the device
disrupts the G-tetraplex (TE) and leads to duplex (DU)
formation (therefore the device has been termed DUTE
device). Completely analogous to the operation principle of
the DNA devices in the preceding sections, the strand �
can be removed via branch migration by its WC comple-
ment � (see Fig. 12). By subsequent addition of strands �
and �, the device can be cycled through its TE and DU
states. Again, the state of the device can be read by fluo-
rescence techniques: In the TE state, the dye and quencher
molecules are close to each other and the fluorescence level
is low. In the stretched DU conformation, the dye and the
quencher are far apart from each other, yielding a high flu-
orescence signal.

3.5. Free-Running DNA Devices

3.5.1. Clocked and Free-Running Motors
The DNA devices presented in the previous sections can be
regarded as simple molecular motors transforming the free
energy of hybridization between fuel and removal strands
into mechanical motion. In classifying motors, it is useful to
distinguish clocked motors from free-running motors. For a
clocked motor, the switching that advances the motor from
one state to the next is done externally. An electrical step-
per motor, for which the switching that supplies current to
the various coils is done in the power supply, would be an
example of such a motor. Free-running motors, in contrast,
have internal switching mechanisms that advance the motor
through its successive states. An example of such a motor
is a DC electrical motor where brushes and a commutator
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perform the switching of the current in the armature wind-
ings. The motors we have described so far can be regarded
as clocked motors since these motors are advanced through
their cycles by the sequential addition of the fuel and the
removal strands to the solution in which the motor resides.
Clocked motors are particularly useful in cases were the
advancement of the motor through successive states must
be coordinated with events occurring external to the motor.
In fact, regulatory proteins that undergo changes driven by
GTP hydrolysis can be viewed as biological examples of
clocked molecular motors [46].

For the DNA devices described above, the simultaneous
addition of fuel strands and removal strands to the solution
will not result in the efficient cycling of the motor through
its various states because most of the fuel and removal
strands will directly hybridize without interaction with the
motor. In contrast, many biological motors are free-running
since they will cycle through their complete set of states
once an ATP or GTP molecule is supplied. The problem
of the decay of the fuel without interaction with the motor
is avoided by the fact that the fuel consists of metastable
molecules that release their energy only after binding with
the motor molecule. A means by which, in principle, one
could construct free-running DNA-based molecular motors
has been demonstrated that uses secondary structures to
inhibit the the fuel strand from directly reacting with the
removal strand [47, 48].

3.5.2. Hybridization Catalysis: An Operation
Principle for Free-Running
DNA Motors

The principle of hybridization catalysis is depicted in
Figure 13. To avoid direct hybridization of fuel and removal
strands F and �F, the fuel strand is “protected” by the
strand P. F and P hybridize together to form a secondary
structure consisting of two double-helical arms and a small
single-stranded loop. Extensive experiments on the kinet-
ics of the reaction of �F with FP [47, 48] have shown that
the hybridization of protected F with �F is slowed down by
a factor of 100 as compared to the direct reaction between
F and �F. Then the strand C (the catalyst) is chosen in such

C
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P
F

FF

FF

P

Figure 13. Hybridization catalysis: The direct hybridization of fuel and
removal strands F and �F is inhibited by secondary structure forma-
tion with protection strand P. The catalyst C can open the complex
FP and thereby catalyze the reaction FP +�F → F�F + P. The catalyst
C is restored after each cycle. C can be thought of as a very sim-
ple free-running molecular machine switching successively between a
single-stranded and a double-stranded state.

a way that it can attach to the complex FP much more effi-
ciently than �F. Hybridization of C with FP, again via branch
migration, opens up the loop, making FP more accessible for�F. Now �F can attack the complex FPC and displace both
P and C from F to form the waste products F�F and P. The
catalyst C is recovered after one cycle. Overall, C catalyzes
the reaction FP +�F → F�F + P. The catalyst C can actually
be viewed as an extremely simple molecular machine, con-
tinually switching between a relaxed, single-stranded state
and a stretched double-helical state (in the complex FPC).
The catalyst operation scheme is closely analogous to that of
motor proteins (see previous section): The fuel is provided
in a metastable form (FP together with �F). Upon binding
to the motor (C) the stored chemical energy is released,
waste products form (F�F and P) and the motor returns to
its original state. In fact, motor proteins are also enzymes
catalyzing the hydrolysis of ATP/GTP to ADP/GDP and
orthophosphate (technically, they are classified as ATPases
or GTPases). From this viewpoint, the DNA motor C—as a
nucleic acid with catalytic activity—could also be considered
a new type of deoxyribozyme [48, 49].

4. SUMMARY
In this chapter a survey of DNA-based nanodevices that
undergo motion has been presented. The forces developed
by such devices should be comparable to those developed
by biological molecular motors. For most of the DNA-
based devices discussed here, the energy for the power
stroke is supplied by DNA hybridization when a fuel strand
hybridizes with the DNA of a motor domain. The device
is returned to its original state through the addition of a
removal strand—the complement of the fuel strand that dis-
places the fuel strand from the motor domain by branch
migration. These DNA nanodevices can be regarded as
motors operating from the free energy of hybridization
between the fuel strand and the removal strand. For many
of these machines, there is a good deal of flexibility in the
choice of base sequences for the motor domain. One could
make structures possessing multiple motors, each operated
by a different fuel and removal strand. This would allow
the creation of structures capable of undergoing a complex
series of motions. The sequence of the motions would be
determined by the sequence with which the fuel and removal
strands are supplied, that is, the sequence of motions would
be programmable. Although the devices that have so far
been constructed are demonstrations of principle and have
been used only to move a pair of dyes relative to each other,
they demonstrate a versatile means by which nanometer
scale objects can be manipulated by nanometer-sized tools.
The related fields of DNA self-assembly, DNA comput-
ing, and DNA-based devices therefore offer all the means
for a sophisticated molecular nanotechnology: the ability to
assemble and manipulate matter and process information on
the nanometer scale.

GLOSSARY
ATP, GTP Adenosine 5′-triphosphate and guanosine 5′-
triphosphate. These molecules are the energy currency of
living organisms. Energy gained by hydrolysis of ATP or
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GTP is used to drive many biochemical processes, including
the motion of biological molecular motors.
Bases Purine or pyrimidine molecules occuring as residues
in nucleic acids. The bases adenine, cytosine, guanine, and
thymine are found in DNA. Uracil replaces thymine in
RNA. Hydrogen bonding between complementary bases is
the origin of the molecular recognition properties of DNA.
Deoxyribonucleic acid (DNA) A macromolecule consisting
of one or two strands of linked deoxyribonucleotides.
DNA hybridization Formation of a duplex structure by two
complementary single strands of DNA.
Fluorescence The emission of light by a substance imme-
diately after the absorption of energy from light of usually
shorter wavelength.
Fluorescence resonance energy transfer (FRET) The non-
radiative transfer of excitation energy from one fluorescent
molecule to another. FRET quenches the fluorescence of
the originally excited molecule and elicits the fluorescence
of the absorbing molecule.
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1. INTRODUCTION
Diamond and graphite are two of the well-known forms of
carbon. Carbon atoms with three-coordinate sp2 hybridiza-
tion form planar sheets of graphite, while carbon atoms form
an extended three-dimensional network in diamond with
four-coordinate sp3 bonding. In 1985, fullerene, a new form
of carbon, was discovered by Kroto et al. [1]. Fullerenes
are closed-cage carbon molecules with three-coordinate car-
bon atoms tiling the spherical or nearly spherical surface,
for example, C60 with a truncated icosahedral structure
formed by 20 hexagonal and 12 pentagonal rings. Because
of the ability to generate fullerenes in gram-scale quan-
tities in the laboratory using a relatively simple appara-
tus, intense research activities [2–5] on these molecules
were initiated and led to a renaissance in the study of
carbon.

1.1. Carbon Nanotubes

In 1991, Iijima [6] observed nanotubules of graphite deposi-
ted on the negative electrode during the direct current
arching of graphite for the preparation of fullerenes. Such

carbon-based nanostructures can be obtained by rolling
graphene planes. If only one graphene sheet is rolled, a
single-walled carbon nanotube (SWNT) can be made [7].
Meanwhile multi-walled carbon nanotubes (MWNT) can be
obtained [6] if a few stacked graphitic shells are arranged
as follows: Russian doll MWNTs [5] are built from per-
fectly concentric cylinders, and scroll MWNTs are derived
from a single graphene sheet rolled as a scroll [8]. Since
the discovery of MWNTs in 1991, carbon nanotubes have
been extensively studied from both theoretical and experi-
mental sides because of their unique geometric structures
and remarkable mechanical, chemical, electronic, magnetic,
and transport properties. Their small diameter (scale of
nanometers) and the long length (on the order of microns)
lead to such large aspect ratios that the carbon nanotubes
act as ideal one-dimensional systems. In the mass produc-
tion of carbon nanotubes, it was found that nanotubes form
nanorope bundles with close-packed two-dimensional tri-
angular lattices [9]. These rope crystallites might offer a
host lattice for intercalation and storage. All these char-
acteristics make carbon nanotubes the focus of extensive
studies in nanoscale science and technology with poten-
tial applications in various materials and devices. More
details about the synthesis, physical and chemical proper-
ties, and technological applications of carbon nanotubes can
be found in recent books [5, 10–19] and review articles
[20–26].

1.2. Doped Carbon Nanotubes

Similar to semiconductor technology, the idea of doping car-
bon nanotubes is attractive because it allows control of their
electronic properties by intercalation of electron donors or
acceptors, substitutional doping, chemical functionalization,
and others. Experimentally, doped carbon nanotubes can be
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characterized by various techniques such as X-ray diffrac-
tion, ultraviolet (UV)/infrared (IR) spectroscopy, Raman
spectroscopy, nuclear magnetic resonance (NMR), electron
spin resonance (ESR), electron paramagnetic resonance
(EPR), positron lifetime spectra, and so on. Many interest-
ing phenomena are found in these doped carbon nanotube
materials. For example, the intercalation of the MWNTs is
useful in determining the type of MWNT. Electrochemical
doping is used for tube-based electrodes that are applied
as anodes of lithium batteries. The electronic properties of
SWNTs can be engineered by doping either electron donors
or electron acceptors. The resistivity of a carbon nano-
tube decreases upon Br2- or K-doping. Larger third-order
optical nonlinearities are found for N- or B-doped carbon
nanotubes. The field emission of carbon nanotubes can be
enhanced by controlled synthesis of well-aligned N-doped
carbon nanotubes with higher N ratios. Doped carbon nano-
tubes could be good candidates for optical limiting appli-
cations. In the application of energy storage, it has been
found that the hydrogen storage capacities of doped carbon
nanotubes are larger than those of pristine nanotube bundle
materials.

Moreover, the doped carbon nanotubes can be promising
building blocks for today’s molecular electronics. The field
of modern microelectronics and computation are advanc-
ing at an extremely fast rate because of remarkable cir-
cuit miniaturization in semiconductor technology. However,
further miniaturization of microelectronic circuits will soon
reach the scale of atoms or molecules. To continue the pro-
duction of faster and smaller computers, new schemes are
required. Molecular electronics [27], first introduced in the
mid-1970s [28] using only a few or even just one molecule to
perform basic functions of digital electronics, has provided
such a possibility. For example, nanotube-based n-type,
p-type, n-p-n, and p-n-p transistors and n-p junctions can be
constructed.

All these exciting achievements encouraged us to write
this chapter on the topic of doped carbon nanotubes, while
the field is still in a highly active phase of development.
This chapter is organized as follows. In Section 2, we review
recent spectroscopy studies of doped carbon nanotubes such
as X-ray, EPR/ESR, NMR, UV/IR, Raman, and positron
lifetime spectroscopy. In Section 3 we review physical prop-
erties and related applications of doped carbon nanotubes
including electronic, transport, field emission, polarizability,
hyperpolarizability, optical limiting, and magnetic properties
and hydrogen storage. Finally, we end this chapter by giv-
ing a brief summary and outlook in Section 4. We have not
included details on the synthesis of doping of MWNTs and
SWNTs, which can be found in a recent review by Duclaux
[29].

2. CHARACTERIZATIONS OF DOPED
CARBON NANOTUBES

2.1. X-Ray Diffraction

X-rays lie in the electromagnetic spectrum between ultra-
violet light and gamma radiation and have an approximate
range of wavelengths of 0.1 to 100 Å [30]. They are usu-
ally produced by rapidly decelerating fast-moving electrons

and converting their energy of motion into a quantum of
radiation. The wavelengths produced depend on the energy
of the electrons. In 1912, the diffraction of X-rays by crys-
tals was discovered by von Laue [31]. This discovery is one
of the most fascinating chapters in the history of science.
The special usage of X-ray diffraction in the study of solid
substances lies in its ability to distinguish ordered phases
from disordered ones. Thus, it is common knowledge that
liquids or glasses produce X-ray patterns of a diffuse nature
consisting of one or more halos, whereas well-crystallized
substances yield patterns of numerous sharp circles or spots
[30]. In this section, we review recent developments of X-ray
studies of doped carbon nanotubes.

In 1996, Mordkovich et al. [32] studied K intercala-
tion into carbon nanotubes by X-ray diffraction (XRD).
The XRD pattern of pristine carbon nanotubes obtained
can be indexed on the basis of hexagonal close-packed
(hcp) graphite unit cells with c-axis parameters enlarged
from 6.71 to 6.88 Å. After intercalation of potassium, new
diffraction patterns closely matching those of the corre-
sponding graphite intercalation compounds [33] appear. The
intershell spacing expands significantly from 3.44 to 5.3 Å.
Later on, based on the powder XRD patterns of K- or
Cs-intercalated SWNTs, Bower et al. [34] observed
reversible intercalation of SWNTs. They found that even
after a long exposure time, no clear Bragg peaks were
observed from either K- or Cs-intercalated samples, corre-
sponding to the loss of crystallinity. Moreover, Duclaux et al.
[35] found that the XRD pattern of K-doped MWNT is
typical of a second-stage derivative with an identity period
of 8.76 Å. On the other hand, Bower et al. [36] also real-
ized reversible intercalation of SWNTs with nitric acid by
XRD. However, unlike alkali metal-intercalated SWNTs, the
nitric acid-intercalated SWNTs remained crystalline, and the
inter-nanotube spacing within the bundle was expanded sig-
nificantly after intercalation. Recently, Maurin et al. [37]
studied the structural modifications induced by the inter-
calation of lithium into MWNTs by XRD with a Seifert
diffractometer (using CuK� radiation). The XRD pattern of
the totally lithiated nanotubes shows both a remnant of the
Bragg peaks of the pure nanotube and a new set of reflec-
tions. The observations of Maurin et al. [37] indicated that
carbon nanotubes are partially intercalated or some of them
remain unlithiated. This was confirmed by transmission elec-
tron microscopy. Maurin et al. [37] also demonstrated that
the Li intercalation does not affect the MWNT’s diameter.

Grigorian et al. [38] reported intercalation of charged
polyiodide chains into the interstitial channels in a SWNT
rope lattice. They performed XRD characterization of the
tube sample by using a Rigaku diffratometer (CuK� radi-
ation). A lattice constant was determined to be about
1.68 nm and the average lattice spacing was about 1.472 nm.
For heavy iodine intercalation, they found that the intensi-
ties of the diffraction peaks due to the rope lattice fell below
the detection limit. In their deintercalated samples, the (11)
peak was observed to reappear near its original position at
2� ≈ 6� observed in the pristine SWNT rope, but the overall
intensity distribution was different from that of the pristine
samples; that is, the initial stacking of the tubes in the rope
lattice did not recover entirely. The XRD result of Grigorian
et al. [38] indicates that iodine acts as a chemical wedge,
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entering the interstitial channels between tubes and over-
coming the van der Waals attraction between the tubes to
force them farther apart [38].

Xu et al. [39] reported the fabrication of Al-doped car-
bon nanotube composites. They used XRD to examine the
structure of doped nanotubes. In their Auger electron spec-
troscopy study, there are additional elements (mainly oxy-
gen) on the sample surface. However, their XRD pattern
has shown that the bulk material mainly consists of Al and
carbon nanotubes. Their XRD results demonstrate that the
other phases are minor constituents of the Al-doped carbon
nanotube composites. The observed lattice parameter of Al
is very close to the reference value of 4.0491 Å.

Very recently, Rana et al. [40] performed XRD analy-
ses on the structure and composition of Co-doped carbon
nanotubes. Their XRD patterns of the doped tubes were
recorded by using a Bruker AXS D8 advance powder X-ray
diffractometer (using CuK�� = 1�5418 rad). The Co-doped
carbon nanotubes were found to be in the high-temperature
face-centered cubic (fcc) phase rather than the hcp phase
and were present at the tip of the nanotubes. The covering
graphene layers could be responsible for the stabilization
of the fcc phase. This is confirmed by the fact that a small
amount of Co, which is still in their fcc symmetry, was found
to remain even after the acid treatment. Grigorian et al. [41]
used XRD to characterize the SWNT doped with transition
metal impurities (for example, Cr, Mn, Co, Fe, and Ni). All
of the samples exhibited an X-ray diffraction peak in the 2�
range of 5.9� to 6.1� associated with the average tube sepa-
ration in a bundle. For Fe- Co- and Ni-doped cases, a mean
tube diameter, about 1.3 nm, was estimated.

Very recently, Kataura et al. [42] synthesized SWNTs
encapsulating fullerenes, so-called fullerene “peapods,” in
high yield by using diameter-selected nanotubes as pods. It
is known that the (10) peak in the XRD profile of SWNT
bundles is very sensitive to molecular encapsulation because
the total structure factor is modified by additional elec-
tron density coming from the molecule encapsulated [43].
In the XRD measurement of C70 peapods, Kataura et al.
[42] observed a very strong reduction of the (10) peak inten-
sity due to fullerene encapsulation. Because the diameter
of C70 is about half the diameter of an individual SWNT,
the structure factor of the C70 chain has twice the period
if compared with that of the SWNT. Thus, the total struc-
ture factor becomes nearly zero at the (10) peak position,
whereas the other peak intensity is not largely affected [42].
In the same manner as gas adsorption inside SWNTs, the
filling factors of fullerenes in peapods can be estimated from
XRD results. The XRD measurements of Kataura et al. [42]
indicate 72% filling for the C70 molecule and 85% filling for
C60 as a total yield.

2.2. UV/IR Spectroscopy

The unique electronic structure of SWNT’s (see Section 3.1)
is related to a two-dimensional (2D) graphene sheet. How-
ever, the continuous electronic density of states (DOS) in
graphite, due to the radial confinement of the wavefunc-
tions, divides into a series of spikes in SWNTs, which are
referred to as Van Hove singularities. It has been shown
that electronic transitions between these singularities lead

to prominent features in scanning tunneling spectroscopy
[44, 45] and optical spectroscopy [46]. The main point of
interest is the electronic structure of SWNTs around the
fermi level. However, such a region of the electronic spec-
trum is difficult to investigate experimentally but is impor-
tant in any discussion of the metallic character of SWNTs
and in addressing questions related to extrinsic effects such
as nanotube doping. Very recently, Itkis et al. [47] probed
the DOS of SWNTs near the fermi level as a function of
SWNT diameter by using far-IR transmission spectroscopy
of thin films. The most striking feature in the spectra of puri-
fied SWNT films is the intense peak in the far-IR region with
an absorption maximum several times higher than that of
the interband absorption peaks in the near-IR region. These
results can be explained by the doping effects induced in
the purification procedure, in which the nitric acid used par-
tially exfoliates and intercalates SWNT bundles [48], which
results in a hole doping of the SWNTs. The hole doping
serves to pin the Fermi level in the valence band, and the
holes behave as free carriers and produce a strong absorp-
tion in the far-IR region. Hence, the doping effect leads
to a decreased intensity and an distinct shift of the optical
transition between the first pair of Van Hove singularities
in the DOS to higher energies. This was confirmed upon
heating of the SWNT by Itkis et al. [47]. This heating pro-
cedure removed the trapped NO−

3 counterions and refilled
the valence band. Thus, the optical transition is shifted to
lower energy and the intensity increases.

Jacquemin et al. [44] separately investigated the doping
behavior (either acceptors Br2 and I2 or donors K and Cs
used as dopants) of semiconducting and metallic SWNT
films using optical absorption [49]. They found disappear-
ance of the absorption bands at 0.7, 1.2 (assigned to semi-
conducting tubes), and 1.8 eV (assigned to metallic ones)
after doping, which were attributed to electron depletion or
filling in specific bands of the SWNT. This result implies that
the charge transfer in semiconducting and metallic SWNTs
occurs in a specific sequence: initially the transition at 0.7 eV,
then around 1.2 eV, and finally at 1.8 eV, depending on the
dopant density. In a subsequent study by the same group
[50], it was established that the semiconducting phase of
SWNT can be doped amphoterically. The new absorption
peaks induced by heavy doping were explained by the low-
lying valence states in the optical transition. They have also
studied the effect of high pressure and found that the inter-
band absorption peaks significantly and is reversibly broad-
ened and shifted under high pressure up to 4.1 GPa.

The reversible behaviors of sidewall functionalized
SWNTs were demonstrated in fluorinated SWNT samples
[51] and in sidewall-alkylated SWNT samples [52] with heat
annealing, which has been used as an effective way to
recover the pristine nanotubes [53]. However, a detailed
study on the recovery behaviors of sidewall functionalized
SWNTs is still lacking. Very recently, Zhao et al. [54]
systematically examined the thermal recovery behavior of
fluorinated SWNTs by UV visible (VIS) near-IR and IR
absorption spectroscopies, measured in air by using a
Perkin-Elmer UV VIS near-IR spectrometer with a resolu-
tion of 2 nm and a Nicolet Magna Fourier transform-IR 550
spectrometer at a resolution of 2 cm−1, respectively. They
observed a decrease in the IR intensity of C–F stretch bands
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centered at about 1207 cm−1. This indicates that pristine
SWNTs are recovered by the removal of sidewall functional
groups. After annealing at 373 K in noble gas, their IR spec-
trum shows nanotube features of A2u mode at 867 cm−1 and
E1u mode at 1579 cm−1. In their UV VIS near-IR spectrum,
they observed only a few features at about 640 nm (1.9 eV).
At a higher annealing temperature >423 K, they observed
increased intensity of the absorption feature at 640 nm of
metallic nanotubes and those at 900 and 1630 nm of semi-
conducting nanotubes. On the other hand, their generalized
2D UV VIS near-IR spectroscopy studies revealed that ther-
mal recovery behaviors of fluorinated semiconducting and
metallic nanotubes are very similar at annealing tempera-
tures between 423 and 623 K. These results indicate that
differentiation of these nanotubes for purification is difficult
under those annealing conditions.

The abundance of so-called peapods (filling of fullerenes
in SWNT) [55, 56] is difficult to determine using high-
resolution transmission electron microscopy because of the
small sample volume. The limited point-to-point resolution
is also insufficient to prove that the peas are fullerenes.
Thus, Burteaux et al. [57] exploited the well-known 335 nm
transition in C60 by performing UV VIS spectroscopy [58]
on C60@SWNT. Their UV VIS spectra were recorded in
the range of 300–650 nm (Perkin-Elmer Lambda 9). In this
region, Burteaux et al. [57] observed all the well-known
C60 transitions. This proved that the encapsulated object in
SWNTs is C60. It is known that electrochemistry offers favor-
able conditions for both reductive and oxidative doping and
the VIS near IR spectroelectrochemistry of SWNT indicates
reversible and fast bleaching of the electronic transitions
between Van Hove singularities at energies between about
±1.2 eV versus the Fermi level [59]. Very recently, Kavan
et al. [60] showed potential dependent VIS near IR spectra
of peapods C60@SWNT deposited on an indium-tin oxide
(ITO) electrode in 0.2 M LiClO4 + acetonitrile. Their dry
peapods in air showed three characteristic optical absorp-
tions at 0.7, 1.25, and 1.8 eV due to the optical transitions
between Van Hove singularities as in the empty SWNTs [59,
61, 62]. The transitions at 0.7 and 1.25 eV are assigned to
singularities in semiconducting tubes and at 1.8 eV to the
first pairs of singularities in metallic nanotubes. Based on
the transition energies, the SWNT diameter is estimated to
1.3 nm, in agreement with the optimum diameter of SWNT
to encapsulate C60 [55, 56]. It should be mentioned that no
distinct optical transitions of C60 are visible [60]. Kavan et al.
[60] found that contact of the peapods with the electrolyte
solution shows similar optical spectra as the applied poten-
tial varies from −0.6 to 1.6 V. The electrochemical charging
causes reversible bleaching of the electronic transitions [60].
The anodic polarization shifts the Fermi level accompany-
ing the sequential depletion of the singularities, whereas the
cathodic polarization results in sequential filling of the sin-
gularities. At high anodic potentials, Kavan et al. [60] found
a new peak, which is red-shifted by 0.05–0.1 eV and can
be assigned to a doping induced transition occurring within
the partly filled valence band [59]. Upon progressive doping,
Kavan et al. [60] did not detect shifts of the peaks. This is

indicative of a sharp distribution of SWNT diameters in the
peapod samples.

2.3. Raman Spectroscopy

Raman spectroscopy is known to be one of the most efficient
tools for investigating the vibrational properties of materials
in relation to their structural and electronic properties [63].
Raman scattering for carbon nanotubes is a resonant process
associated with allowed optical transitions between spikes in
the one-dimensional (1D) electronic density of states falling
in the visible and near-infrared ranges.

2.3.1. Alkali Metal-Doped Carbon Nanotubes
Li-Doped SWNTs Claye et al. [64] performed a Raman
study on Li-doped SWNTs for doping at various constant
potentials. The results are shown in Figure 1. The pris-
tine spectrum is dominated by two first-order bands at
1593.5 cm−1 (E1g mode) and 1567 cm−1 (E2g mode) for indi-
vidual pristine tubes [65], whereas the feature at 1485 cm−1

is Raman scattering from the electrolyte. Upon doping
between 3 and 0 V, a continuous shift and broadening of the
two SWNT tangential modes were observed. Especially, an
additional line at 1350 cm−1 appears between 3 and 1.2 V.
It is a general characteristic of disorder-induced phonon
scattering at the zone edge and is dominant in samples of
nanocrystalline carbons. As shown in the g line of Figure 1,
the shift is reversible upon de-doping despite an irreversible
loss of crystallinity. Bendiab et al. [66] reported the Raman
spectroscopy of thin films of Li-doped SWNTs at different
controlled stoichiometries. A monotonic upshift of the tan-
gential modes, due to a concomitant monotonic increase of
the conductivity and to the persistence of the crystallinity of
the tube bundles, is evidenced for LixC compounds 
0 ≤ x ≤
0�17�. The Raman study of Maurin et al. [67] on the Li dop-
ing of MWNTs showed that lithium species only trapped at
the surface of nanotubes, probably within the cavities gen-
erated by structural defects or entanglements.
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Figure 1. In-situ Raman scattering spectra for Li-doped SWNT at var-
ious potentials: (a) pristine sample; (b) 2 V; (c) 1.5 V; (d) 0.8 V;
(e) 0.02 V; (f) electrochemically de-doped to 3 V; (g) electrochemically
de-doped and washed in water and ethanol. Reprinted with permission
from [64], A. Claye et al., Chem. Phys. Lett. 333, 16 (2001). © 2001,
Elsevier Science.
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K-Doped SWNTs The pioneering Raman study of
K-doped SWNTs by Rao et al. [68] revealed that the tan-
gential mode E2g of the pristine SWNT exhibits a large shift
from 1592 to 1550 cm−1 upon K-doping. Iwasa et al. [69]
reported the phase identification by means of Raman scat-
tering and X-ray photoemission spectroscopy on carefully
intercalated SWNT samples. As shown in Figure 2, upon
intercalation of potassium in the first 5-min reaction, the
broad component disappeared, but the Raman E2g peak was
upshifted from 1588 to 1600 cm−1 (in this phase, the K/C
concentration ratio at 1600 cm−1 was 0.04, corresponding to
KC27). Such an upshift of the Raman peak implies that K
exists between the tubes (interstitial sites) rather than inside
the nanotubes. Another 5-min reaction resulted in the com-
plete disappearance of the peak at 1600 cm−1, as well as
a new peak observed at about 1552 cm−1 (in this phase,
the K/C concentration ratio at 1552 cm−1 was 0.11, corre-
sponding to KC9) that is close to that measured by Rao
et al. [68]. From Figure 2, the Raman peak corresponding
to the intermediate phases KCx
27 > x > 9� was extremely
broad or absent, indicating that these phases are less sta-
ble than either KC27 or KC9. Meanwhile, Claye et al. [64]
examined the relation between the Raman frequencies and
K dopant concentration (Fig. 3). Obviously, the reversibil-
ity of the doping-induced frequency shift was confirmed by
comparing line a and line g in Figure 3.

Rb-Doped SWNTs the pioneering Raman work on Rb-
doped SWNTs by Rao et al. [68] showed that the high-
frequency tangential vibrational modes of the carbon atoms
in the SWNTs shift substantially to lower end. Bendiab et al.
[70] measured Raman spectra for Rb-doped SWNT over
a broad frequency range with laser energies of 2.41 and
1.92 eV. The corresponding tangential modes are shown
in Figures 4 and 5. The maximum intensity of the main
structure for Rb-doped sample is located around 1547 and
1538 cm−1. At 2.41 eV laser energy, the spectral profiles
are close to those measured by Rao et al. [68]. Moreover,
Bendiab et al. [71] performed combined in-situ conductiv-
ity and Raman measurements of Rb-doped SWNTs. They
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Figure 2. Raman spectra for the intercalation process of SWNT with
potassium. Reprinted with permission from [69], Y. Iwasa et al., Synth.
Met. 121, 1203 (2001). © 2001, Elsevier Science.
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Figure 3. In-situ Raman scattering spectra for K-doped SWNT at var-
ious K/C ratios: (a) pristine sample; (b) 0.002; (c) 0.004; (d) 0.020;
(e) 0.034; (f) 0.040; (g) electrochemically de-doped, K/C = 0. Reprinted
with permission from [64], A. Claye et al., Chem. Phys. Lett. 333, 16
(2001). © 2001, Elsevier Science.

observed striking correlations between resistance, changes
of resistance under laser irradiation, and frequency of the
main Raman peak.

Cs-Doped SWNTs Bendiab et al. [70] measured Raman
spectra for Cs-doped SWNTs over a broad frequency
range with laser energies of 2.41 and 1.92 eV and the
corresponding tangential modes are shown in Figures 4
and 5. The maximum intensity of the main structure for
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Figure 4. Low-frequency (radial breathing modes) and high-frequency
(tangential modes) ranges of the Raman spectra excited at 2.41 eV for
(a) Cs-doped; (b) Rb-doped, and (c) pristine SWNTs. Reprinted with
permission from [70], N. Bendiab et al., Chem. Phys. Lett. 339, 305
(2001). © 2001, Elsevier Science.
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Figure 5. Low-frequency (radial breathing modes) and high-frequency
(tangential modes) ranges of the Raman spectra excited at 1.92 eV for
(a) Cs-doped; (b) Rb-doped, and (c) pristine SWNTs. Reprinted with
permission from [70], N. Bendiab et al., Chem. Phys. Lett. 339, 305
(2001). © 2001, Elsevier Science.

Cs-doped sample is located around 1563 and 1534 cm−1

at energies of 2.41 and 1.92 eV, respectively. Obviously,
the Raman spectral profiles for Li-, K-, Rb-, and Cs-doped
SWNTS are similar, and the frequency shift is close. This
result shows that the amount of transferred charges for
saturation doping is only weakly dependent on the doping
species for alkali metal. The profile is broad, asymmetric,
and systematically associated with a shoulder on its low-
frequency side. We have also seen a universal behavior of
the doping-induced shift of the tangential modes, namely,
an upshift of the tangential modes due to a concomitant
monotonic increase of the conductivity and to the persis-
tence of the crystallinity of the tube bundles. However, in
contrast, the downshift of the tangential modes and the dras-
tic changes of the Raman spectra and diffraction patterns
observed for saturation-doped compounds [64, 68, 70, 71]
suggest significant modifications in the structural and elec-
tronic properties of the saturated phase.

2.3.2. Br2-Doped Carbon Nanotubes
The pioneering work of Rao et al. [68] showed that the high-
frequency tangential vibrational modes of the carbon atoms
in the pristine SWNTs shift substantially to higher frequen-
cies. Because the sample contains many kinds of SWNTs
with different chirality that have different electronic states
[72], Kataura et al. [73] measured low-frequency resonance
Raman spectra of Br2-doped SWNTs using various laser
lines (from 1.63 to 2.73 eV) to clarify the electronic states
of the doped SWNTs. For visible excitation, two structures
around 180 and 240 cm−1 were observed. For fully doped

samples, only one peak around 260 cm−1 was observed, con-
sistent with the results of Rao et al. [68]. Actually, the struc-
ture around 240 cm−1 is the breathing mode of the partially
doped SWNT bundles and the structure around 180 cm−1

can be associated with that of pristine SWNTs.

2.3.3. I2-Doped Carbon Nanotubes
Iodine can be effectively doped into SWNTs [38, 68, 74–
76]. However, it cannot be intercalated inside graphite [77]
because its large van der Waals diameter (∼0.4 nm) [78]
and interatomic spacing (∼0.3 nm) are incompatible with
any spacing of the basal plane in graphite [79, 80]. Rao
et al. [68] found that I2 doping induces the smallest change
in the SWNT Raman spectra. Actually, this is not surpris-
ing because I2 does not intercalate into graphite. Later
on, Grigorian et al. [38] analyzed the Raman scattering
data for I2-doped SWNT samples. Because of resonant
Raman scattering from charged 
I5�− and 
I3�− linear chain
complexes in the moderately doped samples, new peaks
including a strong one at 175 cm−1 and a weaker one at
109 cm−1 were observed in the low-frequency region [38].
The main effect of polyiodide chain intercalation on the
high-frequency Raman triplet observed in the pristine sam-
ple is an upshift of these modes by about 8 cm−1 because the
carbon � electron transfer from the SWNTs to the iodine
chains induces a contraction of the hexagonal rings along
the cylindrical wall of the SWNTs. After deintercalation,
the tangential and radial modes were fully recovered. Very
recently, Venkateswaran et al. [81] measured the Raman
spectra of I2-doped SWNT bundles excited with 514.5 nm
at room temperature and elevated pressure up to 7 GPa. In
pristine nanotube samples, the low-frequency radial modes
show a pressure-dependent shift at about 7 cm−1/GPa, while
that in I2-doped SWNTs exhibits a very small pressure-
induced frequency shift. A comparison between the pres-
sure behavior of I2-doped and pristine SWNTs suggests that
polyiodide chains (i.e., I−1

n molecules) [38] might reside both
in the interstitial channels and inside the nanotube pores in
the SWNT bundles.

Very recently, Zhou et al. [82] also characterized I2-doped
multiwalled carbon nanotubes by means of Raman scatter-
ing. Similar to the case of SWNTs, MWNTs can be effec-
tively doped by iodine with charge transfer. Iodine atoms
form charged polyiodide chains inside tubes of different
inner diameter but cannot intercalate into the graphene
walls of MWNTs.

2.3.4. B-Doped Carbon Nanotubes
Boron, as a dopant, can substitute for the carbon atoms in
nanotubes. Very recently, Maultzsch et al. [83] reported on
first- and second-order Raman spectra of B-doped MWNTs.
Their samples were prepared by the arc-discharge method
in which the anode rod is doped with varying weight con-
centrations of boron. The absolute intensity of the D mode
(the so-called D mode around 1300 cm−1 in the first-order
Raman spectra of carbon nanotubes and graphite is induced
by disorder in a double-resonant Raman process) in the
doped MWNTs is found to be roughly constant and increase
slightly from 0.5 to 1% nominal boron concentration and
decreases again at 4% nominal boron concentration. The
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high-energy mode (often called the G mode) as well as
the D∗ mode (the second-order overtone mode) intensi-
ties decrease with increasing defect concentration, while the
D∗ mode intensity decreases much faster than the G mode
intensity. These results support the interpretation that the
high-energy mode originates from the same defect-induced,
double-resonant process as the D mode, although involving
comparatively small phonon wave vectors.

2.3.5. Fullerene Peapods
The discovery of fullerene peapods like C60@SWNT [55, 56]
and C70@SWNT [42] opened new possibilities to elec-
trochemistry and functionalization of carbon materials.
Because SWNTs and fullerenes show a specific redox
response, there is a clear challenge to explore the behav-
ior of C60@SWNT and discuss the fundamental electronic
and redox properties of such carbon nanostructures. Elec-
trochemistry offers favorable conditions for both reductive
and oxidative doping. Kavan et al. [60] performed measure-
ment of in-situ Raman spectra of peapods excited at 2.41
or 2.54 eV as shown in Figures 6 and 7, respectively. The
radial breathing mode was observed between 175 and 185
cm−1 for 2.41 eV excitation and between 165 and 190 cm−1

for 2.54 eV excitation. The intensities of radial breathing
and tangential modes decrease as a result of cathodic or
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Figure 6. Potential-dependent Raman spectra of C60@SWNTs on a Pt
electrode excited at 2.41 eV in 0.2 M LiClO4 + acetonitrile: (a) the
electrode potential varies from 0 to −1.0 V; (b) potential varies from
0 to 1.2 V. The peak at 1375 cm−1 belongs to �C–H in acetonitrile.
Reprinted with permission from [60], L. Kavan et al., Chem. Phys. Lett.
361, 79 (2002). © 2002, Elsevier Science.
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Figure 7. Potential-dependent Raman spectra of C60@SWNTs on a Pt
electrode excited at 2.54 eV in 0.2 M LiClO4 + acetonitrile: (a) the
electrode potential varies from 0 to −1.0 V; (b) potential varies from
0 to 1.4 V. The peak at 1375 cm−1 belongs to �C–H in acetonitrile.
Reprinted with permission from [60], L. Kavan et al., Chem. Phys. Lett.
361, 79 (2002). © 2002, Elsevier Science.

anodic doping. An analogous effect was also shown in empty
SWNTs [59, 84]. Their Raman spectroscopy results confirm
a reasonable monodispersity of their sample, free from nar-
row tubes. The spectra excited at 2.41 eV exhibit a charging-
sensitive band at 1415 cm−1. As shown in Figures 6 and
7, the tangential mode band upshifts, both significantly and
monotonically, with increasing anodic potential, but less sen-
sitive to cathodic charging. The intensity of the Ag mode
of C60 exhibits considerable enhancement upon anodic dop-
ing of peapods but not at cathodic charging. This new fea-
ture is specific for peapods only, and the resistance of C60
toward oxidation is a key factor. Moreover, Kataura et al.
[42] found that the room temperature Raman spectra of
C60@SWNT show 1D photopolymerization of C60 inside
nanotubes by blue laser irradiation, which suggests molecu-
lar rotation inside them.

In the case of C70@SWNT, Kataura et al. [42] found
that all the Raman-active modes of C70 were observed
even at room temperature and no photopolymerization was
observed, but the relative intensity ratio of each peak is dif-
ferent from that in the three-dimensional (3D)-crystalline
phase. This is caused by mixing of two different crystal struc-
tures in C70 peas. (Note: there is a mixed phase of two
different structures in the C70 1D crystal. So, the interac-
tion between C70 molecules should differ from each other
and also from the 3D crystal.) Their Raman spectra suggest
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that the encapsulated molecules are deformed by interaction
with the SWNT.

Grigorian et al. [41] found that Raman-scattering spec-
tra for SWNT doped with transition metal impurities
(e.g., Cr, Mn, Co, Fe, and Ni) were similar: the SWNT radial
mode band exhibited an unresolved doublet with peaks at
165 and 178 cm−1. Their results suggest very small differ-
ences in the mean tubule diameter from one sample to
another.

2.4. NMR Spectroscopy

In common with that for other types of molecular spec-
troscopy, analysis of the frequency, relative intensity, and
shape of high-resolution NMR spectra [85–87] yields molec-
ular parameters that characterize the molecular intrin-
sic properties. These parameters include nuclear magnetic
shielding � [88] and nuclear spin–spin coupling J [89]. Both
of these are determined by the electronic environments of
the nuclei involved. Hence, studies of these parameters for
a given molecule can provide knowledge of the electronic
structure of that molecule, in particular the density of states
at the Fermi level [90].

Leroux et al. [91] studied the fully Li-reacted MWNTs by
carrying out solid-state 7Li NMR experiments on a Bruker
360 spectrometer (7Li resonance frequency of 139.9 MHz).
Chemical shifts were referred to LiCl as an external stan-
dard. The presence of metallic lithium was not observed in
the NMR spectra. The peak at 0 ppm was associated with
the presence of the lithium salt. The peak at 12 ppm was
attributed to the intercalated Li by reference with the well-
known value for lithium–graphite intercalation compounds
[92]. Among the heat-treated MWNTs, a downfield shift was
observed with a slight increase of the reversible capacity. So
the reversible capacity was assigned to particular Li sites.
As the temperature increases, a change of the Li population
was observed and the peak at 12 ppm was shifted to high
field. Recently, Maurin et al. [67] performed high-resolution
magic angle spinning 7Li NMR on MWNTs using a Bruker
ASX 400 spectrometer operating at a 7Li resonance fre-
quency of 116 MHz. The NMR spectrum exhibits a broad
band centered around 0 ppm that is separated into two
parts: a narrow band with resonance frequency of −0.8 ppm,
which is assigned to the solid electrolyte interphase and to
the remaining electrolyte, and a broad band with a reso-
nance frequency shift of −0.1 ppm, which is assigned to
the ionic lithium stored in reversible sites as defects at the
nanotube surface. These results indicate different insertion
mechanisms of lithium.

Duclaux et al. [35] investigated the modifications of elec-
tronic properties as the pristine MWNT was doped with
alkali metals by using high-resolution 12C NMR. It was
found that the chemical shifts of the first stage KC8- or CsC8-
MWNT 12C NMR signal are practically of the same order
as those in graphite-intercalated compounds (GICs) with an
inversion of anisotropy attributed to the dipolar interaction
of the 12C nucleus with the � electrons. intercalation of K,
Rb, and Cs in SWNT bundles with stoichiometry near MC8
produced similar results [29]. This is a signature of charge-
transfer conducting species [93], similar to GICs.

2.5. EPR/ESR Spectroscopy

A lot of experimental data on magnetic susceptibility, ESR
and EPR of MWNTs have offered us undisputed evidence
that those nanotubes are semimetals rather than semicon-
ductors [94–100]. In the following, we review recent mea-
surements on the EPR/ESR of doped carbon nanotubes.

Bandow et al. [101] studied the magnetic properties of
pristine SWNTs and K-doped SWNTs by ESR. Basically,
pristine SWNTs are ESR silent. But a weak ESR signal
with �H ≈ 2�7 G at g ≈ 2�0026 was observed because of
the electronic states associated with the pentagonal car-
bon rings at the tip region of the SWNT. Considering the
conduction ESR (CESR) of the pristine SWNTs and even
SWNT bundles, they could not detect any signal at X-band
(9.419 GHz) due to the weak magnetism of conduction elec-
trons and the sensitivity limit of the instrument. However,
after 1 h of K-doping, the observed weak ESR signal in
the pristine SWNTs disappeared. After 50 h of doping, a
weak Dysonian-type ESR spectrum was observed. They also
observed CESR spectra at the doping times of 150 and
1000 h. The intensity of the CESRs was saturated at doping
time longer than 400 h. The magnitude of � for K-doped
SWNTs was found to be about 1 order of magnitude smaller
than that of the graphite [102]. Bandow et al. [101] argued
that such a small � is probably caused by the nature of the
electronic structures of the pristine SWNT bundle. Because
two-thirds of the SWNTs in the bundle are semiconducting,
the decrease of the magnitude of � is reasonable.

Duclaux et al. [35] performed EPR measurements on
pristine and KC8-MWNTs. The temperature dependence of
their EPR spectra is shown in Figure 8. They found that
the EPR line of the first-stage KC8-MWNT is Dysonian,
typical of a good conductor. In the pristine MWNTs, the
g factor is temperature dependent. In the doped case, it
becomes temperature independent because of the shift of
the Fermi level away from the quasidegeneracy region of the
� bands induced by the charge transfer. For the second stage
as KC24-MWNT, the Dysonian EPR signal was found to be
narrowed compared to that of the first stage. The charge
transfer is almost complete in the second-stage derivative,
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Figure 8. Temperature dependence of the intensity 
I� of the EPR sig-
nal at several temperatures (T , in K). The intensity is scaled by the
temperature; that is, I = I ∗ T . Adapted from [35].
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and the broadening due to spin-orbital interaction of the
conduction electrons on alkali atoms is limited. Regarding
Cs doping, the EPR signal of the first-stage CsC8-MWNT
was undetectable due to noncomplete charge transfer [103]
and a large width caused by the strong spin orbital interac-
tion on Cs.

Yokomichi et al. [104] and Hsu et al. [105] performed
ESR measurements on B-doped carbon nanotubes.
The ESR spectra are Dysonian. The B-doped nanotube sam-
ples exhibit free spin characteristics with a g value of 2.002
at room temperature, while the typical value for all pristine
carbon nanotubes is 2.0189. The g value of the B-doped tube
decreases slightly as temperature decreases [104]. Their ESR
measurements revealed several distinguishing features [105]:
(1) only one ESR transition is observed within the temper-
atures from 50 to 450 K; (2) the peak-to-peak linewidth
(0.45 mT) in the first derivative does not change appreciably
in the temperature range from 50 to 450 K; (3) the mea-
sured g value varies between 2.0021 and 2.0025; (4) asym-
metrical spectra line shape are independent of temperature;
and (5) the line absorption intensity increases linearly with
temperature over the 108–200 K range and then remains
constant up to 435 K. Their ESR results are strongly indica-
tive of metallic behavior in the B-doped carbon nanotubes.
They also found that the carrier density increases rapidly
from 0�8×1016 spins/g at 108 K to 6�1×1016 spins/g at 253 K,
then remains a constant within ±0.3× 1016 spins/g between
253 and 435 K. Thermally activated electrons are involved
in the rapid increase in carrier density from 108 to 253 K.

Kotosonov and Shilo [106] performed experimental mea-
surements on the diamagnetic susceptibility (DMS), which
is measured by using the Faraday method with an error of
not over 10−8 emu/g, and the ESR, which is measured by
using a Varian E-109 spectrometer operating at 9.3 GHz,
for pristine and B-doped MWCTs in the temperature range
of 100 to 900 K. The samples of MWCTs with an average
diameter of 15 nm were selected from a central fibrous part
of cathode deposits prepared by the arc-discharge method
under optimal conditions. B-doped MWCTs were obtained
by heating up to 2773 K of powder samples wetted with
a weak boric acid solution. The absolute error of g factor
measurement was less than 0.0001. The orbital contribution
of conduction carriers, �n − �a, can be readily explained in
terms of the quasi-two-dimensional graphite (QTDG) band
model [107]

�n − �a = −0�00545�2
0

T��a
(1)

where

�a = 2 + eEF /
�BT�� + e−EF /
�BT�� (2)

and T� = T + �, �0 ≈ 3 eV is the 2D band parameter, EF is
Fermi energy, �B is the Boltzman constant, T is the lattice
temperature, � is the additional parameter introduced with
account of nonthermal scattering of conduction carriers by
structural defects, and �n is the DMS component normal to
the graphene sheets. The DMS value along the nanotube
axis, that is, �p, is close to the atomic one, �a = −0�3 ×
10−6 emu/g. The observed single and narrow lines of the

ESR spectra show that the registered g factor is a result of
motional averaging of the principle g factors (gp along the
nanotube axis and gn normal to the nanotube layers, and gp

is close to the value of the free electron, ge = 2�0023). The
g factor shift can also be explained in terms of the QTDG
band model [108]:

�g = gn − ge ≈
7680�2

0

T 2
� �aln
�a�

(3)

The above equations demonstrate that the g factor shift
depends strongly on the contribution from conduction car-
riers, band structure, Fermi level, and temperature. The
observed results show that the defects are linear in the pris-
tine carbon nanotubes, while the defects are point types for
B-doped carbon nanotubes. Because the boron atom acts as
an electron acceptor, the Fermi level is more shifted into
the valence band. Thus, the magnetic properties in nano-
tubes change. Estimation of the ESR intensity measured at
300 K shows that the B-doping results in a increase (from
0.8 to 1�2 × 10−8 emu/g) of the paramagnetic susceptibility
of conduction carriers. Meanwhile, as the concentration of
boron atoms changes from 0 to 29 × 1014 m−2, the density
of conduction carriers varies from 8 to 37 × 1014 m−2 and
the density of localized centers changes from 0.7 to 2�0 ×
1014 m−2. It should be pointed out that these factors at low
temperature have strong effects on the registered g factor
and ESR intensity due to the strong exchange interaction
between them and conduction carriers [106].

2.6. Positron Lifetime Spectroscopy

Positrons are positively charged elementary particles. If
positrons are injected into a condensed material, they would
be strongly repelled from the atomic nuclei of the material
and prefer to be distributed in such kinds of distinguishable
regions in which open-volume defects, negatively charged
ions, and interstices are presented. Actually, the character-
istics of positron annihilation with electrons depend on the
positron and electron density distribution in a given mate-
rial and the amount of overlap between the positron and
electron wavefunctions. Hence, positron annihilation is able
to provide us information on the electron distribution in
the region where positrons annihilate through their lifetime,
angular correlation of annihilation radiation and Doppler
broadening. The electron–positron correlation results in an
enhancement of the annihilation because of the pileup of
electrons and positrons: positrons are fully thermalized at
the time of annihilation, and the longitudinal-momentum
component of the electron along the direction of the anni-
hilated �-ray emission is related to the doppler broadening
of the annihilation �-ray energy.

Traditionally, measurements of the positron lifetime
and/or the Doppler broadening of the annihilation � ray
have been used for material analysis. Recently, this tech-
nique has been applied to C60 [109–111] and C70 fullerenes
[112], carbon nanotubes [112, 113], and doped carbon nano-
tubes [113].

Murakami and Sano [113] prepared alkali metal (AM)
doped carbon nanotubes (DCNTs), for example, K-DCNT,
Rb-DCNT, and Cs-DCNT, from uncapped MWNTs (Bucky
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BU-201) by using the method that is used for prepar-
ing alkali metal-intercalated carbon filaments grown from
graphitic material in argon plasma [114]. The diameter in
each DCNT is several tens of nanometers and the dis-
tance between adjacent shells is about 0.34 nm. Then they
measured positron-lifetime spectra for pristine CNTs and
AM-DCNTs at both 10 K and room temperature by using
the positron source, 22NaCl, of 0.55 MBq sealed between
two Kapton films of 7500 nm thick. This source was directly
dropped onto specimens packed in a glass ampoule. Their
positron-lifetime spectra were observed with the aid of a
conventional fast-fast coincidence system whose time res-
olution was 250 ps and analyzed after a positron source
correction by the computer program PATFIT88 [115]. The
results of lifetime spectrum analysis for AM-DCNTs are
listed in Table 1. For contrast, the lifetimes for C60, C70,
and CNTs measured by Ito and Suzuki [112] are also listed
in Table 1. All positron lifetimes were represented well by
a single component, which means that all of the positrons
in these specimens have a rather similar history between
annihilation. A positron lifetime exists for CNTs similar
to that for both C60 and C70 fullerenes. The lifetimes for
AM-DCNTs are shorter than the lifetime for pristine CNTs.
This result reveals that the annihilation of positrons occurs
in a region of higher electron density, which is expected
in graphitic shells of pristine CNTs because some nega-
tive charge transfers from the alkali metal atoms (electron
donors) to the graphite shells (electron acceptors) of the
CNTs. The lifetime for each AM-DCNT is independent of
alkali metal dopant and has the same range, for example,
360 ps at room temperature and 350 ps at 10 K. As shown
in Table 1, the lifetimes observed for AM-DCNTs are found
in the same range as those ascribed to lattice defects in
both graphite and stage 1 potassium-intercalated graphite
(PIG). Because the diffusion length is much longer than
the diameter of each AM-DCNT [113], the positrons in
AM-DCNTs reach trapping centers on the surface of nano-
tubes. The trapping centers are remotely located from the
alkali metal and derived from extended lattice defects (such
as edge dislocations [116] and surface steps) that are located
on their negatively charged graphitic shells. It should be
pointed out that in graphite, as shown in Table 1, there

Table 1. Observed positron lifetimes,  1 at 10 K and  2 at room tem-
perature, for C60, C70, CNT, K-DCNT, Rb-DCNT, Cs-DCNT, graphite
and stage 1 PIG.

Material  1 (ps)  2 (ps) Ref.

C60 389± 2 [112]
382 [111]
360.6 [110]

342 356 [109]
C70 384± 2 [112]
CNT 387± 1 [112]

360± 2 382 ± 2 [113]
Graphite 220± 10, 430± 10 [117]

210 (91%), 390 (9%) [113]
Stage 1 PIG 260 (84%), 530 (14%), 1400 (2%) [113]
K-DCNT 354± 2 362 ± 2 [113]
Rb-DCNT 357± 2 364± 2 [113]
Cs-DCNT 355± 2 362 ± 2 [113]

are two lifetime components of 220± 10 ps due to positron
annihilation in the bulk and 430 ± 10 ps due to positron
annihilation on the surfaces or the open space of graphite
[117]. In stage 1 PIG [113], the shortest life time (260 ps)
is assigned to positron annihilation in the bulk, the interme-
diate one (530 ps) is due to positron annihilation at lattice
defects, and the longest one (1400 ps) has been generally
accounted for by annihilation of ortho-positronium [118].
However, the results for nanotubes show that the positron
does not annihilate between the coaxial layers of the tubes,
but rather annihilates on the surface of the tubes.

3. PROPERTIES AND APPLICATION
OF DOPED CARBON NANOTUBES

3.1. Electronic Properties

Designing nanoscale materials and devices entirely from car-
bon nanotubes requires the control of electronic charac-
teristics of carbon nanotubes. This involves the ability to
engineer the densities and locations of specific energy levels
within the electronic band structures of carbon nanotubes.
It is well known that at the nanoscale, spatial variations in
the local electronic structures of a nanostructure have strong
effects, for example, on transport, field emission, and optical
applications. Hence, it is necessary to characterize spatial
variations of the electronic structure obtained from a variety
of synthesis approaches to control the electronic properties
of carbon nanotubes. Actually, the tailoring of electronic
properties in carbon nanotubes occurs in two ways: exploit-
ing the strong coupling between a tube’s topology (intrinsic
variables, e.g., tube chirality, diameter, and total curvature
of the tube manifold) and its overall electronic properties
[119, 120] (this way led to the idea of constructing nano-
electronic devices by joining carbon nanotubes of different
topologies and electronic properties) or modifying an extrin-
sic variable of carbon nanotubes such as chemical modifica-
tion [120]. Generally, property modification through doping
is difficult when device dimensions are submicron. Carbon
nanotubes [121] may offer the possibility of realizing carbon-
based nanoelectronic components, which circumvent some
of those difficulties met before, for example, by the introduc-
tion of donor/acceptor levels through substitutional doping
of the carbon nanotubes. In the following, we shall review
the electronic properties of carbon nanotubes doped with
both nonmetal elements (B, N, Si, and O) and the alkali
metals.

3.1.1. Doping with Nonmetal
Experiments show that B-doping [122–128] changes the
electronic properties of the host carbon nanotubes. Car-
roll et al. [127] investigated the spatial homogeneity of
electronic properties, as evidenced by the local density of
states (LDOS) of pure and B-doped MWNTs, using scan-
ning tunneling microscopy (STM) and scanning tunneling
spectroscopy (STS). As shown in Figure 9, the most striking
difference between the LDOS is that the pure carbon nano-
tubes show small bandgaps (semiconducting or semimetallic
behavior) whereas for the B-doped MWNTs the bandgap is
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Figure 9. LDOS of pristine and B-doped MWNTs. Both spectra are
from tubes of similar diameter (approximately 10 nm). Reprinted with
permission from [127], D. L. Carroll et al., Carbon 36, 753 (1998).
©1998, Elsevier Science.

filled from the valence band side with a prominent acceptor-
like peak near the Fermi level. Their observation of singular
points in the doped samples is indicative of an exception-
ally high structural perfection in the outmost tube cylinders
probed by the STS measurement [126]. The acceptor-like
states as well as the singularities are common features in
all STS measurements performed on doped carbon nano-
tubes. Ab initio calculations [126] pointed out that the met-
allization and the strong acceptor state observed cannot be
explained by isolated B substitutional atoms in the graphite
network but be explained as resulting from nanodomains of
BC3 within the metallic nanotube lattice. Carroll et al. [127]
observed distinct variations of the LDOS for different posi-
tions on the body of doped MWNT samples as shown in
Figure 10, where the resonance is seen at about 300 meV
(Figure 10, top) and 250 meV (Figure 10, bottom). For pure
tubes, the characteristic difference in the LDOS between
different tubes can be found, but there are no spatial varia-
tions on one tube. The spatial variations in electronic struc-
ture along the doped tube will have consequences for the
application of the tubes to carrier transport as reviewed in
the coming section: any hole traveling along the tube with
an energy near the Fermi level will find the density of its
possible states drastically changing from region to region
[127]. Carroll et al. [127] indicated that the observed nonuni-
formity of the electronic structures is most likely related
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Figure 10. A comparison of two variations in the LDOS of B-doped
MWNTs. Both spectra are from tubes of similar diameter (approxi-
mately 10 nm). Reprinted with permission from [127], D. L. Carroll
et al., Carbon 36, 753 (1998). © 1998, Elsevier Science.

to an inhomogeneous distribution of the dopant elements
in the structure. The closure of carbon nanotubes at the
tube end is related to different topology compared with that
of the tube sidewall. This will result in variations in elec-
tronic nature at the tube ends that is actually reflected in the
LDOS. Carroll et al. [127] compared the variation of elec-
tronic structure at the tube end with that on the sidewall for
both pristine and B-doped carbon nanotubes. Their results
are shown in Figure 11. Because of the existence of pentago-
nal defects in the hexagonal lattice, responsible for inducing
the curvature to close the tube [129], the width of the appar-
ent bandgap in the pristine case is reduced by the appearance
of states from the valence bandgap edge. For the B-doped
case, the prominent peak close to the Fermi level is shifted
to lower energies or even disappears altogether at the tube
ends. It is well known that B-doping significantly increases
the stiffness of carbon fibers [130] and plays an important
role in the resistance to oxidation of graphitic systems [131].
These results suggest that B-doping might be a good way
to produce long and well-graphitized carbon nanotubes with
interesting electronic properties. Electron microscopy obser-
vations and electron diffraction patterns of Blase et al. [128]
have shown that B-doping considerably increases the length
of carbon tubes and results in a remarkable preferred zigzag
chirality. Their first-principles static and dynamical simula-
tions indicated that B atoms in the zigzag geometry act as a
surfactant during growth, preventing tube closure, whereas
this mechanism does not extend to armchair tubes, which
suggests a helicity selection during growth.

Although the exact mechanisms and lattice effects of dop-
ing schemes in carbon nanotubes differ slightly from those
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Figure 11. A comparison of the LDOS of pristine and B-doped
MWNTs approaching the closure structures (tips). Both spectra are
from tubes of similar diameter (approximately 10 nm). Reprinted with
permission from [127], D. L. Carroll et al., Carbon 36, 753 (1998).
© 1998, Elsevier Science.
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of bulk materials such as Si, their similarities are striking.
For a complete analogy to bulk semiconductor technol-
ogy in low-dimensional materials, researchers seek to dope
the materials so that n-type and p-type conduction occurs.
Thus, it is necessary to introduce donor states to the sys-
tem as well as acceptor states as discussed above. Recently,
Czerw et al. [132, 133] synthesized N-doped carbon nano-
tubes using pyrolysis. It was found that N-doping of the
carbon nanotube lattice resulted in the introduction of con-
duction band modifications, including a large electron donor
state (n-type) lying approximately 0.2 eV from the Fermi
level [132]. The local environment of the N within the car-
bon network mainly consists of N–C structures arranged in
a pyridine-like configuration [132]. The tight-binding and
ab initio calculations show that pyridine-like structures are
responsible for the metallic behavior and the prominent
features near the Fermi level. The studies of Czerw et al.
[132, 133] suggest a way to achieve full p-n junctions, using
N- and B-doped carbon nanotubes, which play a key role
in the fabrication of novel carbon-based electronic devices
[134, 135]. Moreover, Czerw et al. [132] noted that connec-
tions between N- and B-doped carbon nanotubes result in a
barrier of about 0.5 V. Very recently, Zhi et al. [136] studied
systematically the adjustable photoluminescence and field
electron emission properties of large-scale highly aligned
boron carbonitride nanotubes synthesized by using the bias-
assisted hot filament chemical vapor deposition. Their work
has verified the controllability of the electronic band struc-
ture of the boron carbonitride nanotubes by properly varying
the boron or nitrogen atomic concentrations in the nano-
tubes; that is, the electronic band structure of such series
of nanomaterials with tailored and adjustable properties are
realized.

Optical absorption can detect changes in some specific
electronic states of a material. Because of doping, electron
depletion from or filling to specific energy bands of the pris-
tine material in the semiconducting or metallic phase would
lead to disappearance of several absorption peaks, demon-
strating the amphoteric behavior of doping. Emergence of
new peaks can be explained as arising from doping-induced
optical transition involving high- or low-lying electronic
states [61]. Kazaoui et al. [61] measured the change in
optical absorption spectra of pristine SWNT thin films by
p-type (I2 and Br2) doping. By controlling the stoichiome-
try, the electron transfer can be tuned so that the Fermi
level coincides with specific bands of the density of states of
semiconducting and metallic SWNTs accompanying the dis-
appearance of the absorption bands at 0.68, 1.2, and 1.8 eV
observed in the pristine SWNTs. Petit et al. [137] found that
I2- or Br2-doped SWNTs are air insensitive. These redox
reactions are reversible [61, 137], and the pristine materials
can be recovered, for example, by exposure of the doped
sample to molecules of redox potential close to that of pris-
tine SWNTs such as benzoquinone [137] or after deinterca-
lation by annealing under vacuum [61]. It should be noted,
however, that for highly Br2-doped SWNTs, the vanished
absorption bands are only partially restored with consider-
able broadening after annealing at temperatures as high as
300 �C under vacuum, indicating the irreversibility of the

charge transfer, probably deriving from strong interaction
between Br and SWNTs.

Zhang et al. [138] found that substitution of oxygen does
not obviously change the binding energy and localized res-
onant states in the substitutional location, which affect the
electronic and related properties of nanotubes, for example,
the conductance and electron emission properties discussed
in the following sections. Meanwhile, the barrier for insert-
ing an O atom through the center of a hexagonal ring of
carbon nanotubes was determined to be 13.7 eV, and under
thermal conditions the O atom binds to the nanotube with-
out a barrier, leading to one of two products: an epoxide and
an adatom oxygenated nanotube[139]. It should be pointed
out that tube curvature effects could lead to an increase of
the epoxide binding energy with a decrease in tube diameter
[139].

Predictions of the electronic properties of silicon substi-
tutional doping in carbon nanotubes was investigated by
Baierle et al. [140]. A large outward displacement of the
Si atom and its nearest-neighbor carbon atom is observed.
For (6, 6) and (10, 0) tubes, the formation energies of the
substitutional defects are obtained at around 3.1 eV/atom.
In particular, in the doped metallic nanotube, a resonant
state appears at about 0.7 eV above the Fermi level, whereas
the silicon for the semiconducting tube introduces an empty
level at about 0.6 eV above the top of the valence band.
Their results indicate that the Si substitutional impurity will
be highly reactive, serving as a binding center to other atoms
or molecules.

3.1.2. Alkali Metal Intercalation
So far, alkali metal intercalation into the carbon nanotube
and tube bundles has been intensively studied both experi-
mentally and theoretically, partially due to potential applica-
tions in batteries. Table 2 summarizes the Li storage capacity
of different carbon-based materials. Li storage capacity up
to Li2C6 (∼677 mAh/g) is obtained in purified SWNT bun-
dle samples [141], significantly higher than that with LiC6
in commercially used graphite materials (372 mAh/g). The
capacity can be further improved by chemically etching [142]
or ball-milling the nanotube [143], with the maximum capac-
ity as high as Li2�7C6 (∼1000 mAh/g).

Zhao et al. [144] performed first-principle calculations
on the intercalation energy of electronic structures of a
Li-intercalated SWNT nanorope. After intercalation, almost
complete charge transfer between Li and SWNTs occurs,
and a small structural deformation was found [144]. Both
the interior of the nanotube and the interstitial space of the
nanorope are susceptible for intercalation. They have shown
that the Li intercalation potential of a SWNT rope is com-
parable to that of graphite and independent of Li density

Table 2. Summary of Li storage capacity of different carbon-based
materials.

Materials Raw (mAh/g) After processing (mAh/g)

Soft carbon 200–400 200–950
Hard carbon 200–300 150–680
MWNT ∼250 440
SWNT 495–677 900–1037
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up to a saturation density of about Li3C6 [144]. The higher
Li capacity in nanotube bundles can be related to the lower
carbon density than that in graphite. Later on, Kar et al.
[145] explored the possibilities of Li+ ion intercalation or
insertion through the sidewall or the cap region of carbon
nanotubes. They found that the barrier to insert an Li+ ion
through five, six, seven, or eight-member rings depends on
the ring size, and insertion is easier as the ring size increases.
In particular, they noticed that a lithium ion favors two posi-
tions: either inside the tube close to the wall or outside the
tube. The outside position is slightly more favorable. As two
lithium ions are considered in a single-wall tube, the bind-
ing energy strongly depends on the ions’ positions, and the
most stable configuration is the one for which both ions are
outside the tube and the binding energy is higher than for
the single cationic system.

It was mentioned before that three sets of optical bands
at 0.68, 1.2, and 1.7 eV are observed in the optical spectrum
of the pristine SWNT sample [137]. The first two features
at 0.68 and 1.2 eV originate from bandgap transitions in
semiconducting tubes, while the third one at 1.7 eV comes
from metallic tubes. Petit et al. [137] have shown that all
these features are removed after the pristine SWNT sample
is exposed to naphthalene–lithium, fluorenone–lithium, and
anthraquinone–lithium, which have different redox poten-
tials [137], by optical absorption spectroscopy. If their
Li-doped samples are kept under vacuum for a few months,
there is no change in the absorption spectra, indicating the
perfect stability of Li-doped SWNTs, but they are unstable
when exposed to air. In addition, their work demonstrated
that it is possible to fill or deplete selectively the density
of states of the different kinds of tube (semiconducting and
metallic) that constitute the material and consequently to
control their electronic properties by tuning the Fermi levels
of SWNTs upon chemical doping.

Gao et al. [146] examined the position of K atoms in
doped SWNT crystals for two different doping types, that
is, exo-type (K atoms allowed only in between tubes) and
endo-type (K atoms allowed to be inside tubes). They found
that if the K atom can (cannot) penetrate the tubes, the
optimum stoichiometry is KC10 (KC16). Furthermore, it was
found that the effect of K-doping on SWNT is highly sen-
sitive to the size of nanotube [147]. For example, in the
(10, 0) and (12, 0) tube, a band originating from the nearly
free electron state crosses the fermi level, the state being
distributed inside the tube rather than on the atomic cir-
cumference of the tube and extends to the tube direction. In
the thinner (7, 0) tube, the state is located above the Fermi
level. Such a spatial distribution of the nearly free electron
state of nanotube suggests high conductivity via this state
as reviewed in the coming section. Very recently, Jo et al.
[148] investigated electronic properties of K-doped SWNT
bundles. They found lattice up to 8% at K0�1C with negative
binding energies, where distortion of tube walls is negligi-
ble up to K0�25C with full relaxation. Their results indicate
that the Fermi level and the amount of the charge transfer
increase with increasing doping concentration and saturate
at large concentrations [148].

Choi et al. [149] investigated modification of the elec-
tronic structure of the vertically aligned MWNTs due to
sodium doping. The change in band structure is largely

associated with shifts of the Fermi level position relative to
the MWNT band structure. As in Li-doping, the changes in
the apparent density of states in the vicinity of the Fermi
level suggested effects associated with the electron correla-
tion energy.

3.1.3. Transition Metal Coating
A carbon nanotube with high stability and large aspect ratio
can be considered to be an ideal template for fabricating 1D
metal/nanotube hybrid nanostructures. Recent experiments
by Zhang and Dai [150] found that titanium atoms deposited
on the surface of SWNTs are capable of forming continuous
wires, whereas other metals such as gold, palladium, iron,
aluminum, and lead can only form incontinuous and amor-
phous wires outside the tube wall. Yang et al. [151] stud-
ied the binding energies and electronic structures of metal
(Ti, Al, and Au) chains adsorbed on SWNTs using ab initio
methods. They found that titanium is much more favored
energetically over gold and aluminum to form a continu-
ous chain on a variety of SWNTs. The interaction between
titanium and the carbon nanotube significantly modifies the
electronic structures around the Fermi energy of carbon
nanotubes [151]. In particular, the delocalized 3d electrons
from the titanium chain generate additional states in the
bandgap regions of the semiconducting tubes, transforming
them into metals [151].

3.2. Magnetic Properties

Experimentally, it is possible to fill various transition metals
inside the hollow space of nanotubes [152–154]. Recently,
the magnetism of SWNTs with Co and other magnetic tran-
sition metals (Fe and Cr) filled inside or covered outside
were theoretically exploited by Yang et al. [155]. It was
predicted that that such transition metal/nanotube hybrid
structures exhibit substantial magnetic moments that are
comparable to bulk value. In particular, large spin polar-
ization at the Fermi level is found. Thus, it is possible to
use the transition metal-filled/coated carbon nanotubes as
1D devices for spin-polarized transport, which is expected
to provide immense applications in the emerging field of
spintronics [156, 157].

Experimentally, Lafdi et al. [158] used the Kratschmer–
Huffman method [159] to prepare carbon nanotubes and the
discharge process to produce a higher yield of Co-DCNTs.
Lafdi et al. [158] measured the magnetic properties of
Co-DCNTs at 10 K by using a SQUID magnetometer
(Quantum Design, Inc.). In contrast, the magnetic proper-
ties of pure CNTs, a Co powder, and a mixture of Co powder
and CNT were also measured.

Very recently, Rana et al. [40] described a chemical
method by which MWNTs and nanoparticles can be
obtained from the decomposition products of Co
CO�3NO
when the reaction is performed over MgO or a mixture of
Mg and MgO. Rana et al. [40] also investigated the magnetic
properties of Co-DCNTs at 300 K using a vibrating sample
magnetometer with an applied field �H � ≤ 1�6 T.

All of the measured results of Lafdi et al. [158] and
Rana et al. [40] are summarized in Table 3. These stud-
ies have shown that the magnetic properties of pure
CNTs are diamagnetic with negative magnetic susceptibility,
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Table 3. Experimental values of saturation magnetization (Ms), ratio
Mr/Ms (Mr , remanence), coercive field (Hc) and saturation field (Hs)
for pure CNT, Co powder, a mixture of Co powder and CNT, Co-DCNT
measured at temperature (Tm).

Tm Tr Ms Hc Hs

Sample (K) (K) (emu/g) Mr/Ms (T) (T) Ref.

Co powder 10 160 0�05 ±0�014 1�7 [158]
CNT 10 −0�37 None None None [158]
Co powder+ 10 3�45 0�046 ±0�014 1�7 [158]
CNT

Co-DCNT 10 3�2 0�469 ±0�075 0�5 [158]
300 1273 5�8 0�2 0�0435 [40]
300 1173 2�9 0�1 0�0197 [40]
300 1073 1�2 0�3 0�0302 [40]

the magnetization curve of cobalt powders exhibits ferro-
magnetic feature with a hysteresis loop, and the magnetiza-
tion curve of the mixture of cobalt powder and CNTs shows
ferromagnetic behavior at low field range and then diamag-
netic behavior with negative magnetic susceptibility after
1.7 T. For Co-DCNTs, the magnetization curve shows typical
ferromagnetic behavior and has a higher coercive force than
that of pure Co powder. From Table 3, it can be seen that
the Co-DCNTs show saturation of magnetization at −0.5 T,
which is much faster than that of pure CNTs at −1.7 T.
The coercive field of Co-DCNTs increases by a factor of
more than five compared with pure Co powder or a mix-
ture of Co powder and CNTs. The magnetic properties of
Co-DCNTs exhibit most likely superparamagnetic behavior.
These intriguing magnetic properties are probably related to
the low dimensionality of the cobalt entities. At room tem-
perature, Table 3 shows that the saturation magnetization,
remanence, and coercive force can be altered significantly
with a change in reaction temperature. It is found that the
smaller cobalt particles encapsulated at the tip positions of
nanotubes show single-domain behavior with a high coer-
cive force, whereas the nanoparticles obtained at lower tem-
peratures are of multidomain systems. This demonstrates
the importance of the chemical method used for fabricating
carbon-coated cobalt particles at lower temperatures.

Altshuler–Aronov–Spivak (AAS) oscillation and weak
localization are the typical phase interference effects of elec-
tron waves observed in MWNTs [5, 10]. When the sample
size is smaller than both the phase coherence length and
the localization length, constructive phase interference along
current paths that encircle MWNTs with time-reversal sym-
metry would lead to weak localization [5, 10]. The presence
of a resistance maximum and a negative magnetoresistance
around zero magnetic field reflects the weak localization
in AAS oscillation [5, 10]. Very recently, Haruyama et al.
[160, 161] doped MWNTs at one end by impurity atoms
from electrode materials. They found that doping of the
light-mass materials, for example, carbon and aluminum,
results in the weak localization in AAS oscillation, but dop-
ing of heavy-mass materials, for example, gold and platinum
at a volume ratio of only about 5%, changes the weak local-
ization to antilocalization [161]. Such effects can be under-
stood by the drastic change of the phase interference in
MWNTs [161]. (Note: This phase interference is caused by
the polarized injection of spin-flipped electrons because of

spin–orbit interaction in the diffusion region [160].) For the
application of this effect, a novel spintronics (electron wave
phase switching) circuit [160] can be designed by using a
general MWNT (exhibiting weak localization without a mag-
netic field) and a Au-doped MWNT (exhibiting antilocaliza-
tion without a magnetic field).

3.3. Transport Properties

It is well known that SWNTs can be either semiconduct-
ing or metallic, depending on their chirality [162–165].
Thus, carbon nanotubes are considered to be conducting
nanowires for investigating mecroscopic electric transport
phenomena and constructing nanoscale electronics devices.
Ebbesen et al. [166], in their pioneering work, studied the
transport properties of individual MWNTs by contacting the
nanotubes using focused-ion beam lithography. Tans et al.
[167] measured electrical resistivities of individual SWNTs
from cyrogenic to room temperature. Other studies on the
resistivity measurements used arc-produced MWNT bundles
[168] and pellets [169], oriented films of MWNTs [170], sin-
gle ropes of SWNTs [72], individual MWNTs as the needle
of a scanning-force microscope [171] and other materials
[172–175]. In Table 4, we list the resistivities of different
types of carbon nanotubes at room temperature compared
with the data for other materials. In this section, we review
recent developments on transport properties of doped car-
bon nanotubes.

Lee et al. [178] were the first to study the doping effect
on the transport properties of bulk samples of SWNTs by
vapor-phase reactions with bromine (a prototypical electron
acceptor) and potassium (a prototypical electron donor).
They found that doping decreases the resistivity at 300 K

Table 4. Resistivities (R) of different types of carbon nanotubes,
doped carbon nanotubes, graphite, diamond, and aluminum at room
temperature.

Materials R (& cm) Ref.

Al 3�4× 10−6 [39]
Diamond 1020 [5]
Graphite (basal plane) 5× 10−5 [5]
Carbon nanotube film 2 × 10−2 [170]
Carbon nanotube bundle 6�5× 106−3 [168]
Individual MWNTs 8× 10−4–1�2 × 10−2 [171]

5.1 to 5.8 [166]
3× 10−2 to 0.3 [175]

5�3× 10−4–1�9× 10−3 [183]
Bulk MWNT sample 2 × 10−4 to 3× 10−4 [176]
Bulk SWNT sample 1�6× 10−2 [178]
Nanotube–epoxy composite 3�4× 10−2 [177]
Bulk Br2-doped SWNT sample 10−3 [178]
Bulk K-doped SWNT sample 3× 10−4 [178]
Individual B-doped MWNTs 7�4× 10−5–7�7× 10−4 [183]
B-doped MWNT/polystyrene 3�2 × 102 [190]
Al (1 wt %)-doped carbon 4�9× 10−6 [39]

nanotube
Al (4 wt %)-doped carbon 6�6× 10−6 [39]

nanotube
Al (10 wt %)-doped carbon 5�5× 10−6 [39]

nanotube
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by a factor of 30 and enlarges the region where the tem-
perature coefficient of resistance is positive, indicative of
the metallic behavior. Their results suggested that doped
SWNTs represent a new family of synthetic metals. Later
on, Ruzicka et al. [179] reported direct current (dc) trans-
port and optical conductivity measurements on purified
and K-doped thick films of SWNTs. The pristine sample
shows a Drude component in the optical conductivity despite
the nonmetallic behavior in dc resistivity measurement due
to the nonmetallic tube–tube contacts. They found that
the K-doping strongly in fluences the tube–tube contact
regions than rather the intrinsic on-tube transport. Thus,
the average dc conductivity is higher than the ' → 0 opti-
cal contribution, averaged over all directions [179]. Mean-
while, Sklovsky et al. [180] presented in-situ four-probe dc
resistance versus pressure for pristine and K-doped SWNT
buckypaper up to 90 kbar. They found that K-doped samples
show quite different behavior from that of pristine samples:
(1) by 10 kbar, the resistance R of doped samples drops
by 40%; (2) from 10 to 45 kbar, the resistance of K-doped
SWNTs decreases gradually with pressure, contrary to that
of pristine nanotubes; and (3) at still higher pressure, resis-
tance increases slightly by 2% from 45 to 90 kbar. They also
found that after exposing K-doped SWNTs to air, the resis-
tance is exactly restored to the behavior of pristine materials.
This result shows that potassium vapor-transport doping is
actually reversible. Further work of Lee et al. [181] pointed
out that K-doping in the nanotube ropes leads to similar
effects: an overall decrease in the resistance and suppres-
sion of the low-temperature divergence. For doping-induced
change in Vg characteristics, their work proves that chemical
doping is a charge-transfer process rather than a change in
rope–rope contact properties. In addition, the work of Lee
et al. [181] does support the idea that SWNT materials are
inherently p-type due to tube-level inadvertent doping by
exposure to air.

The simultaneous measurements of the change in optical
absorption and in dc resistance for controlled stoichiometry
in p-type (Br2 and I2) or n-type (K and Cs) doped SWNTs by
Kazaoui et al. [61] demonstrated their close correspondence:
disappearance of absorption bands at 0.68, 1.2, and 1.8 eV
exhibited in pristine SNWTs and a concomitant decrease
of dc resistance by doping, which is attributed to electron
depletion from or filling to specific bands in semiconducting
or metallic SWNTs, demonstrating their amphoteric doping
behavior.

Rochefort and Avouris [182] studied the effects of impu-
rity scattering on the conductance of metallic carbon nano-
tubes as a function of the relative separation of the
impurities. They found that the conductance of a single oxy-
gen-doped (6, 6) nanotube decreases by about 30% with
respect to that of the perfect nanotube. Introducing a sec-
ond oxygen atom induces strong changes in the conductance,
which depends strongly on the relative position of the two
oxygen atoms. They observed regular oscillations of the con-
ductance that repeat over an O–O distance corresponding
to an integral number of half-Fermi wavelength. This shows
strong electron interference produced by electron scattering
from the oxygen defects whose contribution to the resistance
of the carbon nanotube cannot be obtained by simply sum-
ming up their individual contributions.

Wei et al. [183] investigated the resistivities of individ-
ual multi-walled pure and B-doped carbon nanotubes as
the temperature varied from room temperature to 573 K.
They found that a decrease in the resistivity with increas-
ing temperature, that is, a semiconductor-like behavior, was
observed for both B-doped and pure carbon nanotubes.
As listed in Table 4, B-doped nanotubes have a reduced
room temperature resistivity (7�4 × 10−5–7�7 × 10−4 & cm)
compared with that of pure nanotubes (5�3 × 10−4–1�9 ×
10−3 & cm). Their results indicate that the resistivity of the
B-doped carbon nanotubes is comparable to those along the
basal plane of graphite (Table 4). It should be mentioned
that the activation energy derived from the resistivity versus
temperature Arrhenius plots for B-doped MWNTs was 55–
70 meV, smaller than that (190–290 meV) for the pure
MWNTs. Later on, Liu et al. [184] examined the effects of
doping, electron, and electron correlation on the transport
properties of B-doped MWNTs. They found that the sub-
stitutional B lowers the Fermi level of the carbon nano-
tubes and increases the number of participating conduction
channels without introducing strong carrier scattering. As
the temperature varies from 300 K to about 50 K, they
found that the B-doped nanotubes show metallic behav-
ior with weak electron–phonon coupling and the resis-
tance increases at lower temperatures, accompanying the
observation of a zero-bias anomaly. Very recently, Hsu and
Nakajima [185] have studied the conductivity of B-doped
MWNT bundles (each bundle consisting of about 10 to 20
B-doped MWNTs). The results are shown in Figure 12.
Their current–voltage relationship is characteristically linear
at room temperature and the contact resistance between
the bundle and the Au electrodes is about 1–2 k&, which
is significantly lower than G0 = 2e2/h = 12�9 k& [186],
indicating that the contact resistance does not hinder the
passage of electrons through B-doped MWNT bundles.
From Figure 12, the resistance/length value of the B-doped
MWNT bundles is about 1.22 k&/,m, considerably smaller
than the value (10–30 k&/,m) for pure MWNT bundles
[166]. Figure 12 also shows the semiconductor-like behav-
ior for the three B-doped MWNT bundles: the conductance
between 77 and 300 K is about 150, 100, and 75 ,S, for
sample 1, sample 2, and sample 3, respectively. The derived
activation energy (i.e., bandgap) is about 0.098–0.16 eV,
smaller than that found for carbon nanotubes (0.1–1 eV)
[187]. The electronic behavior of carbon nanotubes in the
polymer matrices has attracted some attention [188, 189].
Watts et al. [190] studied the alterating current impedance
of carbon nanotubes in a polystyrene matrix by introduc-
ing various materials, for example, fullerene-free carbon
soot, pyrolyzed polyacetylene carbon black, graphite pow-
der, MWNTs, and B-doped MWNTs. They found that the
B-doped MWNT films exhibit a relatively low resistivity
(3�2 × 102 & cm) and the conduction does not vary sig-
nificantly upon mechanical compression and bending. Such
low resistance is actually due to the intrinsic low resis-
tance of B-doped MWNTs and to preferential networking.
Besides B-doping, very recently, Kaun et al. [191] reported
ab initio analysis of current–voltage characteristics of carbon
nanotubes with nitrogen substitutional doping. They found
that for zigzag semiconducting tubes, doping with a single
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Figure 12. (a) Relationship between resistance and length for B-doped
MWNT bundles; (b) relationship between conductance and temper-
ature for B-doped MWNT bundles. Reprinted with permission from
[185], W. K. Hsu and T. Nakajima, Carbon 40, 445 (2002). © 2002,
Elsevier Science.

N atom increases current flow and for small radii tubes nar-
rows the current gap. They pointed out that doping a N
impurity per nanotube unit cell would generate a metal-
lic transport behavior. They have also observed a negative
differential resistance region for doped tubes and nonlin-
ear current–voltage characteristics set in a high bias. For
armchair metallic nanotubes, Kaun et al. [191] predicted a
reduction of current with substitutional doping because of
elastic backscattering caused by the N impurity.

Yuan et al. [192] investigated the electrical transport
properties of single pure and Au-doped MWNTs. Their
current–voltage measurement shows that single Au-doped
MWNTs have a minimum resistance of 20 k& and a max-
imum of 200 k&, which is smaller by a factor of 5 than
that of the undoped carbon nanotube. They also found
that the resistance of Au-doped carbon nanotubes decreases
with increasing temperature, showing a semiconducting-like

behavior. Attention has also been paid to the influence of
doping such as Al, Ag, and Hg [39, 193]. For example, as
shown in Figure 13, Xu et al. [39] investigated the depen-
dence of electrical resistivity in Al-doped carbon nanotube
composites on the temperature and found that Al-doped
carbon nanotubes have a lower electrical conductivity than
aluminum. To explain the observed conductance, it was
believed that the existence of a potential barrier in the
doped carbon nanotube was responsible for the electron
transport. The barrier height can be determined by Ebarrier =
EF − EV , where EF is the Fermi energy of carbon nano-
tube and EV means the top energy of valence band. As an
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Figure 13. Dependence of electrical resistivities in Al-doped carbon
nanotube composites on temperature. (A) Al 1 wt %; (B) Al 4 wt %;
(C) Al 10 wt %. Reprinted with permission from [39], C. L. Xu et al.,
Carbon 37, 855 (1999). © 1999, Elsevier Science.
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example, in considering the doping on the outer wall (note:
the outer wall contributes mostly to electron transport), the
Fermi level of the Au-doped MWNTs was modified and
decreased relative to the valence and conductance band and
therefore the height of the barrier was lowered. Thus, more
electrons in doped carbon nanotubes can easily tunnel the
potential barrier and contribute to the conductance more
than in the undoped carbon nanotubes.

To date, it has proved possible to produce encapsulated
LaC2 [194], YC2 [195, 196], LaC2 [197], CeC2 [197, 198],
Gd2C3 [199, 200], TiC [199, 201], V4C3 [202], ZrC [202],
TaC [194, 198], HfC [203], Fe3C [199], Ni3C [199], and
carbides of Cr [199], Dy [199], and Yb [199]. Recently,
Terrones et al. [169] performed four-probe and microwave
conductivity measurements on carbon nanotubes with or
without encapsulated materials generated by arc-discharge
and electrolytic techniques. Their results indicated that
most of the samples behaved as semiconductors. However,
metallic transport was observed in specimens containing sin-
gle conglomerated carbon nanotube bundles and B-doped
carbon nanotubes. Grigorian et al. [41] have shown that
the electrical transport properties of SWNTs are strongly
influenced by the presence of transition metal impurities
(for example, Cr, Mn, Co, Fe, and Ni) derived from the cat-
alyst introduced to stimulate their growth. Their observed
unusual transport behavior is assigned to a Kondo effect,
that is, an interaction between the magnetic moment of the
transition metal atom and the spin of the conduction � elec-
trons of the nanotubes.

Carbon nanotubes are promising materials for build-
ing electronic devices, in particular, field effect transistors
(FETs) [204]. SWNT FETs built from as-grown tubes are
unipolar p-type; that is, there are no electron current flows
even at large positive gate biases. This behavior suggests
the presence of a Schottky barrier at the metal–nanotube
contact. Obviously, the capability to produce n-type tran-
sistors is important technologically, as it allows the fabri-
cation of nanotube-based complementary logic devices and
circuits [205, 206]. Bockrath et al. [207] reported a con-
trolled chemical doping of individual semiconducting nano-
tube ropes with potassium. Based on their scheme, they
were able to control the level of doping by reversibly inter-
calating and deintercalating potassium and K-doping could
change the carriers in the ropes from holes to electrons.
They found that typical values for the carrier density are
about 100–1000 electrons/,m and the effective mobility for
the electrons is about 20–60 cm2 V s, which is similar to
that reported for the hole effective mobility in nanotubes
[204]. Their experiments open the way for other experi-
ments that require controlled doping such as making nano-
scale p-n junctions [208, 209]. For example, Kong et al. [210]
doped a 0.4 ,m long semiconducting SWNT into an n-type
by using potassium vapor, and their electrical measurement
reveal single-electron charging at temperatures up to 60 K.
Their K-doped SWNT manifests as a single quantum dot
or multiple quantum dots in series depending on the range
of applied gate voltage. For another example, Kong et al.
[211] doped a SWNT in such a way that it consisted of two
p-type sections (doping by molecular oxygen adsorbed from
ambient) and a central n section (doping the SWNT central
part by using potassium) and the transport measurements

of the formed p-n-p junction reveal that nanometer-scale
wide tunnel barriers at the p-n junctions dominate the elec-
trical characteristics of the system. They pointed out that
at low temperature, the system manifests as a single on-
tube quantum dot confined between two p-n junctions. In
addition to K-doping, Martel et al. [212], Derycke et al.
[205], and Liu et al. [206] showed that p- to n-type conver-
sion of the carbon nanotube FETs can be made by simply
annealing the device in an inert gas [212] or in vacuum
[205, 206]. Very recently, Derycke et al. [213] compared
the characteristics of carbon nanotube FETs produced by
both methods and showed fundamental differences in the
mechanism of the transformation. They found that the main
effect of oxygen adsorption is not to dope the bulk of the
carbon nanotube, but to modify the barriers at the metal–
semiconductor contacts. Their studies indicated that the oxy-
gen concentration and the level of doping of the nanotubes
are complementary in controlling the carbon nanotube FET
characteristics. They demonstrated the method of control-
ling the individual contact barriers by local heating. Mean-
while, Park and McEuen [214] used field effect doping to
study both n- and p-type conduction in a semiconducting
carbon nanotube. They found that in the n-type region,
the ends of the tube remain p-type due to doping by the
metal contacts. Thus, a p-n junction forms near the contact,
creating a small, p-type quantum dot between the p-n junc-
tion and the contact.

The effects of a gas environment on the electronic and
transport properties of carbon nanotube have also attracted
some attention recently. The resistance of metallic nanotube
bundles decreases as gas molecules (most importantly, oxy-
gen) are removed from the sample [215]. Upon exposure to
O2 [216], NO2, or NH3 gas [217], the electrical conductance
of the semiconducting tubes is dramatically changed. Theo-
retical calculations by Jhi et al. [218] showed weak hybridiza-
tion between carbon and oxygen for the valence-band edge
states, which leads to conducting states near the bandgap.
Similar results were found for NO2 adsorption on semicon-
ducting SWNTs by Zhao et al. [219]. They also studied the
electronic properties of SWNTs upon adsorption of various
gas (NO2, O2, NH3, N2, CO2, CH4, H2O, H2, and Ar). They
found that most gas molecules adsorb weakly on SWNTs
and are charge donors to the nanotubes, while the electronic
properties of SWNTs are sensitive to the adsorption of cer-
tain molecules, such as NO2 and O2, as charge acceptors.
The charge-transfer and gas-induced charge fluctuations sig-
nificantly affect the transport properties of SWNTs.

The insertion of C60 or of endohedral fullerenes into
SWNTs leads to novel forms of carbon-based materials,
named peapods [220–224], which have attracted great inter-
est due to their unusual transport properties. For example,
a C60@(10, 10) peapod has been shown to be metallic
[225] with two types of carriers, one propagating along
the nanotube and the other on the C60 chain. Chiu et al.
[226] explored the electrical transport properties of individ-
ual semiconducting nanotubes doped with metallofullerene
Dy@C82. Their samples show a transition from p-type to
n-type conduction if the samples are cooled from room
temperature to 265 K. Upon further cooling the samples
become metal-like at 265 K. These transitions are due to
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temperature-dependent charge transfer from the metallo-
fullerene to the nanotube. They also found that at liquid
helium temperature the tubes exhibit irregular Coulomb
blockade oscillations due to being split into a series of
quantum dots, presumably caused by inhomogeneous distri-
bution of the fullerenes inside the nanotubes. Pichler et al.
[227] reported doping-induced polymerization of C60 inside
SWNTs by performing resistivity measurements as a probe.
They found that the resistivity changes from semiconducting
for the undoped system to metallic for the doped system. For
full intercalation, they observed a chemical reaction inside
the nanotubes, leading to a one-dimensional polymeric C−6

60
chain which has metallic character.

Recently, Xie et al. [228] demonstrated that C60−nBn and
C6−mNm molecules could be engineered as acceptor/donor
pairs desired for molecular electronics by properly control-
ling the number n and m of the substitutional dopants in
C60. These acceptor/donor pairs can be promising compo-
nents for making nanotube-based p-type, n-type, n-p-n, and
p-n-p transistors and p-n junctions. For example, placing
an acceptor C48B12 [228] into a (10, 10) tube, as shown in
Figure 14a, puts a +0.23 e charge on the SWNT, resulting in
a p-type tube-based transistor; incorporating donor C48N12
[229, 230] into a (10, 10) tube, as shown in Figure 14b, leads
to −0.26 e charge on the SWNT resulting in an n-type tube-
based transistor. As shown in Figure 14c, doping a (17, 0)
semiconducting SWNT with C48B12 and C48N12 can make a
SWNT-based p-n junction.

3.4. Field Emission

Metals were initially used as electron sources in field
emission displays. However, for metal emitters, there will
be nanoscale protrusions growing on the emitter surfaces

(a)

(b)

(c)

Figure 14. (a) C48B12@(10,10) tube; (b) C48N12@(10,10) tube; (c) p-n
junction made by filling of C48B12 and C48N12 in a (17,0) semiconducting
tube.

during field emission. These protrusions result in the
destruction of the emitters through a vacuum arc. That was
one of the primary reasons that metal field emitters failed
to reach widespread use in electron tubes. Then, it was
shown that graphite fibers have much better environmen-
tal stability and can be used as field emitters in spite of
their high work function (- ≈ 5 eV) [231]. In comparison
with graphite, the curvature and high aspect ration of car-
bon nanotube lead to strong field enhance effect around
the local geometry of nanotube tips, making the carbon
nanotubes superior field emitter. Since the first reports of
electron field emission from carbon nanotubes [232, 233],
carbon nanotube field emitters have been extensively stud-
ied [234–239]. These studies have shown that carbon nano-
tubes exhibit interesting field-emission properties such as
low extraction field, high current density, and long operat-
ing time. In general, the current-voltage characteristics of
carbon nanotubes are found to follow a Fowler-Nordheim
type tunneling law [233–236]. It was found that electronic
states localized near or at the apex of the nanotubes influ-
ence the current emission profile [240, 241]. These local-
ized states are relatively well documented for various kinds
of tube termination [242–245] and can be induced by the
extraction field [246]. More details about the mechanism of
field emission in carbon nanotubes can be found in the work
of Mayer and Lambin [238]. In the field-emission analysis
within Fowler-Nordheim model [247], the work function is
a critical parameter to determine field emission properties
of carbon nanotubes. Many experimental and theoretical
efforts have been devoted to determine the precise value
of the work functions of carbon materials [248–253]. For
example, the work functions of multi-walled carbon nano-
tubes are about 0.1 to 0.2 eV lower than that of the graphite
[249, 252–254]. The work functions of single-walled carbon
nanotube bundles (about 5.0 eV) are found to be slightly
higher than that graphite [250, 251]. Theoretical calcula-
tions by Zhao et al. show that the work functions of SWNTs
are not sensitive to the tube size and chirality [248]. Upon
alkali-metal intercalation, as shown in Table 5, the work
functions of carbon nanotubes are reduced dramatically with
alkali-metal concentration [248, 251]. The reduction of work
function upon alkali-metal intercalation implies a significant
enhancement in field emission, which was observed in recent

Table 5. Work functions (-) of alkali metal-intercalated carbon nano-
tube bundles at various intercalation density (x in MxC, where M = Cs,
Rb, or K).

- (ev)

(10,10) armchair nanotube (17,0) zigzag nanotube

x KxC RbxC CsxC x CsxC

0�00 5�01 5�01 5�01 0�00 5�06
0�0125 4�3 4�246 4�185 0�0147 4�323
0�025 4�086 4�084 4�056 0�0294 4�034
0�0375 4�05 4�006 3�943 0�0441 3�83
0�05 3�982 3�929 3�85 0�0588 3�773
0�0625 3�898 3�834 3�78 0�0735 3�711
0�075 3�877 3�83 3�728 0�0882 3�668
0�10 3�827 3�76 3�644

Source: Adapted from the theoretical work of Zhao et al. [248].
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experiment [255]. In addition to doping, substituting the car-
bon atom with B or N atom through substitution reaction
[256, 257] provides another way to modify the physical prop-
erties of carbon nanotubes at the atomic level. Many studies
on atom substitution [258, 259] suggested that impurities can
introduce impurity states near the Fermi level and influence
the electronic properties of carbon nanotubes. Very recently,
Zhang et al. [260] investigated the effect of introducing sub-
stitutional boron or nitrogen atoms in the nanotube tip on
the field emission properties of capped SWNTs. They found
that the substitution in the tip can significantly enhance the
localized density of states at the Fermi level, which is impor-
tant for field emission. A reduction of the work function of
the tip occurs as the nitrogen atom substitutes for a carbon
atom. In low-voltage field emission, both tubes with substi-
tutional B or N could provide much larger emission current
than the pure carbon nanotube. The gap between the low-
est unoccupied molecular orbital and the highest occupied
molecular orbital for B- or N-doped carbon nanotubes is
smaller than that for a pure tube. This implies that substi-
tuting B or N in the tip enhances the localized reactivity of
the tip and thus makes field emission easier. Later on, Poa
et al. [261] obtained low threshold fields of 1.6 V/,m and
2.6 V/,m for field emission from MWNTs and B-doped
MWNTs embedded in polystyrene, respectively. The thresh-
old field for electron emission is markedly determined by
geometry enhancement of the film surface, not by film resis-
tivity. Poa et al. found that higher carbon nanotube con-
centrations result in larger effective emission areas, at the
expense of a higher threshold field.

Wang et al. [262] performed field emission measurements
on CNx nanotubes. They found that such tubes began to
emit electrons at an electric field of 1.5 V/,m and current
densities of 80 ,A/cm2 were realized at an applied field as
low as 2.6 V/,m. doping carbon nanotubes with N atoms
enhances their electron-conducting properties because of
the presence of additional lone pairs of electrons that act
as donors with respect to the delocalized � system of the
hexagonal framework. Hence, their work suggests that the
controllable synthesis of well-aligned CNx nanotubes with a
high N concentration may open a route to improve the field
emission properties of the nanotubes.

Meanwhile, Meunier et al. [263] showed that BN/C junc-
tions are superlattices characterized by the presence of a
spontaneous polarization field whose value is highly sen-
sitive to the helicity of the underlying nanotubes. Such a
polarization field can be used to lower the work function
of BN/C nanotube tips, thereby increasing the field-emitting
properties over carbon nanotube tips by up to 2 orders of
magnitude.

Tondare et al. [264] reported field emission measurements
from the nanotubes of aluminum nitride synthesized by
gas-phase condensation. They found that the field emis-
sion patterns display very interesting features consisting of
sharp rings. Such patterns are attributed to the open-end
nanotubes of aluminum nitride. The corresponding Fowler–
Nordheim plots were nonlinear in nature, reflecting the
semi-insulating behavior of their field emitter. Their field
enhancement factor is estimated to be 34,500, indicating that
the field enhancement due to the nanometric size of the field

emitter is an important cause for the observed emission in
their measurement.

Kung et al. [265] demonstrated a facile gas-phase O2/O3
oxidation process for improvement of the field emission
properties of carbon nanotube arrays via selective opening
of the carbon nanotube tips in the array format with min-
imum damage along the tube walls. They found that the
onset emission voltage of carbon nanotube arrays can be
lowered to about 0.6 V,m along with 700 to 800% enhance-
ment in the emission current. The sharper the carbon nano-
tube end tip is, the lower is the onset emission voltage as
well as the larger the emission current, corresponding to a
good field emission behavior. The current gas-phase O2/O3
oxidation method is a simple, convenient, clean process that
can be very easily applied to any carbon nanotube array/film
to lower the carbon nanotube onset emission voltage and
enhance the emission current.

Kurt et al. [266] have shown that the field emission prop-
erties of catalytically grown C/N nanotubes vary over a large
range and are strongly correlated to the deposition tempera-
ture and therefore to the tube diameter, not affected by the
catalyst. They found that the field emission is not governed
solely by the diameter of the smallest tubes. Their results
indicate that C/N nanotubes show turn-on and threshold
fields comparable to these of carbon nanotubes but lead
greater amplification factors, and the ability to tailor the
tube diameter by temperature variations does offer an easy
parameter to optimize field emission properties depending
on the requirement of applications.

Although carbon nanotubes show extensive applications,
their electronic characteristics may depend on tube radius
and chirality, which limit their applications [267]. Overcom-
ing of these limitations is needed to synthesize new nanotube
materials or study the formation mechanism of nanotubes.
Si–C–N films have been considered as the first candidate
material for nanotube synthesis because of their promis-
ing characteristics [268, 269], such as higher nanohardness,
UV to blue light emission, high field emission, and others.
Adding additional Si sources has been shown to be impor-
tant in the making of crystalline Si–C–N tubes [270, 271].
Very recently, Chang et al. [272] studied the field emis-
sion properties of carbon nanotubes and Si–C–N nanotubes.
Their results are shown in Figure 15. They found that the
emission current densities (>10 mA/cm2 at 10 V/,m) of
all nanotubes are much better than those of other field-
emitting materials. Also, they noted that carbon nanotubes
(samples 1 and 2) exhibit emission properties superior to
those of Si–C–N nanotubes (samples 3 and 4), except for
carbon nanotube 5 whose low emission current is related to
a work-like part tube.

3.5. Nonlinear Optical Properties

As an external electric field is applied to a molecule, its
charges will be redistributed and induced dipoles are created
(or already present dipoles are oriented) [273]. The relation
between the dipole moment P and the applied field E can
be written as

P = P0 + �E + 1
2
.E2 + 1

6
�E3 + · · · (4)
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Figure 15. Current density versus electric field for carbon nanotubes
(sample 1, sample 2, and sample 5) and Si–C–N tube (sample 3 and
sample 4). Reprinted with permission from [272], H. L. Chang et al.,
Diamond Relat. Mater. 11, 793 (2002). © 2002, Elsevier Science.

where E is the electric field, P0 is the permanent dipole
moment, � is the dipole polarizability, . is the first-order
hyperpolarizability, and � is the second-order hyperpolar-
izability. Explicitly, the static dipole polarizability (SDP)
measures the ability of the valence electrons to find an equi-
librium configuration, which screens a static external field.
It has been shown that molecules with many delocalized
valence electrons should display large values of SDPs [274].
The first- and second-order hyperpolarizabilities, represent-
ing the first- and second-order nonlinear polarizations, play
a key role in the description of nonlinear optical phenomena
because a time-varying polarization can act as the source of
new components of the electromagnetic field [273].

3.5.1. Polarizability
For carbon nanotubes, the mean polarizability �̄ is defined
as

�̄ = �xx + �yy + �zz

3
= 2�1 + �2

3
(5)

where the nanotubes are oriented in such a way that �xx =
�yy = �1 (perpendicular to the tube) and �zz = �2 (parallel
to the tube). The anisotropy �� is defined as

�� =
√
2
�1 − �̄�2 + 
�2 − �̄�2 (6)

For the individual SWNT, the static electric polarizability
tensor was calculated within the random-phase approxima-
tion based on a tight-binding model by Benedict et al. [275].
They found that the polarizability for an external field paral-
lel to the tube axis is dependent on the details of the tube’s
electronic structure, while the polarizability for fields per-
pendicular to the axis only depends on the tube diameters.

Kongsted et al. [276] calculated the static polarizability
components of different BN-doped armchair nanotubes at
the self-contained field (SCF) level with slater-type orbital-
3G basis sets and the interaction model. At a fixed tube
length (0.984 nm), varying the tube diameter from a (5, 5)
tube to a (10, 10) tube results in enhanced polarizability.
The polarizability component along the tube calculated at

the SCF level is lower than that of the interaction model.
At a fixed tube diameter (0.807 nm for BN-doped nano-
tubes), increasing the tube length leads to enhanced polar-
izability in a nonlinear way, and both �1 and �2 cannot be
described by an additive model. The largest relative increase
in the polarizability component is along the tubes. From
Table 6, it is seen that for a fixed number of atoms, the
polarizability along the zigzag tube is lower than that along
the armchair tube, while the polarizability perpendicular to
the zigzag tube is higher than that perpendicular to the
armchair tube. But the mean static polarizability is almost
the same for the two conformations. The anisotropy for
the zigzag configuration is lower than that for the arm-
chair configuration. With the same geometry and number of
atoms, the polarizability perpendicular and along the tube
is lowered when going from a pure carbon nanotube to a
BN-doped carbon nanotubes. The results of Kongsted et al.
indicate that the intramolecular geometry has great influ-
ence on the polarizability of doped carbon nanotubes. Fur-
thermore, they showed that the increase in polarizability
along the tube arising from the frequency dependence was
about 7%, whereas it was about 3% for the polarizability
perpendicular to the tube. In general, the frequency depen-
dence is relatively modest.

3.5.2. Second-Order Hyperpolarizability
Molecules with large second-order hyperpolarizabilities �
are required for photonic applications including all-optical
switching, data processing, and eye and sensor protection
[277]. However, the � magnitudes of most third-order mate-
rials are usually smaller than those needed for photonic
devices. Hence, finding third-order materials with large �
magnitudes has been a hot issue in physics and chemistry.

The conjugated �-electron organic systems are potentially
important in photonics due to their large nonlinear optical
(NLO) response [277, 278]. The � values of fullerenes have
been extensively studied but are relatively smaller [279–293]
than those needed for photonic devices. Xie et al. [294–298]
performed a numerical calculation of the NLO properties of
armchair, zigzag, and chiral carbon nanotubes. Their results
demonstrated that armchair, zigzag, and chiral nanotubes
are potentially important in photonics owing to their large
� values. Recently, enhancement of the third-order opti-
cal nonlinearities of carbon nanotubes was experimentally
observed with both 30- and 8-ns-wide neodymium:yttrium-
argon-garnet (Nd:YAG) laser beams [299].

Based on a doped extended Su–Schrieffer–Heeger model,
Xie et al. [293, 300, 301] calculated the static second-order

Table 6. Static polarizabilities of selected carbon nanotubes calculated
from the interaction model.

Total no. �1 �2 �̄ ��
Nanotube atoms (au) (au) (au) (au)

(5,5) SWNT 100 1267�7 854�4 991�2 414�7
BN-doped (5,5) SWNT 100 1049�1 710�9 823�7 338�2
BN-doped (10,0) SWNT 100 972�6 752�1 825�6 220�6
BN-doped (9,0) SWNT 90 909�6 661�6 744�3 248�0
(9,0) SWNT 90 1070�6 781�6 877�9 288�9

Source: Adapted from Kongsted et al. [276].
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hyperpolarizabilities (�im) of the single substituted arm-
chair (C59+i×10X) and zigzag (C59+i×18X) tubular fullerenes,
where X = B or N as the dopant. The results are shown
in Figure 16. To examine the substitute doping effect, the
ratio q = �im/�p is plotted, where �p denotes the static �
value of the corresponding pure case, which is given by the
empirical formula �p = 
1+ i×10/60�3�15�60 for an armchair
nanotube [296] and �p = 
1+ i × 18/60�2�98�60 for a zigzag
nanotube [296], and �60 = 5�6×10−34 esu is the static � value
of C60. Figure 16 shows that the static � value of C59+i×10B
or C59+i×18B is several times larger than that of the corre-
sponding pure value, and the static � value of C59+i×10N or
C59+i×18N is more than 30 times larger than that of the corre-
sponding pure value. This shows that the substitute doping,
especially for the case of X = N, greatly increases the NLO
polarizability of carbon nanotubes. It should be mentioned
that owing to the distortion of the � electron distribution
in the substituted tubules, especially around the substituted
dopant B or N atoms, the difference between the z and x
(or y) components of � for those substituted tubules is much
more pronounced than that for pure cases.

The dynamical NLO responses of doped armchair tubule
C59+9×10X and zigzag tube C59+5×18X were also investigated
by calculating the third-harmonic generation spectrum for
X = N or B, respectively, and some details of the first
peaks are listed in Table 7. For an armchair tube, the first
peaks are located at 3' = 0�129 and 0.653 eV, respectively,
and their corresponding � magnitudes are 47.9 and 25.3 ×
10−32 esu, which are 3 and 1.6 times larger than that
(=15�6 × 10−32 esu [294]) for pure armchair tubules. Sim-
ilar results are obtained for zigzag nanotubes. As in the
pure case, the first peak in the � spectrum of the sub-
stituted armchair tubule is also caused by a three-photon
resonance between two energy levels (a and b) near Fermi
levels with one in the conduction band and the other in the
valence band; that is, 5ab ≈ 3'. For armchair nanotubes,
the strongest peaks in the � spectra for X = N or B are
located at 3' = 0�437 and 1.783 eV, respectively, and their
corresponding �max magnitudes are about 792�45×10−30 and
172�18 × 10−30 esu, which are about 60 and 13 times larger
than that (=13�44 × 10−30 esu [295]) of the strong peak of
the pure armchair tubule. For the zigzag nanotube, the cor-
responding �max values for X = N or B are about 50 and
20 times larger than that (=6�66 × 10−30 esu [295]) of the
strongest peak of pure zigzag nanotubes. These peaks are
caused by one-, two-, and three-photon resonance enhance-
ment (OTTPRE). The other peaks with larger � magnitudes
are produced by two- or three-photon resonance. For exam-
ple, the three-photon peaks with larger � magnitudes in
N-doped carbon nanotubes are located at 3' = 0�387, 0.423,

Table 7. Optical frequency position (3'), � magnitudes, and resonant transition energies (5ab = 5a − 5b) of the first peaks
for doped armchair tube C59+9×10X and zigzag tube C59+5×18X.

Armchair nanotube Zigzag nanotube

X Eg (ev)a 3' (ev) � 
10−32 esu� 5ab 
ev� Eg 
ev� 3' 
ev� � 
10−32 esu)

N 0�136 0�129 47�9 5777 75 = 0�133 0�135 0�13 32�6
B 0�647 0�653 25�3 5767 74 = 0�651 0�56 0�58 19�7

a Energy gap of the corresponding tubule.
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Figure 16. The ratio q = �im/�p of several doped armchair C59+i×10X
(i = 17 27 97 18) and zigzag C59+i×18X (i = 17 27 57 10) (X = B or N)
carbon nanotubes, where �im is the calculated static � value of the
doped nanotube and �p is the static � value of the corresponding pure
case and is given by the empirical formula [296] for armchair and zigzag
nanotubes. Adapted from [289, 293, 296].

and 0.465 eV, and the two-photon peaks with large � mag-
nitudes are located at 3' = 0�409, 0.451, and 0.487 eV. The
major response peaks with large � magnitudes concentrate
on a narrow region, where the optical frequency is near the
energy gap; that is, 3' ≈ 3Eg . The reason is the same as that
for the pure case; that is, a lot of OTTPRE processes can be
observed in the doped tubule, but only the transition pro-
cesses that occur between the energy levels near Fermi levels
are able to contribute large � magnitudes. The rather larger
NLO response for armchair and zigzag tubules is mainly
produced by its delocalized � electronics as in conjugated
polymer chains. However, their three-dimensional charac-
ter, which distinguishes them from linear polymers, causes
severe limitations on their NLO properties and makes their
� values smaller than those of linear polymers containing
a similar number of carbon atoms. The calculations of Xie
et al. [293, 300, 301] indicated that the substituted dopant
ions (X = B or N) attract or repel electrons and cause a
distortion of � electron distribution on the tubule’s surface,
which mainly happens around the dopant ions (this effect
can be called an inductive effect). On the other hand, the
dopant ions cause greater localization of the original delo-
calized � electrons around them and therefore may reduce
the effective space dimensions of tubules (this effect can be
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called a reduction effect). Both effects make the NLO prop-
erties of the substituted tubule different from those of the
corresponding pure tubule and greatly enlarge its � magni-
tudes. In addition, as shown before, the localization effect of
the N impurities atom is stronger than that of the B atom.
So the inductive and reduction effects of the effective space
dimension in the N-doped tubule are stronger than those in
the B-doped tubule, which explains why the N-doped tubule
has larger � values than the B-doped tubule. Surely, it would
be very interesting to see what would happen if heavier sub-
stitute doping is done. Based on the calculated results, this
process will raise the � magnitude further.

3.5.3. Optical Limiting
Laser sources are widely used in the laboratory and indus-
try areas. However, they have a potential hazard for eyes,
thermal camera, CCD and other optical sensors, for exam-
ple, the possibility of damage from pulsed lasers, tempo-
rary blinding by continuous-wave lasers, and so on [302].
Hence, with nearly every wavelength being emitted by these
sources, developing optical limiters and tunable filters, which
can suppress undesired radiation and effectively decrease
transmittance at high intensity or fluence [302], is neces-
sary [303–310]. As an ideal optical limiter [302], it should
have reasonable linear transmittance at low input fluence
(at least of 70%) protecting optical sensors or eyes against
laser pulses of any wavelength and pulse duration, and its
output energy must remain at high fluences below the opti-
cal damage threshold of sensors or eyes. Meanwhile, optical
damage threshold must be as high as possible, and the opti-
cal activating threshold must be as low as possible. Certainly,
to realize this, all existing nonlinear optical materials need a
tightly focused beam to initiate the effect. Thus, an optical
limiter must be incorporated into an adapted optical system.
Actually, there are several nonlinear effects which lead to
optical limiting behavior, for example, nonlinear absorption
[311], nonlinear refraction [273, 312] and nonlinear scatter-
ing [313–316]. Since the discovery of carbon nanotubes, a
lot of investigations have been carried out on the optical
limiting properties of carbon nanotubes. It was shown that
carbon nanotubes are good candidates for optical limiting
applications [317–328]. For example, Sun et al. [317] and
Vivien et al. [319] have pointed out that carbon nanotubes
could exhibit nonlinear scattering, similar to that of carbon
black suspensions (CBS); Mishra et al. [320] discussed exten-
sively the mechanisms responsible for the optical limiting
behavior and nonlinear refraction of single-walled carbon
nanotubes in ethylene glycol, water and ethanol; Riggs et al.
[327] found that carbon nanotubes in solutions would exhibit
much weaker optical limiting responses than those in sus-
pensions owing to different nonlinear mechanisms. (See the
review article of Vivien et al. [302] for further details.) All
of these studies showed that NLO transmission in carbon
nanotubes is strongly dependent on the host media, pulse
width, and wavelength of the light pulse. The most reason-
able mechanism for optical limiting is actually related to the
creation of “micro-bubbles” in the surrounding solvent due
to the local heating from the dissipation of induced currents.
This is particularly enhanced in carbon nanotubes because
their aspect ratios allow them to behave as effective antenna.

It should be noted that such a mechanism has been put for-
ward to explain optical limiting in CBSs. On the other hand,
the fluences in these studies are low to avoid damage to the
host materials. This suggests that the exact mechanism for
optical limiting in carbon nanotubes involves several “flu-
ence regimes.”

An instructive approach to understanding the mechanisms
involved in the limiting behavior of suspensions is to modify
the local electronic properties of the nanotubes. Over time,
researchers have demonstrated that substitutional doping of
MWNTs is responsible for stimulating a number of struc-
tural, electronic, and optical properties. For example, B- or
N-doping plays a key role in controlling the structure of tube
walls and increases the overall length and third-order opti-
cal nonlinearities of carbon nanotubes [293, 300, 301]. Very
recently, Xu et al. [329, 330] performed experimental mea-
surements on the optical limiting properties of B- and/or
N-doped carbon nanotubes. Their MWNTs were prepared
by two different methods. An arc-discharge dc generator was
used for production of pure and B-doped MWNTs. Pyrol-
ysis of ferrocene–melamine mixtures was used to generate
N-doped MWNTs. The linear transmittance measurements
of these suspensions carried out in a 1-cm thick optical cell
were ∼40% for both radiations: 532 and 1064 nm. CBSs
with similar transmissions were measured for comparison.
Their optical limiting experiments were performed with a
Nd:YAG laser with pulse widths of 8 ns at wavelengths of
532 and 1064 nm. Each pulse was divided by a beam splitter
into two parts: the reflected part was taken as a reference
representing the incident light and the transmitted beam
was focused on the sample using a 20-cm lens such that the
1/e2 radius of the focused beam was ∼40 and 45 ,m at
532 and 1064 nm, respectively. Xu et al. [329] recorded the
linear transmittance spectra of pure and B- and N-doped
MWNT suspensions in the visible and near-IR; range by
using a Lambda 900 spectrophotometer. Their spectra are
relatively flat, without any strong absorption peak in the VIS
near-IR regions except for two absorption bands located at
980 and 1200 nm caused by the vibronic transitions of the
O–H bond in water. Varying the incident energy and mea-
suring the transmitted energy, Xu et al. [329, 330] obtained
the optical limiting of pure and B- or N-doped MWNTs
plus CBSs. MWNTs exhibit an enhanced optical limiting
compared with CBSs. The limiting thresholds are about 0.8
and 1.3 J/cm2 for MWNTs and CBSs, respectively. Carbon
nanotube suspensions are not only found to be competitive
optical limiters at 532 nm but also appear to be very effi-
cient at 1064 nm. The optical limiting curves for CBSs and
MWNTs at 1064 nm show that carbon nanotube suspensions
also exhibit stronger optical limiting responses compared
with CBSs under the same experimental measurement con-
ditions. In comparing nonlinear transmittance versus inci-
dent fluence of pure and B- and N-doped MWNTs at 532
and 1064 nm, B- or N-doped MWNTs have better opti-
cal limiting than pure MWNTs. At 1064 nm, the thresh-
olds are ∼5.5 and 5.8 J/cm2 for B- and N-doped carbon
nanotubes, respectively, lower than that for pure MWNTs
(8.1 J/cm2). Meanwhile, at 532 nm, the doped samples have
also lower thresholds compared with those for pure carbon
nanotubes. A comparison of Z-scan results further confirms
that doped nanotubes exhibit a greater nonlinear response



Doped Carbon Nanotubes 527

than pure MWNTs. At low input influence, pure MWNT
materials show linear behavior. However, the transmittance
drops down 33 and 65% when the fluence increases to 0.5
and 0.9 J/cm2. Their results for pure and B-doped MWNTs
under identical input fluence (0.5 J/cm2) show that the
transmittance drops about 60 and 33% for B-doped and
pure MWNTs, respectively. The optical nonlinearity within
B-doped samples is stronger than that for pure MWNTs.
Moreover, Xu et al. [329, 330] found that for B-doped car-
bon nanotubes, there is no appreciable variation in the opti-
cal limiting behavior between the fresh and aged samples.
However, for the pure MWNT sample, the optical limiting
enhances with settling, compared with that for the original
sample. In addition, the limiting performance of freshly agi-
tated MWNTs can be recovered quite easily by ultrasonicat-
ing the aged samples.

However, the full mechanism for the enhanced optical
limiting performance of B- or N-doped MWNTs is unclear.
Jin et al. [331] found that the optical limiting behavior
of MWNTs in poly(vinylidene fluoride)/dimethyformamide
solution is size-dependent. The tubes with a large aspect
ratio possess stronger limiting properties. Actually, the limit-
ing is obtained by nanotube bundles not by individual tubes.
Using electron microscopy, Xu et al. [329, 330] showed that
for each type of their doped carbon nanotubes, the bundles
exceeded 100 ,m, significantly longer than the wavelength of
incident light. Hence, the length of single tubes played little
part in their optical limiting properties. On the other hand,
Xu et al. [329, 330] found that some Fe catalyst particles are
present within N-doped MWNTs, but the Fe particles show
no limiting at their light range, whereas B-doped materials
are made with no catalyst and show an enhancement over
pure MWNTs as well. Hence, the small amount of Fe par-
ticles plays no role in the optical limiting behavior. Thus,
it is possible that the enhancement of the optical limiting
is caused by the presence of either B or N within MWNTs
[329, 330].

3.6. Hydrogen Storage

A variety of fuels, including reformulated gasoline or diesel,
methanol, ethanol, and dimethyl ether, that could help
address future environmental and energy-supply challenges
have been proposed. Compared with other common fuels,
hydrogen has several unusual properties that significantly
influence its use as a fuel [332–334]. For example, it is a
low-density diatomic gas at ambient conditions which must
be compressed to high pressure (typically several hundred
atmospheres) or liquefied (at about 20 K) for storage in a
reasonable volume, it has a low volumetric energy density
that is an important challenge to compact storage on vehi-
cles, its small size allows it to diffuse readily and it is more
likely to leak than other fuels, it has the highest heating
value per kilogram of any fuel which makes it usable as a
rocket fuel, it has a wide range of flammability and det-
onability limits, and it can be used for energy applications
with little or no pollution. Thus, hydrogen has been recog-
nized as a clean and ideal energy carrier. However, one of
the problems to be solved for the utilization of hydrogen
energy is the difficulty of storing H2 efficiently. In the begin-
ning, metal alloys were tested for storage tanks. Although

they have sufficient storage capacity, they are expensive and
heavy for commercial production focused on mobile appli-
cations. Recently, the U.S. Department of Energy Hydro-
gen Plan has set a standard by providing a commercially
significant benchmark for the amount of reversible hydro-
gen absorption [335]: a system weight efficiency of 6.5 wt %
hydrogen and a volumetric density of 63 kg H2/m3. Obvi-
ously, no storage technology is currently capable of meet-
ing these goals [336]. A carbon nanotube is a light-weight
material, capable of reversibly storing and releasing hydro-
gen in a modest range of near-ambient temperature and
pressures [335]. Thus, carbon nanotubes were suggested as
suitable materials for gas storage. Recently, much excite-
ment has arisen about reports of promising results on use
of carbon nanotubes for hydrogen storage [337–347]. High
hydrogen absorption capacities were reported for various
carbon nanotubes. The results are summarized in Table 8,
where it is seen that all those H2 uptake systems require
high pressure, subambient temperature, or both. Further
work on doped carbon nanotubes [347–349] (Table 9) has
clearly shown that pure carbon nanotubes do not present
sufficient storage capacity for commercial use. In the fol-
lowing, we review the recent developments about hydrogen
storage in doped carbon nanotubes.

Chen et al. [347] introduced a H2 storage system that
uses K- and Li-doped carbon nanotubes as sorbents and
operates at ambient pressure and moderate temperatures.
The pristine carbon nanotubes were synthesized by catalytic
decomposition of methane. The alkali metal doping of the
carbon nanotubes was carried out by means of solid-state
reaction with Li- or K-containing compounds. Then the
determined the extent of hydrogen uptake by using ther-
mogravimetry analysis (TGA) with purified H2 (>99.99%)
and confirmed it by using temperature-programmed des-
orption with H2 being the only desorption product of the
H2-saturated carbons. They found that the H2 uptake can
achieve 20 wt % for Li-doped carbon nanotubes at 653 K or

Table 8. Reported gaseous H2 storage capacity in pristine carbon nano-
tubes, graphite nanofibers (GNFs), and graphite.

Maximum
Temperature Pressure capacity

Material (K) (MPa) (wt %) Ref.

Graphite 298 11�35 4�52 [339]
GNFs (tubular) 298 11�35 11�26 [339]
GNFs (herringbone) 298 11�35 67�55 [339]
GNFs (platelet) 298 11�35 53�68 [339]
GNFs 298–773 0�101 0�4 [339]
SWNT (100% pure) 133 0�04 5–10 [337]
SWNT 300 0�04 4 [338]
SWNT (high purity) Ambient 0�067 3.5–4.5 [340]
SWNT (high purity) 300 10�1 4�2 [341]
SWNT 80 7 8�25 [342]
MWNT 300–700 Ambient 0�25 [343]
SWNT–TiAl0�1V0�04 Ambient 0�067 7 [344]
SWNT–Ti–6Al–4V Ambient 0�08 1�47 [345]
SWNT–Fe Ambient 0�08 <0.005 [345]
Ball-milled SWNT Ambient 0�08 1�0 [346]
SWNT 298–773 0�1 0�4 [347]

Source: Adapted from Ding et al. [335].
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14 wt % for K-doped carbon nanotubes at room tempera-
ture. These values are comparable to those for gasoline and
diesel (Table 9). The promising storage improvement with Li
relative to the pristine case was attributed to adsorption by
means of metal hydride interaction. The special open-edged,
layered structure of the carbon nanotubes helps to improve
the adsorption performance of hydrogen.

Chen et al. [347] did not report the grade of H2 they
used except to note that the purity was 99.99%. On the
other hand, a change in temperature or gas composition/flow
rate is accompanied by changes in buoyancy and friction
forces from the gas flow, which are usually on the same
order of magnitude as the signal that is being measured.
Hence, special care should be taken to eliminate possible
moisture contamination and caution needs to be used when
TGA is used to measure adsorption or reaction kinetics.
Hence, recently, Yang [348] performed rigorous calibration
for all changes of hydrogen adsorption. The alkali metal-
doped carbon nanotubes were prepared following the same
methods of Chen et al. [347], and ultra high purity hydrogen
was used to measure adsorption. Yang calibrated the weight
gains and losses under the same conditions. Detailed results
are summarized in Table 9 and are shown in Figures 17,
through 20, where the results of H2 adsorption with added
water (2.3 vol %) are compared with those of dry H2 adsorp-
tion. These results show that Yang [348] reproduced the fea-
tures of Li-doped nanotubes observed by Chen et al. [347].
However, the total weight differential was only 2.5% rather
than 20%. With moisture addition, it is seen that the total
weight differential in wet H2 was about 12%, five times
larger than that in dry H2. For K-doped carbon nanotubes,
Yang [348] obtained 1.8 and 21 wt % in dry and wet H2,
respectively, whereas Chen et al. [347] reported 14 wt %.
In addition, the work of Yang [348] showed that the TGA
measurements strongly depended upon the concentration
and rate of supply of moisture. Later on, Pinkerton et al.
[349] further studied hydrogen storage in Li-doped carbon
nanotubes. Similar to results reported by Chen et al. [347]
and Yang [348], they found that generation of the qualified
cycling feature of the TGA measurements does not need
H2 or carbon. In agreement with Yang [348], they found
that the cycling species responsible for the weight changes is
actually H2O. Further, they reported that H2 storage varied
from 0.72 to 4.2 wt %, as listed in Table 9, depending on

Table 9. Reported gaseous H2 storage capacity in doped carbon nano-
tubes, graphite, and gasoline.

Maximum
Temperature Pressure capacity

Material (K) (MPa) (wt %) Ref.

Li–SWNT 473–673 0�1 20 [347]
Li–SWNT (wet H2) 473–673 0�1 12 [348]
Li–SWNT (dry H2) 473–673 0�1 2�5 [348]
Li–SWNT 473–663 0�1 0.72–4.2 [349]
K–SWNT <313 0�1 14 [347]
K–SWNT (wet H2) <313 0�1 21 [348]
K–SWNT (dry H2) <313 0�1 1�8 [348]
Li–graphite 473–673 0�1 14�0 [347]
K–graphite <313 0�1 5�0 [347]
Isooctane/gasoline >233 0�1 17�3 [347]
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Figure 17. TGA profile of Li-doped carbon nanotubes in 1 atm dry H2:
(a) increasing temperature from 20 to 500 �C at 5 �C/min, and (b) cool-
ing at slower rates. The total weight of Li/C was 10 mg; ultra high
purity H2 (>99.999%) with an additional H2O trap was used. Reprinted
with permission from [348], R. T. Yang, Carbon 38, 623 (2000). © 2000,
Elsevier Science.

the initial weight and the scan rate under 46% H2 in Ar on
Li-doped carbon nanotubes.

Why do alkali metal-doped carbon nanotubes have high
H2 uptake? To answer this question, Froudakis [350] inves-
tigated the nature of H2 adsorption in pure and K-doped
SWNTs by using a mixed quantum mechanics/molecular
mechanics model. The bulk of their calculations were per-
formed at the density function level of theory. All their com-
putations were performed with the Gaussian 98 program
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Figure 18. TGA profile of Li-doped carbon nanotubes in 1 atm wet
H2: (a) increasing temperature from 20 to 500 �C at 5 �C/min, and
(b) cooling at slower rates. The total weight of Li/C was 10 mg; 2.3%
volume water vapor was added in H2O. Reprinted with permission from
[348], R. T. Yang, Carbon 38, 623 (2000). © 2000, Elsevier Science.
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Figure 19. TGA profile of K-doped carbon nanotubes in 1 atm dry H2:
(a) increasing temperature from 20 to 500 �C at 5 �C/min, and (b) cool-
ing at slower rates. The total weight of K/C was 10 mg; ultra high purity
H2 (>99.999%) with an additional H2O trap was used. Reprinted with
permission from [348], R. T. Yang, Carbon 38, 623 (2000). © 2000,
Elsevier Science.

package [351] and under the ONIOM [352] two-level
approach. Their results demonstrated a charge transfer from
the alkali metal to the carbon nanotube that polarizes
the H2 molecule. This charge-induced dipole interaction
characterizes the H2 physisorption on alkali metal-doped
carbon nanotubes and is responsible for the higher hydro-
gen uptake of the doped carbon nanotubes. A detailed
review of ab initio studies on H2 storage in pristine and
alkali metal-doped nanotube bundles can be found in a
recent review article [353].
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Figure 20. TGA profile of K-doped carbon nanotubes in 1 atm wet
H2: (a) increasing temperature from 20 to 500 �C at 5 �C/min, and
(b) cooling at slower rates. The total weight of K/C was 10 mg; 2.3%
volume water vapor was added in H2O. Reprinted with permission from
[348], R. T. Yang, Carbon 38, 623 (2000). © 2000, Elsevier Science.

4. SUMMARY
Doped carbon nanotubes clearly are a fascinating class of
nanoscale materials and devices with a variety of novel
properties and applic ations reviewed in this chapter. The
unique geometric and electronic properties make the carbon
nanotube ropes promising materials for batteries with high
lithium capacity. The enhanced field emission properties of
the doped carbon nanotubes make them viable for future
development in planar displays. The large third-order opti-
cal nonlinearities of doped carbon nanotubes have potential
applications as photonic devices including all-optical switch-
ing and data processing. As an ideal optical limiter, doped
carbon nanotubes have reasonable linear transmittance at
low input fluence, which protects optical sensors or eyes
against laser pulses of any wavelength and pulse duration.
A lot of experimental data on the magnetic susceptibility
of doped carbon nanotubes have offered us undisputed evi-
dence that those nanotubes are metallic or semiconducting.
Our ability to manipulate such nanostructures by atomic
probe microscopies reinforces this conviction, and those
tubes themselves can be used as atomic force microscopy
and STM tips.

The remarkable electronic and transport properties of
doped carbon nanotubes make them important building
block in nanoelectronics, which may speed up the develop-
ment of molecular circuits and related devices. In partic-
ular, the controlled p/n doping and reversible adsorption/
desorption of gas molecules that are strongly coupled with
nanotube electronic states are key issues in obtaining the
carbon nanotube-based devices with desirable and tunable
conductance. Moreover, a nanotube can serve as a 1D tem-
plate to build up metal/nanotube hybrid nanostructures,
which might have novel applications in nanoelectronics and
spintronics.

There are other equally interesting topics that are not
included because of limited energy. For example, chemical
functionalization of SWNTs [354, 355] and ionic crystalline
filling of carbon nanotubes [356] are two of those promising
directions to separate the carbon nanotube and to control
the mechanical, electronic, and chemical properties of car-
bon nanotubes.

Certainly, a lot of reported information doped carbon
nanotubes, for example, the optical and magnetic properties
of p- and n-type doped carbon nanotubes or peapods, needs
more careful and systematic study. To determine the feasi-
bility of potential applications of doped carbon nanotubes
also requires obtaining of highly reproducible preparations
of doped SWNTs or MWNTs possessing the desired char-
acteristics through a controlled manner. This also applies
to the other chemical manipulations with these nanoscale
materials. In addition, full understanding of the mechanism
of hydrogen storage of the doped nanotubes is still needed.
So far, most theoretical studies have focused on doped
SWNTs. It is important and challenging to explore the
electronic structure and other physical properties of doped
MWNTs and find the differences between doping behav-
iors of SWNTs and MWNTs using accurate first-principles
methods.

In the end, for many researchers who have spent a lot of
time on doped nanotubes, the best and most exciting days
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in this field are still ahead as they find novel properties or
make discoveries, whereas for others, it will be interesting
and entertaining just to sit down and look at the develop-
ments in this exciting field.

GLOSSARY
C60 A truncated icosahedral structure formed by 20 hexag-
onal and 12 pentagonal rings.
Endohedral doping A doping mechanism with the dopant
inside a cage molecule, for example, a fullerene or carbon
nanotube.
Exohedral doping A doping mechanism with the dopant
outside or between cage molecules, for example, fullerene
cages or carbon nanotubes.
Multi-walled carbon nanotube (MWNT) A carbon nano-
tube derived from single graphene sheet rolled as a scroll
or built from perfectly concentric cylinders formed by a few
stacked graphitic shells.
Optical limiter A device suppressing undesired radiation
and effectively decreasing transmittance at high intensity or
fluence.
Peapod Filling of molecules or fullerenes into carbon
nanotubes.
Positron A positively charged elementary particle.
Single-walled carbon nanotube (SWNT) A carbon nano-
tube formed by rolling only one graphene sheet.
Substitutional doping A doping mechanism with one or
more dopants substituting for the atoms in a cage molecule,
for example, a fullerene or carbon nanotube.
X-ray The electromagnetic spectrum between ultraviolet
light and gamma radiation.
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1. INTRODUCTION
Doped semiconductors have been widely investigated in the
past. Doping is very important not only to control the trans-
port properties of the semiconductors but also to modify
their optical properties. In fact doped semiconductors con-
stitute a major portion of a class of materials [1] known as
“phosphors” or “luminescent” materials. Phosphors are the
materials that can be excited with electric field, visible, ultra-
violet (UV), or X-rays etc. Hence, they find applications in
display screens of computer monitors, screens of cathode ray
tubes (CRT), fluorescent lamps, X-ray detectors, light emit-
ting diodes (LED), laser materials, etc. Semiconductors used
in such applications are doped with metal ions, specially
transition, or rare earth metal ions. Sometimes, additional
metal ions are used as coactivators to enhance the emission.
In recent years, there is also a lot of interest [2–4] in diluted
magnetic semiconductors (DMS) that have application in
“spintronics” that is, electronics in which transport proper-
ties of charge carriers are controlled not only by their charge
but also by their spin. In DMS materials, small amounts of
magnetic impurities or dopants (doped ions are also often
referred to as “impurities”) are added to a semiconductor.

Depending upon the size and charge on the ion, substi-
tutional doping of impurity ions can produce either excess
electrons or holes in a semiconductor or just lattice distor-
tion can take place. This gives rise to localized levels in

the bandgap of a semiconductor. Such states are respon-
sible for transport properties, photo luminescence, electro
luminescence, and other optical properties in these semicon-
ductors [5].

It is now well known that below a critical size character-
istics of every material, physico-chemical properties change
[6–10]. This critical size is the diameter of an exciton in
a semiconductor [11–15]. Charge carriers are spatially con-
fined in small particles of nanometric dimension affecting
the electronic states, and effects due to quantum confine-
ment are observable. Semiconductor nanoparticles in the
quantum confinement regime are extremely small viz. few
nanometers to few tens of nanometers in most of the cases
[12]. Therefore, the number of constituent atoms is also very
small (<104 atoms or so). In the doped nanoparticles, the
number of doped atoms therefore should be still smaller that
is, just a few atoms per particle. How the electronic struc-
ture, and hence the optical and other properties become
altered, of doped semiconductor nanoparticles, is an inter-
esting area of nanoparticles research. There are attempts not
only to investigate the static equilibrium properties of the
doped nanoparticles but also the charge dynamics in nano-
particles.

The first report on the doped nanoparticles appeared as
for back as 1983 [16]. However, it was an unintentional syn-
thesis of nanoparticles. Wang et al. later reported in 1991
results of their work on ZnxMn1−xS clusters [17]. In 1994,
Bhargava et al. [18] reported a large enhancement of photo-
luminescence in Mn-doped ZnS nanoparticles. They further
stressed that doped nanoparticles form a new class of mate-
rials in which photoluminescence efficiency increases and
decay time reduces dramatically by some orders of magni-
tude. Following this report, many different groups reported
investigations on doped semiconductor particles of various
sizes as well as materials. The most important question that
is being discussed is whether or not doped particles are
really different than the bulk materials.

Although there are some reports on doped insulators also,
in this chapter various results only on the II–VI doped semi-
conductor nanoparticles will be reviewed. The chapter is
organized as follows. Synthesis of doped nanoparticles by
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various commonly used methods will be discussed first. Spe-
cific examples of transition and rare earth metal ions doped
ZnO, ZnS, ZnSe, CdS, and CdSe will be discussed. Notice
that the section on ZnS doped with Mn ions is dispropor-
tionately longer in comparison to others. The reported work
today is predominantly on ZnS doped with Mn than on any
other nanoparticles. This in turn may be due to the impor-
tance of ZnS phosphors and ease of doping ZnS with Mn
ions in general.

2. SYNTHESIS OF DOPED
SEMICONDUCTOR NANOPARTICLES

Semiconductor nanoparticles can be synthesized by a variety
of methods and have been are reviewed [6, 7] in the past.
However, it has been found from the available literature that
doped semiconductor nanoparticles have been mostly syn-
thesized either by chemical capping, reverse micelles, sol–
gel, glass, polymer, or some hybrid methods. Thin films of
nanoparticles can also be obtained. Therefore, only these
methods will be discussed here with a few examples. The
main advantage of doping the nanoparticles is that they
can be doped even at room temperature in contrast to the
bulk materials for which the dopants are diffused at a rel-
atively high temperature of a few hundred degrees Celsius
[1]. The disadvantage with nanoparticles is that they need to
be surface passivated in order to prevent their coalescence
or aggregation. For this they need to be either capped or
surface passivated with organic molecules or immobilized in
some inert matrix like polymer, glass, or zeolite.

2.1. Chemical Capping

There are many reports in which doped semiconductor
nanoparticles have been synthesized using “chemical cap-
ping” method. Surface atoms of nanoparticles are bonded
to some organic or inorganic molecules in such a way that
they would provide necessary protection of the nanoparticles
without affecting essential properties of nanoparticles. The
capping molecules are primarily expected to inhibit the coa-
lescence of nanoparticles without interacting with the parti-
cles except at surface. Figure 1 shows how the particles can
be attached to a variety of molecules. Usually cation and
anion giving salts are dissolved in the aqueous or nonaque-
ous media so that resulting solutions react in the presence
of the appropriate organic molecules. The solution of metal
ion to be doped is also prepared by dissolving its salt in
aqueous or nonaqueous medium and mixed in the cationic
solution in appropriate proportion before it is reacted with
the anionic solution. As properties of nanoparticles are size-
dependent, it is essential to obtain them in a narrow size
range.

In general, the chemical capping methods can be divided
into two types, one in which reactions are carried out at
elevated temperatures and the others that are carried out at
room temperature.

High temperature synthesis methods [19–21] can also
be subdivided into two routes viz—the one in which cold
organometallic reactants are injected in hot coordinating
solvent like trioctylphosphine (TOPO) at a temperature
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Figure 1. Chemical capping of nanoparticles.

>300 �C and the other one known as size selective precipi-
tation in which reactions are carried out [21] at a moderate
temperature of 80–150 �C. The former method, although
successful in producing highly stable particles of narrow
size distribution (<5%) is not very widely used for pro-
ducing doped nanoparticles, probably due to high temper-
ature synthesis. Also, expensive organometallic chemicals
are often involved. Besides, there is a possibility that the
dopants can outdiffuse in high temperature synthesis making
their incorporation difficult. However, this high temperature
organometallic synthesis route for ZnSe nanocrystallites [22]
was followed by Norris et al. [23] to obtain high quality Mn-
doped ZnSe nanocrystallites of various sizes. They showed
that high temperature neither removed Mn ions out of nano-
crystals nor were they on the surface of nanocrystallites.

The method of size selective precipitation is used in the
past [21, 24] for synthesizing CdS, ZnS, etc. nanoparticles at
a temperature less than about 150 �C and involves the use
of a thiol (SH) group like in mercaptoethanol, thioglycerol,
etc. as the surface capping agent. It is possible to collect
the particles of different sizes as the reaction proceeds. Size
selection is carried out from a broad distribution of particle
sizes by using a proper pair of solvent-nonsolvent liquids.
In the solvent solution, when a nonsolvent polar solution is
added, the barrier to flocculation is reduced. This is more
effective for large particles. Therefore, bigger particles tend
to flocculate and others appear as supernatant solution. Big-
ger particles can then be separated by centrifugation and
again dispersed in the solvent solution producing a clear
solution. This procedure can be repeated until no further
improvement occurs in the size distribution of the particles
as observed from a sharp peak in the optical absorption.
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The organometallic route followed by Leeb et al. [25] is
similar to the chemical capping method but involves reaction
at 130 �C. They reacted ZnCl2 and MnCl2 in a round flask
containing chloroform to which tri n-butylphosphine was
added which was dissolved after refulxing at 130 �C for 1 h.
To the resulting dark violet solution, (TMS)2S was added
at room temperature and stirred for ∼12 h. Final refluxing
for half an hour gave colorless Mn-doped colloids. Result-
ing colloids were washed in heptane, redissolved in chloro-
form, and finally filtered through a 100-nm pore size filter.
Furthermore, they synthesized Mn-doped Zn1−xCdxS nano-
particles by also adding CdCl2 to as prepared Mn2+:ZnS
solution, by stirring for 1 h and refluxing for 15 min. This
produced Zn2Mn0�01Cd1�99S particles.

It is also possible to obtain narrow size distribution of par-
ticles by simply reacting the essential solvents at room tem-
perature in the presence of capping organic molecules like
mercapto acids or thioglycerol molecules. This procedure of
chemically capping the doped semiconductor nanoparticles
has been used by many groups. However, the synthesis
parameters are quite stringent, and optimization of all the
parameters is time-consuming. Khosravi et al., Borse et al.,
and Kulkarni et al. [26–29] used this method to obtain doped
ZnS particles at room temperature. The aqueous solutions
of zinc, sodium, and dopant (manganese, copper, nickel,
etc.) salt were prepared. Zinc salt solution, along with the
dopant salt solution in the presence of mercaptoethanol,
were stirred vigorously and sodium sulphide solution was
added dropwise. Precipitate was washed several times, cen-
trifuged, and dried. Resulting zinc sulphide particles were
capped with mercaptoethanol molecules. Particles of differ-
ent sizes were possible by controlling the concentration of
reactants. Nanoparticles were quite stable in the ambient.

Lu et al. [30] reacted Zn(CH3COO)22H2O,
Mn(CH3COO)2 · 4H2O and Na2S · 9H2O in ethanol at
room temperature. Precipitate was obtained by centrifu-
gation, washed in deionized water. 3-methacryloxypropyl
triethoxysilane (MPTS) was added for surface passivation.
To study the effect of the passivating agent, they used
polyoxyethylene sorbitan monooleate (Tween® 80) for the
second sample. It has a carboxylic group in its structure.
The third sample was without surface modification.

Chemical capping method for CdS:Mn nanoparticles
was used by Liu et al. [31]. They employed Mn(ClO4�2,
Cd(ClO4�2, and Na2S aqueous solutions in the presence
of mecapto acetate. CdS:Mn particles were separated by
adding 2-propanol and purified by precipitation and rinsing
several times.

Inorganic chains of molecules like sodium polyphosphate
were used by Bol and Meijerink [32] as well as Khosravi
et al. [33], to synthesize nanocrystalline-doped ZnS and CdS
particles. Differences are in the chemicals used but proce-
dure is the same as for capping with organic molecules pre-
viously discussed.

Sun et al. [34] discussed the difficulties in the synthesis
of copper doping in the ZnS nanoparticles. They suggested
the use of coordination chemistry method to overcome the
problem of solubility of Cu in ZnS. Thiourea and thio-
sulfates were used as both ligand and surfactant. These
helped to stabilize Cu+ ions in aqueous solutions. ZnCl2 and
thiourea (or sodium thiosulfate) solutions, plus CuCl added

to thiourea (or thiosulfate), were mixed together under con-
tinuous stirring. Na2S solution was added at a controlled
rate. No difference was observed with either sodium thio-
sulfate or thiourea.

Chung et al. [35] synthesized Mn2+-doped ZnS nano-
particles suspended in water by reacting 30 mL of 2 mM
Na2S · 9H2O aqueous solution to 30 mL aqueous solu-
tion (pH-10.3) of 2 mM Zn(NO3�2 · 6H2O and 40 �M
Mn(NO3�2 · 6H2O. This resulted in a 2% Mn2+-doped sam-
ple. For passivating the particles with ZnS, 2.5 mM of
40 mM Zn(NO3�2 · 6H2O aqueous solution and 2.5 mM
Na2S · 9H2O aqueous solution were added to 10 mL of
Mn2+-doped sample at pH of 10.3. Surface passivated Mn2+-
doped particles of ∼6 nm were synthesized.

2.2. Use of Reverse Micelles

Metal, metal oxide, and semiconductor nanoparticles have
been synthesized by many groups using the technique of
reverse micelles. For a general review on micelles, and
reverse or inverse micelles see [36] and [37]. Size, shape, and
composition of the nanoparticles can be finely controlled
[38] using this technique. Particles in the form of spheres,
rods, discs, etc. have been obtained. As high purity parti-
cles can be obtained with this technique, good control of the
doping is also imperative. In order to control the growth of
the particles, surfactants (surface active reagents) or some
long or short hydrocarbon chain amphiphilic molecules,
monomers are used (see Fig. 2). Amphiphilic molecules
have a hydrophilic (water loving) end molecule group (head)
on one hand and hydrophobic (water hating, lyophilic, or oil-
loving) group at the other end (tail). The head group is ionic
or polar in nature and the hydrophobic group is nonpolar.
Amphiphilic molecules, when dissolved in water, try to stay
at the air-water interface in such a way that the head group is
immersed in water and the tail group tries to stay in the air.
As the concentration of amphiphilic molecules is increased
beyond a certain limit, they spontaneously form the aggre-
gates or the droplets known as “micelles” in such a way
that tails come close together and the heads float outside in
water. Reverse micelles on the other hand are the molec-
ular aggregates of amphiphiles in which head groups are
inside trapping some water inside and tails float in the non-
polar liquid. Reverse micelles are thus water-in-oil droplets
that are stabilized by the surfactant molecules. Volumes of
the water added is responsible for the size of the droplet
or, ultimately the size of the nanoparticle. In the synthesis
of semiconductor nanoparticles, miceller solutions of cation
and anion giving salts are mixed in appropriate quantities,
stirred together, usually at room temperature to give the
particles as precipitate. After usual centrifugation, washing,

Monomers Micelle

Head

Tail

Reverse Micelle

water

oil

Figure 2. Nanoparticles using reverse micelles.
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and drying, nanoparticle powder can be collected. In order
to obtain doped nanoparticles, one needs to simply add the
appropriate metal salt solution in cationic solution prior to
the reaction.

Xu et al. [39] prepared ZnS:Mn, ZnS:Cu, and ZnS:Eu
nanoparticles at room temperature using reverse micelles.
Particles were in the size range of 3–18 nm. They used
petroleum ether as the oil phase and a mixture of
poly (oxyethylene)5, nonyl phenol ether (NP-5), and poly
(oxyethylene)9 nonyl phenol ether (NP-9) as surfactants.
Aqueous solution of ZnCl2, reactants of doping and sodium
sulphide were used. Further synthesis details can be found
in Gan et al. [40].

A technique of reverse micelles to synthesize CdS par-
ticles doped with Mn has been used by Levy et al. Feltin
et al. and Petit et al. [41–45]. They used bis (2-ethylhexyl)
sulfosuccinate Na(AOT) as the surfactant and Cd(AOT)2,
Mn(AOT)2 in predetermined ratios to obtain Cd1−yMnyS
nanoparticles with a desired concentration of maganese. Size
and composition could be varied independently. The effect
of synthesis conditions was studied by Levy et al. [41].

Smith et al. [46] synthesized Mn-doped ZnS nanoparticles
of 1.2 nm size using a similar procedure to that of Petit
et al. [45].

A similar synthesis route to obtain ZnS:Mn particles as
that by Levy et al. [41–43] was used by Dinsmore et al. [47].
However, they further applied a capping layer of ZnO on
the surface of the nanoparticles (the particles designated as
ZnS:Mn/ZnO). For this purpose, after synthesizing ZnS:Mn
particles by reverse micelle route, they rinsed the particles
in methanol and suspended the nanoparticles in aqueous
solution of ZnCl2. Drops of 0.5 M NaOH were added till pH
rose to 10, forming Zn(OH)2 or ZnO at the surface. After
2 min samples were washed in water, then in methanol, and
lastly in dichloromethane. Powder was then dried in vacuum.

A reverse micelle method was employed by Chamarro
et al. [48] to first obtain Mn-doped CdS nanoparticles.
However, once the particles were separated from the solu-
tion they functionalized the particles by alkoxide. Methyl-
triethoxysilane was used as the precursor to alkoxide. This
procedure resulted in a mixed organic-inorganic matrix for
nanoparticles.

Behboudnia and Sen [49] synthesized ZnS and Zn1−xMxS
(M = Mn, Fe and Ni) using a reverse micelle technique.
They used Zn(NO)3 and Na2S to form reverse micelle solu-
tions. Reverse micelles were prepared from the aqueous
solutions of the salts by adding them to a matrix of sodium
bis (2-ethylhexyl) sulfosuccinate (AOT), a surfactant, and an
oil. Sulphate salts were used for doping Mn, Fe, and Ni.

Hofmann et al. [50] used two methods to synthe-
size CdS:Mn nanoparticles. One sample was obtained
by reverse micelle route from AOT/water/heptane. Mix-
ing of solutions containing metallic ion (Cd and Mn)
and sulfur ions produced Mn2+-doped CdS. On the
surface, 4-flurothiophenolate were chemically attached.
Centrifugation and washing produced fluorophenol-capped
CdS:Mn nanoparticle powder. An other sample was
obtained by mixing ethylene glycol solution containing metal
ions and sulfur ions. Particles get aggregated forming a tur-
bid yellow-orange solution. A ethylene glycol solution was
centrifuged and nanocrystallites washed in methanol and

then put in triethylphosphate. They were then heated at
215 �C in N2 atmosphere. By adding heptane and pyridine,
the colloidal solution could be destabilized. The powders
then obtained could be redispersed in other solvents like
methanol, ethanol, or pyridine.

2.3. Polymer/Zeolite/Glass

One way of controlling the size of the nanoparticles is to
synthesize them directly in some solid matrix or synthesize
the nanoparticles as separate colloidal particles and then
immobilize them by dissolving in the liquid, which is later
solidified. Polymers, alumina, zeolites, and glass seem to be
commonly used for this purpose. Nanoparticles embedded
in glass, zeolites, or alumina have an additional advantage
in that they give good mechanical support.

Bhargava et al. [18] obtained doped semiconductor nano-
particles by reacting diethylzinc and diethylmanganese with
H2S in toulene to form ZnS:Mn nanoparticles. Diethylman-
ganese was obtained by reacting manganese chloride with
ethylmagnesium chloride in tetrahydrofuran solvent which
formed diethylmanganese. Methacryilc acid was used to coat
the ZnS:Mn particles prepared at R.T. in the size range
3.5–7.5 nm.

Jin et al. [51] have synthesized colloids of Mn-doped
ZnS by dissolving Zn(CH2COO)2 and Mn(CH2COO)2 in
alcohol, while the solutions were stirred together, H2S gas
was passed in it. Colloids were immobilized in polymethyl
methacrylate.

Igarashi et al. [52, 53] have used a similar synthesis route
except that they used polyacrylic acid (PAA) to get the
ZnS:Mn particles of ∼1.8 nm.

Murase et al. [54] also used chemical route to synthe-
size doped-ZnS:Mn particles but did not use any capping
molecules. However, along with Zn(NO3�2 and Mn(NO3�2,
they added NaOH and raised the pH from 6 to 10.3. This
probably formed Zn(OH)2. Na2S solution was added to this
at a constant rate while stirring the solution to obtain Mn-
doped nanoparticles of ZnS. They added the above solution
of ZnS to the aqueous solution of poly vinyl alcohol (PVA)
so as to immobilize the nanoparticles.

Kane et al. [55] have synthesized Mn- and Tb-doped ZnS
nanoparticles in microphase separated films of block copoly-
mers via ring opening metathesis polymerization (ROMP).
This was done, by following a general synthesis procedure
adopted by Yue and Cohen [56]. The method involves selec-
tive sequesting of metal ions into the microdomains of a
block copolymer film from a solution of metal salt or perme-
ation of an organometallic compound. Doped particles were
first produced by introducing aqueous zinc acetate and then
aqueous manganese acetate or a mixture of metal salt solu-
tions. These metal-containing domains, separated from each
other, served as localized reaction sites for particle synthe-
sis. They can be considered as “nanoreactors.” When H2S
was passed through them, semiconductor sulphide clusters
or particles were generated.

Yu et al. [57, 58] mixed zinc and manganese acetates
in methanolic media in the presence of sodium sulfide at
room temperature. Dull white fluid was obtained. Precipi-
tate was dispersed in methacrylic acid at room temperature.
The resulting powder was separated, washed in methanol
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several times, and dried at 50 �C for 24 h. Particles of sizes
2.3, 2.5, and 2.7 nm were synthesized.

2.4. Ion Implantation, Sol–Gel, Hybrid,
and Thin Films

Sequential ion implantation has been successfully used by
Kanemitsu et al. [59] to obtain Mn-doped CdS nano-
particles. They implanted Cd+ at 430 KeV, S+ at 157 KeV
in equal doses (4�5 × 1016 cm−2) in single crystal of Al2O3,
while it was held at 500 �C and Mn2+ at 250 KeV (dose
2 × 1014 cm−2) by reducing the substrate temperature to
400 �C. After annealing the substrate at 1000 �C in mixture
of Ar and H2 gas atmosphere for 60 min, Mn-doped CdS
nanoparticles were formed.

Morita et al. [60, 61] synthesized zirconia thin films with
CdS nanoparticles doped with Mn and Eu. Particles were
about 5 nm in size and were derived by a sol–gel method.
CdS:Mn nanoparticles (4–7 nm) were prepared in thin films
of sol–gel. The films were referred to by a general formula
xZrO2 · 100− x CdS:Mn2+ where x = 20, 50, or 80. The film
thickness was ∼0�4 �m.

The sol–gel technique was employed by Artemyev
et al. [62] to synthesize CdS:Mn nanocrystalline thin films.
Cadmium perchlorate, manganese perchlorate, and sodium
sulphide were dissolved in dimethylformaldide. A reaction
was carried out at room temperature by mixing the solutions.
Washing of the precipitate was carried out in isopropanol
and the sample redissolved in 1-MPTS in isopropanol as
a complexing and gelating solution. Ultrasonic treatment
produced a clear viscous solution of MPTS-CdS:Mn nano-
particles. When dried on quartz substrates, it produced a
thin film of MPTS gel with a CdS:Mn nanocrystals with a
1.5 nm size.

Synthesis of Mn-doped ZnS samples (3 nm) was carried
out by Sohling et al. [63] and Saenger et al. [64] by dis-
solving Zn(CH3COO)2 · 2H2O and Mn(CH3COO)2 · 4H2O
and hydroxypropyl alcohol in ethanol while stirring the solu-
tion at room temperature. A transparent solution of ZnS:Mn
colloids was obtained by injecting H2S in solution within
2 min during stirring. Glass substrates were dip-coated to a
thickness between 0.5–50 �m by dip-coating into colloidal
solution. Mn2+-doping concentrations were varied from 1 to
8 mol%.

The Langmuir–Blodget technique is an accurate tech-
nique in obtaining thin films of nanoparticles. Guo et al. [65,
66] used this technique to obtain the doped nanoparticulate
thin films. They first produced layers of organometallic
solid by LB technique. Pure salts of Cd thioalkanoats
[CH3(CH2�nCOS]2Cd, n = 10 to 24 were prepared using
corresponding potassium salt, cadmium thioalkanoates were
exposed to dry ammonia at R.T. The reactions were com-
plete in 2 to 4 d, yielding CdS and alkylamide as

	CH3
CH2�nCOS�2Cd+ 3NH3 → 	Cd
SH�2�

+ CH3
CH2�nCONH2 (1)

Cd
SH�2 → CdS+H2S (2)

Furthermore, they proposed a novel route to organize nano-
particles of PbS, CdS, Cd1−xMnxS from solid thioalkanoates
with gaseous ammonia. They provided sufficient optical,
structural, and electron paramagnetic resonance (EPR)
measurements to prove that Mn ions in different concen-
trations could be doped in CdS particles synthesized by
two-step methodology. In the first step, an organometallic
solid in the form of a 3D crystal or Langmuir–Blodgett was
formed. The metal ions were arranged in layers or some
pattern. By some gas/solid reaction, in the next step, semi-
conductor quantum particles were formed which retained
the periodic order or pattern formed in the first step.

3. PROPERTIES OF DOPED
NANOPARTICLES

In this section, results of some specific doped semicon-
ductor nanoparticles will be reviewed. Effects of dopant
concentration, structure, photoluminescence, enhancement
quenching due to irradiation to UV light and effects of
thermal treatment will also be discussed. As is expected,
the bulk doped semiconductors like ZnS:Mn, CdS:Mn that
have found applications are more thoroughly investigated
and others may receive more attention in the near future
due to the findings that doped nanoparticles are more effi-
cient and can be doped at much lower temperatures than
the bulk solids.

3.1. ZnO:Mn

Zinc oxide is a wide bandgap material that can crystallize
in a cubic zinc blend (wurtzite) structure [5]. The direct
bandgap in a bulk solid is 3.35 and 3.42 eV at 300 and 0 K,
respectively. Doped ZnO Zinc oxide also has been consid-
ered as a low voltage, stable phosphor material for flat panel
display application, thin films have interesting optical and
magnetic properties. Although optical and structural prop-
erties of undoped ZnO nanoparticles have been reported
in the past, there, is little research on doped ZnO nano-
particles. However, it is one of the likely candidates for
DMS. Therefore, it would be worthwhile in the future to
investigate nanoparticles of ZnO and doped ZnO as already
begun by some groups.

Luminescence in manganese and europium-doped ZnO
nanoparticles has been reported by Bhargava et al. [67].
Their results of bulk ZnO, ZnO:Eu, and ZnO:Mn are sum-
marized in Table 1.

Table 1. Photoluminescence excitation and emission peaks in (a) ZnO
bulk, (b) Eu2+-doped ZnO nanocrystalline, and (c) Mn2+-doped ZnO
nanocrystalline samples.

ZnO:Eu2+ ZnO:Mn2+

PL ZnO (bulk) (nanocrystal) (nanocrystal)

PL excitation 374 372 362
Peak wavelength, nm

PL emission 513 590 520
Peak wavelength, nm

Source: Adapted with permission from [67], R. N. Bhargava et al., Phys. Stat.
Sol. (B) 229, 897 (2002). © 2002, Wiley-VCH.
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Sapra et al. [68] have synthesized Zn1−xMnxO nano-
particles and investigated the structure and optical proper-
ties. The particle size was ∼4�7 nm as determined by X-ray
diffraction and bandgap measurement. As shown in Figure 3
they observed a photoluminescence peak at ∼470 nm when
excited with∼325 nm radiation. They also note that the addi-
tion of Mn (5%) increased the bandgap of ZnO.

3.2. Doped-ZnS Nanoparticles

3.2.1. ZnS:Mn
Optical properties of Mn-doped bulk zinc sulfide semicon-
ductors are widely investigated due to their favorable lumi-
nescent properties [1] useful in display panels, laser, sensors,
etc. It is also an important DMS due to the presence of
Mn2+, a localized magnetic impurity in the ZnS host. Natu-
rally, there are many attempts to investigate whether nano-
particles of ZnS doped with Mn are better and more useful
than bulk or not.

Becker and Bard [16] have studied Mn2+-doped colloidal
particles of ZnS which could have been nanoparticles. How-
ever, intentional synthesis of ZnS:Mn clusters or nano-
particles and their investigations started much later. Wang
et al. [17] investigated optical as well as some structural
properties of Zn0�93Mn0�07S nanoparticles. By studying Mn
doped ZnS nanoparticles, Bhrgava et al. [18] later claimed
for the first time that there was an increase in the quan-
tum efficiency of the nanoparticles with decreasing nano-
particle size. They also claimed that photoluminescence
decay time reduced from some milliseconds in bulk ZnS:Mn
to some nanoseconds in the nanoparticles. This triggered the
research activity in the area of doped semiconductor nano-
particles, specially of ZnS:Mn. There are attempts to under-
stand photoluminescence, its enhancement, or quenching,
looking for applications and so on. In this section, a
review on various aspects of ZnS:Mn properties will be
made. In spite of the controversies about the luminescence
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Figure 3. Photoluminescence of ZnO and Mn-doped ZnO nano-
particles. Reprinted with permission from [68], S. Sapra et al. Recent
Advantages in Inorganic Materials, to appear. © Narosa Publishers.

decay lifetime in ZnS:Mn nanoparticles, that is, whether it
decreases dramatically or not, there seems to be a possibility
that doped nanoparticles may still be much more lumines-
cent than bulk materials. Also because they may have some
unique applications, doping of ZnS with Mn under different
conditions and their investigations have been persued exten-
sively. Some of the issues which are tackled are what is the
concentration of Mn ions needed to obtain highly lumines-
cent particles, where are Mn ions located and what is their
influence on optical properties, what is the magnetic state
of doped ZnS:Mn, and what is the effect of UV radiation,
optical stability, etc.

Structure Zinc sulfide can occur either in cubic zinc
blend (Wurtzite) or hexagonal (Sphalerite) structure. In
both structures, Zn and S are tetrahedrally bonded forming
layers of Zn and S. The two structures only differ in their
stacking sequence of Zn-S layer pairs.

The covalent radii of Mn2+ and Zn2+ ions are 0.080 and
0.083 nm, respectively—very close to each other. Therefore,
it is relatively easy to dope Mn in ZnS lattice. Under appro-
priate conditions, Mn2+ ions can replace some of the Zn2+

ions resulting into local field distortions around the replaced
ion sites. Usually the desired doping is just a few Mn ions
in about 103 to 104 Zn ions—indeed too small a concentra-
tion to alter the extended structure dramatically. However,
determination of ZnS nanoparticle structure in presence or
absence of Mn ion is quite important as electronic structure
can get modified dramatically depending upon the structure.
As discussed later, most of the research shows that the struc-
ture of Mn-doped nanoparticles is cubic zinc blend.

Structural analysis of individual particles can be done
using microscopic techniques like transmission electron
microscopy (TEM), scanning tunneling microscopy (STM),
or atomic force microscopy (AFM). There are only a few
reports [25, 30, 54, 57] in which TEM has been used for
ZnS:Mn nanoparticles and all of them were used to deter-
mine particle sizes (<5 nm) and structure. The sizes of
ZnS:Mn nanoparticles varied, depending upon the synthesis
parameters and growth conditions, however, all found that
particles were cubic zinc blend in structure.

Chen et al. [69], however, used cryo-TEM to show that Mn
was indeed doped in ZnS nanoparticles. Inelastically scat-
tered electrons were used to obtain jump ratio elemental
maps and detect the presence of Mn in ZnS nanoparticles.

X-ray diffraction (XRD) is widely used as a conventional
and routine technique [70] to determine the crystal structure
of powder samples. However, it may not be an adequate
technique to determine the nanoparticle size due to very
small number of available diffracting planes in the nano-
particles. Nonetheless, XRD is an often used technique, at
least to get a rough estimation of structure and average
particle size determination of nanoparticles [25, 26, 53, 54,
57, 69, 71]. Scherrer’s formula d = 0�9�/Bcos �, where d is
the average particle size, � is the X-ray wavelength used, B
is full width at half maximum (FWHM) of the diffraction
peak, and � is the corresponding Bragg angle, can be used
to determine the average particle size.

Borse et al. [28] have also used X-ray diffraction anal-
ysis to determine the nanoparticle size in ZnS:Mn. How-
ever, they used a debye function analysis (DFA) method [72]
to simulate the diffraction pattern and also obtain the size
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distribution. In Figure 4(a), XRD of ZnS:Mn for very low
Mn concentration are showed [73]. At a concentration of
∼8.10 Mn wt%, diffraction peaks due to MnS2 appeared
(Fig. 4(b)). These results are consistent with some previously
published work [28].

Dinsmore et al. [47] analyzed ZnO-capped ZnS:Mn nano-
particles using XRD. They have also annealed the particles
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Figure 4. X-ray diffraction pattern of Mn-doped ZnS nanoparticles
(a) from 0.008 to 0.296 and (b) 8.1 Mn wt. %.

at different temperatures. They show that the as-synthesized
particles are zinc blend cubic with an average particle size
∼3�5 nm. With vacuum annealing up to 350 �C, a tetragonal
distortion occurs accompanied by an increase in the particle
size. Between 400 and 525 �C zinc blend and wurtzite phases
coexisted with the particle size going to ∼16 nm at 525 �C.

Small angle X-ray scattering (SAXS) has also been used
by some groups [46, 63] to determine the particle size
of ZnS:Mn nanoparticles. Extended X-ray absorption fine
structure (EXAFS) is a powerful and widely used tech-
nique [74–76] to determine the coordination number, bond
lengths, and local symmetry around the specific atom in a
solid.

Extended X-ray absorption fine structure studies of Mn-
doped clusters of 2.5-nm sized ZnS particles embedded in a
glass/polymer matrix having a composition as Zn0�93Mn0�07S
were made by Wang et al. [17]. They used synchrotron radi-
ation to obtain high flux and variable photon energy neces-
sary to record the EXAFS with low concentration Mn ions
in ZnS:Mn nanoparticles. They analyzed extended X-ray
absorption fine structure at both Mn and Zn in glass con-
taining Zn and Mn and found out that Mn ions were sur-
rounded by six oxygen atoms. The Mn O bond length was
2.19 Å typical for bulk MnO. When the sample was treated
with H2S to form Zn0�93Mn0�07S, cluster coordination of Mn
changed from 6 to 4.6 and coordination of oxygen to sul-
phur with Mn-S bond distance of 2.45 Å. Zn S bond length
of 2.35 Å is shorter than that of Mn S. Their results led
to the conclusion that Mn ions substitute Zn ions and were
located inside the cluster of Zn0�93Mn0�07S and not on the
particle surface.

Soo et al. [77] also carried out EXAFS and near edge
extended X-ray absorption fine structure (NEXAFS) mea-
surements on two different sizes of ZnS:Mn nanocrystals in
methacrylic acid. They compared their EXAFS results with
a bulk ZnS:Mn sample with the same amount of Mn dop-
ing viz. 0.5 at% and found that in nanocyrstalline samples
with particle sizes 3–3.5 and 5–5.5 nm, the Mn coordina-
tion was less than four atoms and the Mn S distance was
2.4 Å, also consistent with the bulk sample. However, in
nanocrystals size-dependent bond length change occurred
for Mn-S, although the Zn lattice remained unaltered. There
were, however, enough indications to believe that Mn sub-
stituted Zn causes crystal field change around the Mn site
(originally the Zn site). Additionally, a comparison of dif-
ferent Mn compounds and ZnS:Mn nanocrystals of two dif-
ferent sizes using NEXAFS showed size dependence. It was
also inferred from this study that Mn ions were in +2 state.

Dinsmore et al. [47] have also used EXAFS to deter-
mine coordination of Mn ions in ZnS:Mn unannealed and
annealed (525 �C) nanoparticles, surface passivated with
ZnO. Their results are essentially in agreement with major
conclusions by Soo et al. previously discussed. In Table 2, a
comparison of EXAFS results on some samples reported by
different groups is given.

Photoluminescence and Decay Time Zinc sulfide is a
direct and wide bandgap (3.6 eV at R.T.) material. Some
defect levels are usually present in the energy gap. As the
dopant concentration per nanoparticle can be very small
(few ions per thousands of host ions), similar to diffraction,
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Table 2. Comparison of EXAFS results of different groups for ZnS:Mn.

No. of near
Materials Mn-S distance neighbors Ref.

Zn1−xMnxS (2.5 nm) 2�45 Å 4–6 [17]
Bulk ZnS:Mn 2�42 ± 0�01 Å 4 [77]
Zn:Mn (A ∼ 5 nm) 2�39± 0�01 Å 3.6± 0.2 [77]
ZnS:Mn (B ∼ 3 nm) 2�36± 0�04 Å 3.2± 0.4 [77]
ZnS:Mn/ZnO 2�394± 0�01 Å 3.73± 0.12 [47]

(unannealed 3.5 nm)
ZnS:Mn/ZnO 2�413± 0�002 Å 3.78± 0.12 [47]

(annealed–525 �C ∼16 nm)
ZnS:Mn 2�428± 0�004 Å [47]

(Sanroff bulk 3–6 nm)

no significant changes are expected in optical absorption
spectra. However, optical absorption and photolumines-
cence (PL) excitation peaks may differ in peak position or
wavelength due to their different origins. When doped with
Mn ions, defect levels due to crystal field splitting of 3d lev-
els of Mn are produced in the bandgap of ZnS. As shown
in Figure 5(a), in the absence of Mn ions, photoexitation
of a valence electron can be followed by a transfer of elec-
tron to defect levels and subsequent broad emission around
400 nm wavelength. In Mn-doped ZnS bulk, the photoexci-
tation of a valence electron may be followed by its transfer
to 4T1 level due to Mn2+ as depicted in Figure 5(b). Alter-
natively, as depicted in Figure 5c, photoexcitation may be
followed by transfer of the electron in the defect state and
then transfer to 4T1 level due to Mn2+ in the energy gap
of host lattice. Subsequent transitions from 4T1 to ground
state level 6A1 of Mn2+ results into PL. The 4T1−6A1 is an
otherwise spin forbidden transition, which becomes allowed
due to perturbation of the host ZnS crystal. The wavelength
of the emitted radiation is ∼585 nm (2.12 eV) and its half
width is 0.23 eV. The PL decay time is ∼1.8 ms [78]. It is
interesting to see what differences in PL and its decay time
occur due to being in a nanoparticle state.

In Figure 6, typical PL spectra of mercaptoethanol capped
ZnS:Mn nanoparticles [73] are illustrated. Both defects
related emission at ∼425 nm and Mn2+ doping related emis-
sion at ∼600 nm can be seen.

Becker and Bard [16] observed orange emission in doped
ZnS:Mn colloidal particles at ∼583 nm. There is no knowl-
edge about the size of colloids. Wang et al. [17] investigated
PL in Zn0�93Mn0�07S clusters of 2.5 nm size immobilized in
glass. They observed that the photo excitation peak was
located at 346 nm and the emission peak was at 594 nm.
However, the PL peak at ∼594 nm also showed a large
shoulder at ∼700 nm, which was attributed to the presence
of some defect states of unknown origin. Annealing reduced
the intensity of defect emission. Shift in the excitation spec-
trum from 370 nm in the bulk Zn1−xMnxS with the same
composition to 346 nm in nanoparticles was attributed to
the quantum confinement effect [11, 12].

Bhargava et al. [18], however, were the first to claim
in case of ZnS-doped Mn that the doped semiconductor
nanoparticles had increased quantum efficiency of 18% in
contrast to the corresponding bulk materials. It was shown
that quantum efficiency increased with decreasing particle
size. They also claimed that the luminescence decay time

(a) CBM

VBM

Defect states

(b) CBM

VBM

Defect states

(c) CBM

VBM

4T1

6A1

Defect states

Figure 5. (a) Photoexcitation of an electron in a ZnS crystal; (b) photo-
excitation followed by transfer to 4T1 in ZnS:Mn; (c) photoexcitation
followed by defect states and then a transfer to 4T1. In both (b) and (c),
electron from 4T1 makes a transition to 6A1. Reprinted with permission
from [90], S. Sapra et al., J. Nano. Nanotech. 3, 392 (2003). © American
Scientific Publishers, 2003.

was much faster (1.8 ns, 3.7 ns, and 20.5 nsec.) in ZnS:Mn
as compared to the corresponding bulk (1.8 ms). Based
on their experimental results, Sooklal et al. [79] and Yu
et al. [80] also supported that luminescence decay time in
ZnS:Mn were in nanoseconds. Yan et al. [81] showed theo-
retically that luminescence lifetime shortening is possible by
five orders of magnitude in ZnS:Mn nanoparticles, support-
ing Bhargava et al.

The observations of Bhargava et al. [18] were very useful
because they illustrated faster devices with a high satura-
tion threshold. Bhargava et al. observed a large shift in the
excitation spectrum (265 nm) due to quantum confinement
effect as opposed to the bulk excitation peak at 332 nm.
The emission peak for the bulk ZnS:Mn sample appeared
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Figure 6. Photoluminescence from ZnS:Mn nanoparticles. From [122],
P. H. Borse et al., unpublished.

at 584 nm and that for the nanocrystalline (3 nm) sample
appeared at 590 nm. Their sample appears to be defect-free
as there are no shoulders on the luminescence peak and
there is no PL due to ZnS defect states at ∼425 nm. How-
ever, luminescence peak is broader than that for the bulk
powder sample. Larger line width was attributed to inhomo-
geneous broadening and presence of phonon-assisted tran-
sition. One of the observations of Bhargava et al. [18] is
related to the fast decay time (about five orders of mag-
nitude shorter and an increase in the quantum efficiency
for luminescence which they related to strong coupling of
sp–d electrons in nanoparticles and a strong localization of
e–h pair). Therefore, in subsequent article [82, 83], they
argued that doped semiconductor nanoparticles are a new
class of luminescent materials. They also emphasized that
undoped nanoparticles with size less than Bohr diameter are
not expected to show fast decay time. This is because elec-
tron and holes in undoped particles have little or no spatial
correlation. They are trapped separately at different loca-
tions and merge through a radiative or nonradiative recom-
bination path.

The claim of Bhargava et al. [18] that PL decay time
is shortened from milliseconds to nanoseconds in nano-
particles was, however, opposed by Bol and Meijerink [32,
84, 85] in a series of article. First of all, due to proposed sp–d
hybridization in Mn2+ doped ZnS nanoparticles, one should
expect a change in the position of the emission band with
particle size that has not been observed. Bol and Meijerink
[32] indeed showed that in ZnS:Mn nanocrystallites, there

is a short decay time but there is also a long decay time of
milliseconds. They, in fact, compared ZnS:Mn particles of
∼4 nm, the comparable size as used by Bhargava et al. They
used a similar synthesis route or organometallic chemicals
and embedded the particles in methacrylic acid as well as
using an inorganic route. In inorganically synthesized sam-
ples, concentration of Mn2+ was varied from 2–10%. In all
the samples, a broad peak around 420 nm, which can be
due to recombination or free charge carriers at defect states
was observed along with a peak due to Mn2+ emission at
∼600 nm. An excitation wavelength of 308 nm was used.
Lifetime measurements were carried out using excimer laser
(XeCl) with a 308 nm wavelength or a fourth harmonic of
a Nd-YAG laser with 266 nm wavelength. Laser pulse width
was 20 ns and the time resolution of photomultiplier tube
was 10 ns. The time resolution of laser set up was 50 ns.
Decay time measurements were made on a digital oscillo-
scope. They observed for the ZnS:Mn sample for 420 nm
emission, a multiexponential decay with fast initial decay
(� 
 50 ns ) and a slower (� 
 200 ns) decay components.
Their set-up did not allow accurate determination of short
nanoseconds, decay times. For an ∼600 nm emission also,
a fast multiexponential decay of � 
 40 and 250 ns could
be observed. However, decay time measurements in the mil-
lisecond time regime showed an initial fast decay of � =
0�4 millisecond and then a single decay of 1.9 millisecond.
It was, therefore, proposed that earlier short nanosecond
decay times reported by Bhargava et al. could be due to ZnS
defect state band emission at 420 nm extending into 600 nm
band due to Mn2+. Due to a high repetition rate of laser
pulses, only short nanosecond pulses can be observed lead-
ing to erroneous results. In order to further prove that Mn2+

emission in nanoparticles of ZnS has a long millisecond
decay time and is not due to millisecond decay from Mn2+ in
large ZnS particles that may be present in the sample, they
recorded a time resolved emission spectra. All organic and
inorganic samples showed similar results. They were excited
with the YAG laser (�ex − 266 nm). Delay of 0, 3 �s, and
0.5 ms were used with 2 �s, 200 �s, and 1 ms gates, respec-
tively. For 0 delay time, a broad emission around 420 nm
with a tail extending into 600 nm was observed. This indi-
cates that 420 nm has a very short lifetime. For a 3 �s delay
and a 200 �s gate width, both 420 nm and 590 nm emis-
sion could be seen. With 0.5 ms delay, 420 nm emission dis-
appeared completely and only a long-lived Mn2+ emission
remained. These results clearly indicated that 420 nm emis-
sion has a short decay time and 590 nm has long decay time
of milliseconds as in bulk ZnS:Mn, contradicting exactly the
earlier reports of Bhargava et al. [18]. Murase et al. [54] also
claim that there is no lifetime shortening due to quantum
confinement effect in nanoparticles of ZnS:Mn.

Chung et al. [35] also observed one short and one long
luminescence decay component. The short or fast compo-
nent was attributed to surface bound Mn2+ and the slow
decaying component to lattice-bound Mn2+ in ZnS host lat-
tice. It was argued that an overall lifetime decrease with a
reduction of size was due to an increase of Mn2+ impuri-
ties on the surface rather than quantum size effects. They
also did not agree with the proposal [18, 79, 83] that strong
s� p� d hybridization occurs in nanoparticles. Tanaka et al.
[86] also had concluded that in ZnS:Mn nanoparticles, s–p
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state does not change significantly, as compared to bulk and
mixing of s� p� d states cannot be the reason for high effi-
ciency of luminescence in nanoparticles.

Although Bol and Meijerink were able to do time-
resolved experiments, their experiments were carried out
with limited time resolution with 2 �s gate. Zhang and
Smith [87, 88] used ZnS:Mn nanoparticles (2.5 nm) pre-
pared by reverse micelle route and carried out PL intensity
decay measurements with better resolution. They compared
the absorption and luminescence (emission spectra) for ZnS
undoped and Mn doped nanoparticles. For undoped par-
ticles, the absorption edge was at 278 nm and for the
doped sample 269 nm and both shifted with respect to bulk
ZnS due to quantum confinement. The undoped ZnS sam-
ple showed triple exponential decay with 250 picosecond,
7 picosecond, and 10 �s time constant. The ZnS:Mn sample
of nanoparticles showed an additional 1.8 ms component.
As 250 ps, 7 ps, and 10 �s decay time was showed by both
the doped and undoped sample, it was attributed to defect
state emission from ZnS and 1.8 ms decay to Mn2+ related
emission.

Magnetic Measurements A number of groups have used
electron spin resonance (ESR) or EPR to investigate the
symmetry and electronic structure of Mn ions in ZnS. Mn2+

has five electrons in its d shell; hence, total angular momen-
tum is L = 0 and total spin is S = 5/2. A characteristic
feature of Mn is that due to 55Mn nucleus with I = 5/2. It
produces in ESR, a six-line pattern as a result of hyperfine
splitting. The spin Hamiltonian can be written as

H=g��H ·�S+ 1
6
a
S4

x+S4
y+S4

z�+D
[
S2
z−

1
3
S
S+1�

]
+A�S ·�I

(3)

where � is the Bohr magneton, H is the applied magnetic
field, and g, D, and �A� are the ESR parameters. The first
term in the equation is nothing but the Zeeman interaction
term. The second term arises due to a cubic crystal field and
the third term is due to fine structure splitting. The fourth
term is due to hyperfine interaction. The Mn2+ ions with t32g
e2g electronic configuration, g tensor is isotropic with a value
2.0023, close to free electron spin g value. The parameter D
is 0 in cubic crystal field symmetry and has finite value for
lower symmetry. Considerable information can be obtained
by analyzing ESR spectra.

Kennedy et al. [89] investigated 3.5 nm size nanoparticles
of ZnS:Mn using ESR. Nanoparticles were synthesized using
diethyl metal salts, H2S, and methacrylic acid in their work,
there was one impurity of Mn ion per particle having roughly
1000 Zn and S atoms. Although ESR spectra for bulk
and nanoparticle samples of ZnS:Mn did not differ when
recorded at room temperature using 9.5 GHz frequency, the
spectra taken with 35 GHz frequency appeared considerably
different. Spectrum of bulk powder did not show frequency
dependence, but the nanoparticle sample showed a consider-
ably resolved spectrum at a higher frequency. Furthermore,
it was found that the nanocrystalline sample spectra changed
with time. This may be due to more than one impurity per
particle as well as aggregation of particles. They divided the
ESR signal into two components, NC1 and NC2, both being
six line spectra with different ESR parameters. The NC1

component had 6.9 mT splitting with g = 2�003 (closer to
cubic) and NC2 had 9.5 mT and g = 2�001. The �A� values
for NC1 and NC2 were 64�5×10−4 cm−1 and 89×10−4 cm−1,
respectively. �A� value is in general proportion to the ion-
icity of the Mn-ligand bond. The NC1 component of the
spectrum was similar to that due to bulk ZnS:Mn and could
be attributed to Mn2+ occupying a substitutional site in the
cubic crystal. On the other hand, NC2 could be attributed to
Mn2+ ions near the surface. NC2 peak widths were inversely
proportional to the frequency used. The hyperfine splitting
and g value for NC2 were different from bulk ZnS:Mn, but
closer to Mn in ionic solids like KMgF3. This indicated that
NC2 is not related to Mn in Wurtzite lattice. The only alter-
native is to associate NC2 with Mn ions closer to the surface.

The effect of methacrylic acid on Mn-doped ZnS nano-
particles prepared by a chemical route and dispersed in
methacrylic acid was investigated by Yu et al. [57]. Efforts
were made to produce a homogenous distribution of Mn
in ZnS. Particles with 2.3 nm, 2.5 nm, and 2.7 nm were
obtained and characterized using XRD, TEM, XPS, UV
absorption, PL, and ESR. They observed a well-resolved sex-
tet in ESR which is an indication of the presence of isolated
Mn2+ ions without the clustering of Mn Mn ions. How-
ever, intensity and shape of ESR lines did not observedly
change with an increasing concentration of methacrylic
acid. Spectra without methacrylic acid were unresolved and
broad, probably due to aggregation of Mn. They also com-
pared the ZnS:Mn sample with and without the addition
of methacrylic acid before and after drying. Measurements
were carried out at 170 K and 77 K for samples in the
solution and dry. The results indicated that in samples
with methacrylic acid, Mn2+ ions were well distributed and
particles were well protected, leading to suppression of
temperature and fluctuations. They also observed a slight
blue shift in PL (579 nm) compared to bulk (585 nm). This
value appears to be the shortest wavelength of luminescence
in ZnS:Mn nanoparticles, the longest being 600 nm [26].
They also showed that PL intensity increased with reduction
in the ZnS:Mn nanoparticle size.

Igarashi et al. [53] found agreement with the ESR results
on ZnS:Mn by Kennedy et al. [89]. For 2–3 nm ZnS:Mn they
observed PL at ∼580 nm. Their samples were synthesized
in methanol by reacting zinc and manganese acetate with
sodium sulfide, and investigated as colloids as well as by
modification in acrylic acid. They too could deconvolute the
ESR signals into signal I and signal II. Hence, signal I (or
NC1 in [89] was assigned to Mn2+ ions in substitutional sites
as in cubic ZnS. Signal II (or NC2 in [89]) was attributed
to Mn2+ near surface. They found that the intensity ratio of
signal II to signal I increased with decreasing S/Zn. They,
however, found a decrease in signal II compared to signal I
when particles were modified with acrylic acid.

Murase et al. [54] investigated ZnS:Mn nanoparticles of
∼4 nm size. Samples were prepared using metal nitrate salts
and sodium sulfide by reacting them in aqueous medium.
For particle size analysis, X-ray diffraction and TEM were
used. They observed the fluorescence band at 590 nm when
excited with a 266 nm wavelength of light. They found that
the ESR spectra recorded at 77 K within 2 hours of sam-
ple preparation kept on changing up to 2 days and then
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remained unaltered. The hyperfine structure appeared grad-
ually and became narrow as also observed by Yu et al.
[57] for samples synthesized in a different way by using
methacrylic acid. This kind of variation with time, in the
ESR spectra, is reported by others too. However, there was
no change of particle size but possible changes in agglom-
eration, diffusion of ionic species, and changes in the defect
concentration. The samples with PVA, however, do not show
surface-related alterations in spectra with time as they are
fixed by hydrogen bonding. They resolved the ESR spec-
tra into two sets of Sextets as Mn I and Mn II responsi-
ble for two different sites for Mn ion substitution in the
host ZnS nanoparticle. The intense substructure could not,
however, be due to interaction of S2− ligands surrounding
the Mn2+ center as abundance of S2− nuclei with nonzero
nuclear spin is expected to be less than 1%. Both the sextet
structures are considered to be opposing the lifetime short-
ening due to efficient energy transfer from sp states to d
states discussed by Bhargava et al. [18]. They also observed
two additional weak structures below 77 K, due to hole cen-
ters. Hole centers arise under specific synthesis conditions of
samples. Similar to Bol and Meijerink [32], they also found
that the luminescence bands at ∼400 nm and 600 nm were
due to nano and millisecond decay times, respectively, and
concluded that a short life time component at ∼600 nm may
be originating from the tail of blue emission at ∼400 nm
due to a ZnS nanocrystal with a large defect density. How-
ever, blue emission at ∼400 nm appeared to be absent in
the ZnS:Mn nanocrystals reported by Bhargava et al. [18].
Therefore, Murase et al. [54] concluded that the lifetime
shortening may differ in differently prepared ZnS:Mn nano-
particles.

Temperature-dependent ESR experiments on ZnS:Mn
∼3�6 nm size particles by Igarashi et al. [52] throw more light
on the fluorescence efficiency increase in nanocrystals. For
this they studied a sample of ZnS:Mn of sub micron particles
(SMP) and other nanocrystallites (NC) in acrylic acid. They
found that the luminescence intensity in the NC sample was
much larger than that in the SMP, which can only be due to
higher efficiency in nanoparticles. The ESR spectra in both
samples showed sextets. Lattice distortion was larger in the
NC as compared to the SMP. Two kinds of Mn2+ sites were
identified corresponding to two signals I and II. Signal I was
due to Mn2+ inside the particle and II was due to that on the
surface. Signal II, which was assigned to Mn2+ on the sur-
face, was observed only for NC and not in SMP. Signal II was
prominent at a higher frequency. Temperature dependence
of a average line width of a sextet signal, �Hpp was plotted
as a function of temperature. For SMP, signal I decreased
with temperature. For NC, no temperature dependence in
�Hpp was noticed for both signals I and II. �Hpp depends
on spin-lattice interaction. Its lower value and decrease at
a low temperature in SMP sample means that spin-lattice
interaction is weaker in SMP as compared to that in NC.
Thus, in agreement with Bhargava et al. [18] overlapping of
Mn2+ and S2− orbitals was considered in existence in nano-
crystals which would increase spin-lattice interaction. Lower
symmetry of a crystal field in NCs increases hybridization
between sp3 and d orbitals. The same arguments were con-
sidered valid for the absence of temperature dependence
of �Hpp for signal II in NC. This indicates strong coupling

of poly acrylic acid (PAA) and cations of Zn and Mn. This
probably explains effective energy transfer between Mn2+

and ZnS as well as Mn2+ and PAA. Igarashi et al. however,
remarked that more experiments were necessary to under-
stand increased efficiency.

Dinsmore et al. [47] also analyzed ZnS:Mn/ZnO unan-
nealed, and samples annealed up to 525 �C using ESR with
9 GHz and 35 GHz frequencies. The unannealed samples
have ∼3�5 nm diameter. The sample annealed at 300 �C,
350 �C, 400 �C, and 525 �C has average particle size as 6.0,
8.4, 17.1, and 16.0 nm, respectively. The frequency depen-
dency of spectra and larger hyperfine splitting with peaks
near the edges of 35 GHz data were obvious as before [89].
They found from their ESR spectra that Mn2+ is replacing
some of the Zn2+ ions inside the particles of ZnS. However,
by annealing the samples at 350 �C, the contributions of the
Mn2+ ion signal from near surface location appeared to have
vanished.

Chen et al. [69] have also carried out ESR measurement
of ZnS:Mn nanoparticles synthesized in ultrastable zeolite-Y
(USY). Their other samples were synthesized in methacrylic
acid (MAA) and a mixture of methacrylic acid and cit-
ric acid. Electronic spin resonance spectra of Mn2+/USY,
ZnS:Mn/USY, and ZnS:Mn/MAA of 3.5 nm, 4.5 nm and
10 nm are quite different from each other but all show pres-
ence of Mn2+. Chen et al. also confirm that there are two
different sites for Mn2+ ions evident from two ESR sig-
nals. Bulk like, the ESR signal decreased in intensity with
a decrease in particle size, and the intensity of near surface
site signal increased. However, uncapped 10-nm size par-
ticles proved to be an exception as near surface site ESR
intensity was stronger than bulk-like signal. This could be
due to the presence of more surface defects in uncapped
particles. All this leads to the conclusion that distribution of
Mn2+ was not only related to particle size but also to surface
modification. Furthermore, they emphasize that ZnS:Mn
nanoparticles in USY showed only hyperfine structure for-
bidden for cubic symmetry and associated to Mn2+ surface
sites.

Electron spin resonance investigations were carried out
by Borse et al. [28] for different samples with various Mn
concentrations. The particles were similarly synthesized as
in [26], but had an average size of 2.8 nm. As shown in
Figure 7(a), the ESR spectra showed dramatic changes with
Mn concentration. Electronic spin resonance spectra were
fitted with four components—SI, SII, SIII, and SIV—which
enabled the understanding of the observed spectral changes
in ESR spectra with Mn ion concentration. Two examples
are showed in Figure 7(b) and 7(c) for low and high concen-
trations of Mn in ZnS nanoparticles of the same size. These
contributions on Mn ions are identified as Mn (SI� in tetra-
hedral cationic substitution with Td symmetry, isolated Mn
ions at the surface or interstitial locations SII with octahe-
dral symmetry (Oh�, Mn Mn dipolar interactions SIII and
exchange coupled Mn clusters (SIV� in various proportions.
Line widths for all these SI–SIV differ. Identification of the
SI–SIV components enabled the discovery that the compo-
nent SI is responsible for the PL increase, whereas SII–SIV
are responsible for luminescence quenching. Relative con-
tribution of these SI–SIV components varied with Mn con-
centration. At low Mn concentration (SI�, some particles are
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Figure 7. (a) ESR spectra of ZnS:Mn with various Mn nanoparticles
with various Mn concentrations; (b) fitted components of ESR spectra
for 0.02 Mn Wt %; and (c) 5.441 Mn Wt %. From [122], P. H. Borse
et al., unpublished.
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doped and some are not. With increasing Mn concentration,
more and more particles are doped resulting in an increase
in photoluminescense intensity. At a higher concentration of
Mn, contributions due to SII, SIII, and SIV increase. This was
accompanied by photoluminscence quenching.

There are only a few reports on the measurement of mag-
netic susceptibility of ZnS:Mn nanoparticles. Wang et al. [13]
presented some preliminary magnetic susceptibility data
from 2.3 to 314 K on ZnxMn1−xS clusters and concluded that
clusters were paramagnetic with effective magnetic moment
of 5.43, in close agreement with effective value of 5.9 on
Mn2+ ion.

Sapra et al. [90] have recently carried out magnetic sus-
ceptibility measurements on 2.4 nm ZnS:Mn nanoparticles.
The particles were doped with 2, 5.5, 9, and 13% Mn, keep-
ing the size constant. Suceptibility against the temperature
behavior has been shown in Figure 8. The !−1 against 1/T
plots exhibited perfect Curie behavior indicating that the
interaction between Mn2+ ions was minimal. They could also
show that the Mn concentration determined by susceptibility
data and EDAX agreed well.

Effect of Mn Concentration The concentration of
dopants may have an effect on the PL or cathedolumines-
cence intensity, ESR spectra, etc. and has been investigated
by many groups. The effect of Mn concentration on ESR
has already been discussed in the previous section.

Khosravi et al. [28] investigated the Mn-doped ZnS nano-
particles capped with mercaptoethanol. The crystalline par-
ticles with an average size 2.1 nm were investigated for their
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Figure 8. Curie behavior of Mn-doped ZnS nanoparticles doped with
different concentrations of Mn. Reprinted with permission from [68],
S. Sapra et al., Recent Advances in Inorganic Materials, to appear. Narosa
Publishers.

PL properties. It was found that excitation with 312 nm pro-
duced a PL peak at ∼600 nm, an intensity which varied with
Mn% in the sample (see Fig. 9). The nanoparticles with
approximately 0.12 at wt% showed maximum intensity, and
luminescence quenching occurred at a higher concentration.
Correspondingly, the ESR spectra also changed dramati-
cally. The luminescence quenching effect was also observed
at a high concentration of Mn ions in nanoparticles as is
usually observed in bulk ZnS:Mn [91].

Similar trends in PL were observed by Sooklal et al. [79]
for 5 nm particles of ZnS:Mn with 1–5 % Mn2+ ion doping.
Both 435 nm emission due to defect states in the host ZnS
and 585 nm emission due to Mn2+ in ZnS nanoparticles were
detected. They have also observed band-edge UV emission
(transition from conduction to valence band edge) when
Mn2+ ions were residing on the nanoparticle’s surface. How-
ever, both the peaks showed Mn concentration dependence
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Figure 9. Variation of PL intensity with Mn wt % in ZnS nanoparticles.

on PL intensity. The highest intensity 435 nm radiation
occurred at 1% Mn doping, and for 585 nm occurred when
2% Mn doping, was made. Both PL emission lifetimes were
insensitive to the doping.

Chen et al. [69] investigated the effect of Mn2+ concentra-
tion in ZnS nanoparticles on the 580 nm PL peak position
as well as intensity. They did not observe any peak position
shift with an increase in an initial Mn concentration of 3%,
5%, and 7% in 3.5 nm size Zns:Mn particles. Intensity of
the peak, however, increased from 3 to 7% Mn increase.

Bol and Meijerink [84] made a different observation that
the quantum efficiency of luminescence for Mn2+ related
emission at ∼590 nm of their sample with 300 nm excita-
tion wavelength did not show the concentration quenching
effect. In their samples, the quantum efficiency increased
with a Mn/Zn increase, in nanoparticles (4nm) passivated
with Na(PO3�n, but stabilized around 3 to 3.5% efficiency.

Effect of Radiation There are many attempts to observe
the effect of UV irradiation on nanoparticles of ZnS:Mn
with the purpose of finding out if observed PL gets affected
by UV irradiation.

Bol and Meijerink [84] have investigated the increase in
quantum efficiency for ZnS:Mn nanoparticles when irradi-
ated with UV radiation. For example, in Figure 10, the emis-
sion and excitation spectra of nanoparticles passivated with
methacrylic acid (MA) without and after UV radiation for
different durations, are illustrated. In general, it was found
that PL intensity increased initially and then remained con-
stant. They defined % increase as

%Increase = 
quantum efficiency after UV
irradiation− quantum efficiency before UV
irradiation/quantum efficiency before
irradiation�× 100 (4)

In Table 3, the % increase for different polymer coatings
are given. Increase in polyvinylbutyral (PVB), MA, PVA,
and (PP) could be attributed to UV-induced-increased cross-
linking in these polymers which further passivates the nano-
particles. For PP, no further polymerization takes place but
photooxidation takes place. This can result in reduced par-
ticle size and increased quantum efficiency as predicted by
Bhargava et al. [18].

It was observed by Jin et al. [51] that there was UV
irradiation induced enhancement of PL peak at ∼600 nm
in ZnS:Mn colloides (3.6 nm), which was wavelength-
dependent. They observed that the ratio of intensity of sam-
ple exposed to a particular wavelength of a Xenon lamp of
an unirradiated sample changed with wavelength. The shape
of excitation and peak position also changed due to irradi-
ation. However, the shape of the PL peak did not change
except that there was a small blue shift for the irradiated
sample (590.42 to 585.6 nm). There was no size change of
nanoparticles due to UV irradiation. Enhancement in the
PL intensity was attributed to surface modification due to
UV radiation.

Ultraviolet radiation using a mercury lamp was done by
Sohling et al. [63] for ZnS:Mn nanoparticles (3 ± 0.5 nm)
stabilized using hydroxypropyl cellulose (HPC). Initially,
there was an increase in the PL intensity for the 590 nm
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Figure 10. (a) Emission spectra (�ex − 300 nm) of nanocrystalline
ZnS:Mn passivated with MA after different times of UV irradiation
(b) excitation spectra recorded at an emission wavelength of 590 nm of
nanocrystalline ZnS:Mn without polymer as function of UV irradiation
times. Reprinted with permission from [84], A. A. Bol and A. Meijerink,
Phys. Stat. Sol. B 224, 291 (2001). © 2001, Wiley-VCH.

wavelength due to Mn2+ in ZnS but reduced with longer
exposure. This was true for 50 �W or 200 �W power of
UV radiation. The optical absorption spectra also showed
a reduction in absorption intensity with increasing UV
irradiation. However, a PL intensity maximum at ∼590 nm
was reached faster for higher irradiation intensity. The initial
rise in PL intensity could be due to better surface passiva-
tion. This also occurs faster when UV intensity is higher. By
exposure to UV, the particles get photo oxidized leading to

Table 3. Photoluminescence quantum efficiency comparison for
ZnS:Mn nanoparticles uncoated and polymer-coated samples before
and after UV-radiation.

Without
PVB MA PVA PP polymer

Quantum efficiency 3�5 1�0 2�7 4�5 0�3
before UV irradiation

% increase in 250 240 230 60 10
quantum efficiency

Source: Adapted with permission from [84], A. A. Bol and A. Meijerink, Phys.
Stat. Sol. (B) 224, 291 (2001). © 2001, Wiley-VCH.

a decrease in absorbance of exciting radiation leading to a
reduction in emission intensity.

Effect of Temperature The effect of temperature on PL
of ZnS:Mn nanoparticles was investigated by some groups
[13, 57, 64, 71, 86]. There is a general agreement that blue
luminescence at ∼425 nm arising due to host ZnS lattice
defects decreases with an increasing temperature. However,
Mn2+ related yellow/orange emission depends upon the sam-
ple preparation.

Wang et al. [17] investigated the temperature dependence
(Fig. 11) of PL intensity and found that below 50 K PL
intensity was constant but dropped down rapidly with an
increasing temperature. The temperature dependence was
discussed in terms of the multiphonon-induced radiationless
transition theory [92].

Temperature-dependent PL spectra were recorded for
sol–gel prepared ZnS:Mn nanoparticles by Saenger et al.
[64]. The intensity of absorption (a) and emission (b) peak
reduced with an increasing temperature accompanied by a
red shift in the absorption spectra and a blue shift in the
PL spectra. They disagree with Bhargava et al. [18] that
fast and efficient relaxation is a result of coupling of Mn2+

derived states with ZnS derived states. They state that in
nanoparticles, there is an increased probability that electron
and hole pair see Mn center, which is responsible for not
decaying via surface states. Saenger et al. [64] observed in
ZnS:Mn nanoparticles stabilized in hydroxypropyl cellulose
that by increasing the temperature from 20 K to 298 K, the
emission peak at ∼600 nm blue shifted slightly with a sub-
stantial reduction in the PL intensity.

Yu et al. [93] observed for ZnS:Mn nanoparticles (3.6 nm)
embedded in PVB that the PL at ∼590 nm due to Mn2+ ions
in ZnS increased with increasing temperature as shown in
Figure 12 from 7.8 K to 270 K and then decreased by 297 K.
This behavior is certainly different from a powder sample
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Figure 11. The relative luminescence intensity at 594 nm, (temper-
ature = 3.7 K/I(t)), plotted as a function of temperature for 2.5 nm
Zn0�93Mn0�07S nanoparticles in glass. The solid curve is a theoretical fit.
Reprinted with permission from [17], Y. Wang et al., Sol. St. Comm. 77,
32 (1991). © 1991, Elsevier Science.
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Figure 12. Luminescence intensity at 590 nm versus temperature for
ZnS:Mn nanoparticles. Reprinted with permission from [93], J. Yu
et al., J. Lumin. 76–77, 252 (1998). © 1998, Elsevier Science.

(e.g., [64]) where PL intensity decreases with increases in
temperature. Different mechanisms were explored but the
one in which phonon-assisted energy transfer occurs was
considered to be more appropriate.

A similar observation has been reported by Suyver et al.
[71]. The PL intensity related to a ZnS host decreased and
that related to Mn2+ increased with an increasing temper-
ature from ∼20 to 300 K. However, they interpreted the
temperature dependence of the Mn2+ and ZnS host lattice
related emission by modes in which sulphur vacancies are
involved in the defect luminescence.

Tanaka and Masumoto [94] observed (Fig. 13) a very weak
temperature dependence in the 9 K to 300 K tempera-
ture range for the PL at ∼600 nm due to Mn2+ in ZnS.
They used an excitation wavelength of 260 nm, which was
sufficient enough to cause an interband transition of the
host lattice. In the same temperature range, bulk powder
of ZnS:Mn shows a strong temperature dependence and
the luminescence decreases substantially with increases in
temperature. However, excitation of Mn2+ by 488 nm wave-
length through d–d transition viz. 6A1 (6S) to 4T1


4G) had
negligible temperature dependence in the same range, both
in nanocrystalline and in a bulk sample. The difference in
the same luminescence with different excitation wavelength
has been discussed in terms of thermally induced dissocia-
tion of the exciton, the exciton-phonon interaction, and the
rate of energy transfer from exciton to Mn ion. Excitons
in nanoparticles are spatially confined and not dissociated
easily as in bulk materials. Exciton-phonon interaction in
nanoparticles is weaker than in bulk materials. They also
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Figure 13. Temperature dependence of the intensity of the orange
luminescence of (a) nanocrystals and (b) bulk powder excited by 260 nm
(open circles) and 488 nm (crosses). The solid line is the fitting curve,
taking into account the nonradiative loss channel with an activation
energy of 57 meV. Reprinted with the permission from [94], M. Tanaka
and Y. Masumoto, Chem. Phys. Lett. 324, 249 (2000). © 2000, Elsevier
Science.

confer that energy transfer from exciton to Mn2+ is faster in
nanoparticles.

Hot Luminescence Yu et al. [95] reported for the first
time an observation of the two split bands around the usual
Mn2+-related luminescence band at ∼590 nm position in
ZnS:Mn nanocrystals. The samples were the nanoparticles
∼3.6 nm in size embedded in PVB. Samples were excited
with laser pulses of 40 ns width having a wavelength of
248 nm and the energy deposited per pulse was 180 mJ.
Emission spectra were observed for different delay time as
shown in Figure 14, with a gate width of 2 � seconds at
room temperature. The two bands observed for short decay
time were discussed to have the origin due to transition
from the classical turning points of high vibration levels of
excited electronic ground state of Mn2+ in ZnS. With very
high excitation density as used in their experiments “hot
spot” can be formed, which in turn produce long (�s) relax-
ation times. Relaxation time was found to increase with a
increase in excitation density in agreement with the “hot
spot” model. Such a split pair of bands was not observed
at room temperature in ZnS:Mn powder with micrometer-
size grains. The confinement of phonons in nanoparticles is
particularly favored for the creation of “hot spot” in these
nanoparticulate samples. However, Donega et al. [96] did
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Figure 14. Time resolved emission spectra of ZnS:Mn nanoparticles at
different delay time. Excitation: 248 nm excimer laser beam, pulse width
40 ns, 2 Hz, excitation density 5.6 mJ/cm2. Gate width 2�s. Room tem-
perature studies. Reprinted with the permission from [95], J. Yu et al.,
J. Lumin. 79, 191 (1998). © 1998, Elsevier Science.

not find any evidence for Mn2+ hot luminescence in 4.5 nm
ZnS:Mn of two different Mn concentrations.

Cathedoluminescence Powders containing about a few
micrometer-size particles are commercially used as phos-
phors. Doped ZnS phosphors are widely used as screens of
cathode ray tubes and other display panels [1]. However,
for better resolution a smoother coating with finer particles
would be preferred [83]. It is also necessary in field emis-
sion display (FED) that the coating should efficiently oper-
ate with a pulsed electron beam without saturation for as
high as ∼100 �A/cm2 current density. Dinsmore et al. [47]
have investigated cathedoluminescence of Mn-doped ZnS
nanoparticles under various conditions and compared them
with commercially available phosphor samples (Sanroff Cor-
poration, Princeton, NJ, USA) having ∼3 to 6 �m size.
Commercial samples exhibited completely wurtzite struc-
ture. But nanocyrstalline unannealed ZnS:Mn/ZnO particles
synthesized by Dinsmore et al. were zinc blend at room
temperature. Their unannealed sample showed a maximum
in CL intensity at ∼600 nm. But the commercial sam-
ple and the nanophosphor sample annealed at ∼525 �C
had peak at ∼580 nm. Nanoparticle samples used in their
experiments were surface passivated with ZnO and labeled
as ZnS:Mn/ZnO. They found that CL efficiency increased
substantially when particles were coated with ZnO. They
tried MgO also to passivate the nanoparticles of ZnS:Mn,
but found that CL efficiency of nanoparticles was better with
a ZnO passivated surface.

The luminescence and CL efficiency of Sanroff, nano
ZnS:Mn,cu/ZnO, and nano ZnS:Mn/ZnO were plotted as
a function of electron beam accelerating voltage [97]. Low
cathedoluminescence efficiency below about 2 kV of a com-
mercial sample was attributed to nano-luminescent “dead
layer” as the particle surfaces. At low voltages, electrons
penetrate nonluminescent outer surface layers due to a
low penetration depth of low energy electrons. However,
as the energy of the electrons increases, they are able to
penetrate more in micrometer-sized particles, making the
particles give more luminescence from bulk layers. With
nanoparticles, the situation has to be different, as with their
much smaller size high energy electrons will be able to pen-
etrate more particles. An increase in CL efficiency, even in
nanoparticles, was therefore attributed to a extremely thin
deep layer. Furthermore, it was found that the nanoparticles
saturated less compared to large (bulk) particles, available
commercially. At large currents (>20 �A) the CL efficiency
of nanoparticles approached that of commercial phosphors.
This aspect of nanoparticles in CL efficiency may turn out
to be very useful.

Igarashi et al. [98] have also observed the reduction in
CL degradation of ZnS:Ag, Cl microparticles due to ZnO-
coated nanoparticles. The addition of CuSO4 to the precur-
sor solution of ZnS:Mn nanoparticles also resulted in CL
efficiency of ∼40% as that of commercial phosphors.

Core-Shell Particles of ZnS:Mn As discussed in the Sec-
tion 2, surfaces of nanoparticles need to be passivated so
that the particles do not grow into larger particles, chang-
ing their size-dependent properties. Surface passivation,
however, may not be perfect [99, 100]. As shown using
photoelectron spectroscopy [101–103] particles may even be
oxidized to some extent or degrade with time. A variety of
defects including surface defects can be present in nano-
particles and are discussed for ZnS:Mn [104] reducing their
utility. It is therefore useful to protect the nanoparticles by
growing the shells around them. Such particles termed as
“core-shell” particles are expected to be of future interest in
nanoparticles research.

ZnS:Mn nanoparticles were surface protected by growing
an additional ZnS shell by Cao et al. [105]. They synthesized
a ZnS:Mn core of 2.15 nm coated with a 0.75-nm thick ZnS.
They found that the PL of core shell particles was seven
times more than that of uncoated particles. Their calcula-
tions indicated that Mn2+ ions were preferably occupying
the surface sites. They further suggested that the ZnS shell
and UV treatment blocked the nonradiative transition path
leading to luminescence enhancement.

Photoluminescence enhancement was also observed by
Ethiraj et al. [106] for ZnS:Mn core shell particles. They,
however, used silica shell to encapsulate the ZnS:Mn nano-
particles. They observed that with increasing reaction time
of ZnS:Mn, thioglycerol capped nanoparticles (∼1.7 nm
size) got entrapped first into a silica matrix and then in
spherical silica particles as showed in Figure 15. Particles as
large as ∼900 nm were formed in which ZnS:Mn particles
were trapped as confirmed by a variety of techniques like
Raman spectroscopy, PL, energy dispersive analysis of X-
rays (EDAX), and photoelectron spectroscopy. Silica shells
were found to be semi-transparent to UV and visible light.
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(a)

(b)

Figure 15. TEM of ZnS:Mn@SiO2, 10 min reaction, entrapment of
ZnS:Mn nanoparticles in silica matrix; (b) TEM of ZnS:Mn@SiO2,
180 min reaction, large particles formation.

3.2.2. ZnS:Cu
Bulk ZnS:Cu phosphor has been widely investigated since
1866 when Sidot [107] observed phosphorescence from ZnS.
Although the origin of green luminescence from ZnS was
not understood in Sidot’s time, by 1920 it was considered
to be due to inclusion of a small amount of copper in ZnS
lattice. ZnS:Cu along with different coactivators like Al, In,
Ag, Cl, and I has been considered to be an important photo-
and electroluminescent material for light emitting diodes
and display screen coatings, for example, in a CRT tube.
Earlier work on ZnS:Cu bulk phosphor has been well dis-
cussed in some review articles [108–110]. Copper-doped ZnS
has emission bands in UV, blue, green, red, and IR regions.

Copper is substituted as Cu2+ (3d9� in a tetrahedral site. In
bulk ZnS, there can occur delocalized shallow or deep local-
ized levels below the conduction band minimum. The Cu2+

level also splits due to a crystal field into 2T2 and 2E levels
as shown in Figure 16.

Photoexcited electrons from a valence band can make var-
ious radiative transitions to Cu2+-derived states producing
green, red, or IR radiation. Blue and UV luminescence may
be due to a transition from defect levels of a ZnS host to its
valence band or some defects produced by interstitial incor-
poration of copper ions in a ZnS host matrix. In spite of
their importance as phosphors copper-doped nanoparticles
of ZnS have been reported only by a few groups [33, 34,
111, 112]. This may be due to difficulties in synthesizing
Cu-doped nanoparticles due to low stability of Cu in ZnS
[34]. However, by proper control of reacting chemicals, it is
indeed possible to synthesize copper-doped nanoparticles.

Khosravi et al. [33] succeeded in doping ∼2.1 ± 0.02 nm
ZnS nanoparticles with Cu ions. Absorption spectra and
X-ray diffraction for undoped and doped samples are simi-
lar suggesting that a low concentration of dopants does not
change the particle size of host ZnS. However, as shown in
Figure 17 excitation and emission spectra for copper-doped
ZnS nanoparticles sample is quite different. The emission
at ∼420 nm (�ex – 326 nm) is usually present for undoped
nanoparticles due to a presence of defect states, but ZnS:Cu
nanoparticles showed the luminescence at ∼480 nm (�ex −
312 nm). The luminescence due to Cu ions in a ZnS nano-
particles host was close to that of a ZnS:Cu bulk discussed
by Peka and Schulz [78]. However, instead of a transi-
tion of photo-excited electron from a conduction band to a
copper-induced t2 level in a bandgap of ZnS, transition from
defect states present due to anion vacancies to t2 level was
considered. If this were not the case, size-dependent large
change in the PL peak position should have been detected.
For ZnS:Cu two decay times, viz. 2.9 ns and 54.2 ns, were
observed at a 500 nm wavelength of emission excited with a
310 nm wavelength. However, in view of the recent under-
standing in the case of ZnS:Mn, it would be necessary to
do further experiments about luminescence decay time in
ZnS:Cu also.

Sun et al. [34, 113] and Wang et al. [114] found two dif-
ferent PL emission peaks from copper-doped nanoparticles.

CBM
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VBM
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Figure 16. Energy level diagram for Cu-doped ZnS.
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Figure 17. Excitation and emission spectra of undoped (squares) and
copper-doped (circles) ZnS nanoparticles.

They studied particles of 3.4 and 3.8 nm stabilized, using
thiourea and thiosulphate, respectively. With low concen-
tration (0.2%) copper doping for both the passivants lumi-
nescence at ∼450 nm (blue) and ∼510–520 nm (green),
emissions were detected. The blue emission got quenched
with an increasing concentration of the Cu+ dopant. For the
same amount of dopant concentration, an emission inten-
sity of thiosulfate stabilized particles was found to be larger
than that for thiourea stabilized particles. A blue emission
was attributed to Cu ions going into intrestitial sites of ZnS
nanoparticles and green emission due to a substitution of
Cu2+ into Zn2+ sites.

The ZnS:Cu particles of different sizes, viz. 1.8 nm and
3.0 nm synthesized by Zhang et al. [111] produced a PL at
466 nm. Their nanoparticles were stabilized with methacrylic
acid and showed an increase in intensity with a decreasing
particle size as in the case of Mn-doped ZnS [18, 57].

Huang et al. [112] and Que et al. [115] have been suc-
cessful in observing even electroluminescence from ZnS
doped with copper. The ZnS:Cu nanoparticles (3 nm) by
Huang et al. [112] were embedded in a polymer network of
sulphonated polystyrene.

They observed a PL peak at ∼415 nm and slightly
red-shifted electroluminescence peak at ∼430 nm. How-
ever, these peaks are very close to ZnS defect emission
bands. Nonetheless, they have used ZnS:Cu nanoparticles
to fabricate a light-emitting diode (LED) described in Sec-
tion 3.6. Slightly larger nanoparticles (9 nm) of ZnS:Cu have
been synthesized by Que et al. [115] and broad PL and
EL bands observed at ∼520 nm. They too could employ
these nanoparticles in fabricating a LED to be discussed
later.

Temperature-dependent PL and luminescence decay time
measurements in ZnS:Cu nanoparticles of various sizes has
been carried out by Bol [116]. Unlike other measurements
on ZnS:Cu nanoparticles, they found that there is a pos-
sibility of red (∼600 nm) band also along with the green
band (∼470 nm) previously observed. They studied parti-
cles in the range of 3.1 nm to 7.4 nm. It was noticed that
PL intensity was reduced with an increase in temperature
from 4 K to room temperature. However, the luminescence
reduced more for green band at a much lower temperature
compared to red band. The origin of different PL bands was

discussed and decay time measurements also made. It was
found that the lifetime for red emission at 4K was longer
(40 �s) and that for green emission was shorter (20 �s) at
the same temperature. It further decreased at room temper-
ature (0.5 �s).

Co-doping of Mn and Cu in ZnS was carried out by Yang
et al. [117]. In the presence of Mn, the PL observed in the
wavelength range ∼520–540 nm increased considerably.

3.2.3. ZnS:Fe and Ni
Borse et al. [27] have doped mercaptoethanol capped ZnS
nanoparticles (2 ± 0�2 nm) with various concentrations of
Fe and Ni. They observed a progressive decrease in defect
luminescence intensity due to ZnS host lattice at ∼425 nm
as the concentration of Fe or Ni ions increased. However, no
luminescence was detected due to ZnS:Fe or ZnS:Ni in the
visible range. An extremely small amount of Mn2+, unde-
tected in atomic absorption measurements was detected by
ESR in undoped ZnS. Fe-doped ZnS samples indicated clus-
tering of Fe ions. However, more PL experiments over a
wide range and valency determination in these systems is
necessary.

Behboudnia and Sen [49] have also doped ZnS nano-
particles (less than 10 nm) with various concentrations of Fe
and Ni using reverse micelle technique. They pointed out
that compared to doping of Mn, substitution of Fe (or Ni)
was difficult in ZnS lattice. This is because ZnS and MnS
are isostructural with tetrahedral geometry, but sulfide of Fe
and Ni crystallize in NiAs structure. In NiAs structure, each
S atom is coordinated by six metal atoms and each metal
atom has six S atoms and two metal atoms. This may affect
the incorporation of dopant in ZnS lattice. They observed
that the bandgap of nanoparticles was dependent on Fe or
Ni concentration in the doped particles synthesized by them.

Green luminescence at 520 nm was detected by doping Ni
in ZnS by Yang et al. [118]. They noticed the dependence
of luminescence efficiency on the concentration of Ni2+ in
doped ZnS nanoparticles.

3.2.4. ZnS:Pb
Lead ions have been doped in bulk ZnS as early as 1928
[119]. Emission of blue, green, yellow and orange bands is
possible [120] from ZnS:Pb.

However, there is little work thus far on ZnS:Pb. Some
work on ZnS:Pb nanoparticles has been reported by Bol and
Meijerink [121] and Borse et al. [122]. Bol and Meijerink
showed that there are white and red emission bands possi-
ble, depending upon the wavelength of excitation in the case
of ZnS:Pb2+ nanoparticles. In their temperature-dependent
PL investigations they observed that red emission quenches
at lower temperature than that for white emission. A mech-
anism based on photoionization was suggested to explain
the results. Temperature dependence of luminescence decay
time was such that a longer decay time (ms) occurred at a
lower temperature (4 K) compared to higher temperatures
(room temperature) by several microseconds.

As shown in Figure 18, Borse et al. observed a
concentration-dependent quenching of ZnS:Pb particles for
the white band they observed [122].
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Figure 18. Concentration-dependent quenching of PL in ZnS:Pb nano-
particles. Concentration of Pb increases from sample A to E as shown
in the inset [122]. Below 450 nm are excitation and above that are emis-
sion spectra.

3.2.5. ZnS:Eu,Tb
Luminescence due to rare earth ions in bulk solids has
been reviewed [1]. In rare earth ions (usually trivalent), 4f
electrons participate in the luminescence. These are hardly
influenced by their ligands due to the presence of 5s and 5p
outer electrons surrounding them. Therefore, crystal field
effects, observable in 3d transition metal ions, are not fea-
sible in the case of rare earth ions. Excited charge carri-
ers from the host lattice are transferred very slowly to 4f
states. The lifetime of luminescence decay is generally a few
milliseconds and luminescence efficiency is very low. How-
ever, rare earth ion-doped solids can phosphor in the visible
range and have attracted research efforts of various groups.

Doping of rare earth ions in ZnS nanoparticles has been
discussed by Bhargava [83]. As shown in Figure 19, the ZnS
host is able to produce red, green, and blue luminescence
due to Tm3+, Tb2+, and Eu3+ doping, and would therefore
be very useful for display screens, provided that they are effi-
cient and do not saturate. He pointed out that in ZnS nano-
particles, with particle size less than about 5 nm (the size
below which quantum confinement effects prevail for ZnS),
rare earth ion doping can be useful in producing efficient
phosphor materials with a gamut of colors. Slow trapping
sites or nonradiative recombination sites can be removed in
nanoparticles by appropriate surface passivation. Moreover,
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Figure 19. Energy level diagram of rare earth activators in relation to
ZnS.

the electronic structure in nanoparticles is believed to be
very different from that of bulk materials. Usually d–d or
d–f transitions in the rare earth ions are spin or parity
forbidden, either completely or partially. Partially forbid-
den transitions with decay time of a few milliseconds are
responsible for low efficiency and saturation in rare earth
doped solids. However, the forbidden transitions are relaxed
in nanoparticles due to the hybridization of host ZnS s–p
states with d–f states of rare earth ions. Very fast (a few
nanoseconds) transitions with increased efficiency for lumi-
nescence were detected in ZnS doped with rare earth ions
[83].

Europium can be doped either as Eu2+ or Eu3+ in solids.
Doping of Eu2+ in different solids like BaMgAl10O17 or
SrS4O7 has been widely investigated in bulk solids as lumi-
nescence has been found to be host dependent extending
from UV to a red region in the electromagnetic spectrum.
Therefore, these materials have applications in plasma dis-
play panels, UV light for medical application, etc.

Eu2+-doped ZnS nanoparticles of ∼3nm size were inves-
tigated by Chen et al. [123]. They observed a luminescence
band at ∼530 nm, which could be transformed into that due
to Eu3+ by heating in air. The excitation wavelength was by a
260-nm wavelength, but the emission band position or shape
was unaffected by the change of excitation wavelengths to
340 or 390 nm. However, intensity of a 530-nm peak was
maximum for a 260-nm excitation. The energy gap for 3 nm-
size ZnS nanoparticles was estimated to be ∼4.5 eV. Thus,
excitation of valence electrons was possible in ZnS nano-
particles of a 3-nm size only with a 260-nm wavelength. The
emission arising from a 340 or 390 nm wavelength excita-
tion was due to intraion transition. Direct transition in Eu2+

nanoparticles was possible because with an increasing energy
gap due to quantum effects in nanoparticles of ZnS smaller
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than 3–5 nm the first excited state of Eu2+ lies below the
conduction band. Thus, both direct and indirect transitions
from a 4f 65d1 to 4f 7 level of Eu2+ are possible in particles
smaller than the 3–5 nm size. However, indirect transition
in which a ZnS host is excited appears to be a more efficient
process. Size dependence of luminescence was observed by
Chen et al. [124]. It is quite clear that emission band blue
shifts with a reduction in the ZnS particle size is a truly
quantum confinement effect. However, this could not be
attributed to the concentration effects, that is, Eu2+ Eu2+

interaction nor hybridization of sp states of ZnS and d–
f states of Eu. If the mixing would have occurred, then
the luminescence peak would have red shifted with decreas-
ing particle size rather than blue shifted, as was observed.
The size-dependent blue shift of luminescence was explained
in terms of the decrease in electron phonon coupling and
reduced crystal field strength.

Structurally and optically stable nanoparticles of ZnS:
Eu2+ with a mean size of about 3–5 nm were prepared by
the chemical precipitation method by adding $-methacrylic
acid as the stablizier by Qu et al. [125]. The authors com-
pared four samples with no doping, 1%, 2%, and 5% in
a molar ratio of Eu3+. They carried out XRD, TEM, and
PL investigations. Transmission electron microscopy images
indicated that particles were spherical with a ∼4–5 nm diam-
eter, whereas the mean diameter estimated from XRD was
∼3 nm. It was found that the peak of higher energy, shifted
to higher energy with an increase of the doping level without
much change in the intensity. However, the intensity of the
low energy peak changed substantially. It was suggested that
the blue shift of a higher energy peak was a consequence of
lattice distortion due to Eu3+ going into Zn2+ sites and subse-
quent change in the bandgap emission of ZnS. A sharp peak
due to hybridization of electronic states was also observed.

ZnS nanoparticles (∼4 nm) were also doped with Eu3+

ions and embedded in a polymer matrix [126]. It was argued
that the introduction of Eu3+ greatly enhanced the ZnS-
related PL at ∼420 nm by exciting with a 315-nm wave-
length. By exciting with 395-nm peaks at 586 nm and 617 nm,
due to 5D0−7F1 and 5D0−7F2 transitions, respectively, for
free Eu3+ were observed.

Bhargava et al. [82] investigated the optical properties of
Tb3+-doped ZnS nanoparticles synthesized by the precipita-
tion in polymer film of polyethylene oxide. The ZnS particle
size was ∼6 nm. The luminescence excitation peak was sym-
metric around 304 nm, whereas emission was in the visible
range with four distinct narrow peaks at ∼480, 543, 580,
and 610 nm—peak at 543 nm being the strongest in inten-
sity. Similar results were obtained by Kane et al. [55], who
synthesized doped ZnS nanoparticles with Tb in microphase
separated films of diblock copolymers containing carboxylic
acid units on one of the blocks. Emission peaks were the
result of 5D4−7Fn transitions. The effect of UV irradia-
tion was to increase the luminescence intensity. Lifetime
measurements showed that it was shortened to 7 ns in nano-
particles as compared to 3 ms in bulk materials. The quan-
tum efficiency of Tb-doped ZnS nanocrystals was found to
be much larger than green phosphor LaOBr doped with Tb.

3.3. ZnSe:Mn

Suyver et al. [127] synthesized and investigated ZnSe:Mn2+

nanoparticles ∼3–4 nm in size. They observed two peaks in
PL emission. The peak located at ∼430 nm was weak in
Mn2+-doped ZnSe and ascribed to subband luminescence
due to a ZnSe lattice. The peak at 560 nm was due to a
4T1 →6A1 transition in the Mn2+ excited by the host lat-
tice. However, there was no peak in the 600- to 640-nm
range as observed in the bulk ZnSe:Mn2+, indicating that the
concentration of self-activated pairs was low in ZnSe nano-
particles. With an increase in Mn2+ concentration in ZnSe
nanoparticles, the Mn2+ related emission red shifted. This
could be due to the formation of Mn2+ ion pairs. Lifetime
measurements supported this observation. In all the samples
of ZnSe with different concentrations of doping, a radiative
lifetime close to 200 �s was observed. The temperature-
dependent lifetime was investigated which showed that the
lifetime decreased with an increase in temperature. The
photoluminescence peak at 430 nm in ZnSe:Mn2+ nano-
particles was found to be red shifted, whereas, due to Mn2+

emission at ∼560 nm, they were blue shifted.
Norris et al. [23] and Shim et al. [128] also synthesized

the ZnSe:Mn2+ nanoparticles (∼2.7 to 6.3 nm). However,
in order to determine the location of Mn2+in nanoparticles,
that is, whether on the surface or inside the nanoparticles, in
addition to absorption and PL measurements, they also car-
ried out magnetic circular dichroism (MCD) and ESR stud-
ies of ZnSe:Mn2+ samples. They found the luminescence at
∼585 nm rather than ∼500 nm due to Mn2+in ZnSe as in
[127]. Electron spin resonance spectra showed six line spec-
tra characteristics of Mn embedded inside the nanoparticle.
A hyperfine splitting of 60�4 ∗ 10−4 cm−1 was consistent with
Mn-doped bulk ZnSe [129]. The signal from lower symme-
try was much smaller. They have extensively discussed the
problems related to Mn doping in high temperature synthe-
sis of nanoparticles to obtain highly crystalline, defect-free
nanoparticles of uniform size distribution and showed that
indeed, it is possible to dope Mn2+ inside the interior of
ZnSe nanoparticles. Further evidence for Mn2+ being inside
the nanoparticle, and not on the surface, could be obtained
from Zeeman splitting. A very large Zeeman splitting can
be obtained in case of a overlap of electron-hole wavefunc-
tion and Mn d levels. If Mn2+ is on the surface, the splitting
is lower. Thus, Zeeman splitting can be used to decide the
location of Mn2. Magnetic circular dichroism measurements
on 5.3 nm ZnSe:Mn at 1.5 K were carried out. An effective
g factor of 475 was obtained. The internal magnetic field of
>400 T is expected. Induced splitting is larger than thermal
energy at room temperature.

3.4. Doped CdS Nanoparticles

3.4.1. CdS:Mn
CdS is structurally very similar to ZnS and belongs to the
same II–VI group of semiconductors. Bulk CdS has a large
and direct bandgap of 2.42 and 2.56 eV at 300 and 0 K,
respectively [5]. For nanoparticles of CdS, the energy gap
widens [12].

Mn-doped CdS nanoparticles have been investigated,
although to a lesser extent than ZnS. Structure, PL, ESR,
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and the effect of concentration of Mn dopant on CdS nano-
particles has been investigated by a few groups.

Structure CdS bulk solid similar to bulk ZnS solid can
occur either in the zinc blend or in the hexagonal structures.
The same is true for pure CdS nanoparticles [130, 131].

There are some reports on chemically synthesized
CdS:Mn nanoparticles, which indicated that they were of a
zinc blende structure [65, 132, 133]. Levy et al. [132] have
also reported from TEM measurements that CdS:Mn nano-
particles synthesized by them had a zinc blende structure.
Morita et al. [60, 61] also reported the cubic structure for
CdS:Mn nanoparticles embedded in ZrO2 films.

Ordered layers of Cd1−xMnxS nanoparticles [65] were
obtained by a Langmuir–Blodgett (LB) technique. The par-
ticles of ∼3 to 4 nm in diameter were obtained. These par-
ticles had also a cubic structure as determined by XRD.

Kanemitsu et al. [59] have observed the formation of a
CdS:Mn hexagonal structure in their ∼17 nm nanoparticles
obtained by ion implantation.

It is an important issue in the doped nanoparticles to
know the site of the dopant. The dopants can enter a sub-
stitutional or interstitial site in the bulk of the nanoparticle
or reside in the surface region. It is interesting to know if
the substitution is random or nonrandom. Extended X-ray
Absorption Fine Structure being an atom-specific technique,
capable of yielding bond length information, number of first,
second, etc. coordinating shell atoms, was used by Levy et al.
[134] to determine the structural properties of Cd1−yMnyS
nanoparticles. They could show that Cd1−yMnyS formed a
solid solution.

PL and Decay Time In general, there can be a large
number of defect states or surface states present in nano-
particles. Photoluminescence spectra exhibit a contribution
from defect states as well as from dopants. A schematic dia-
gram (Fig. 7) used to discuss PL in ZnS:Mn is also valid for
CdS doped with Mn2+. Thus, in some cases of CdS doped
with Mn, defect or surface state related emission has been
reported to occur and in some cases PL related only to Mn
has been considered.

Photoluminescence and other optical properties of
CdS:Mn have been investigated by many [31, 41, 48, 62].
Levy et al. [41] observed for 4-nm size Cd0�95Mn0�05S parti-
cles the PL peak at 580 nm. With an increase in tempera-
ture from 77 K to 250 K, the PL intensity quenching occurs.
Chamarro et al. [48] observed for Cd0�99Mn0�01S particles a
PL peak at 2.13 eV, that is, ∼582 nm. Liu et al. [31] also
observed PL when excited with 420-nm wavelength due to
Mn2+ at 585 nm. They agree that initially, the host CdS
is excited and the energy is transferred to a 4T1 level of
Mn2+. Transition takes place between 4T1 and 6A1 to give
yellow emission. Levy et al. [43] noted that energy transfer
from the conduction band to isolated Mn2+ states (4T1–6A1,
585 nm), as well as to defect states (trap state emission,
700 nm) with the excitation of a host with higher energy, is
possible in order to reach higher states of Mn2+ and then
transfer energy to 4T1, with a subsequent radiative transition
characteristic of 4T1–6A1 at 585 nm.

Counio et al. [135] also investigated Cd1−xMnxS (x < 5%)
nanoparticles for luminescence and its lifetime. They were
able to isolate contributions from particles containing zero,

one, or more Mn2+ ions. The distribution of dopants was
found to be random.

Ordered Cd1−xMnxS nanoparticles [65], deposited by LB
technique, showed PL at ∼570 nm when suspended in tou-
lene. However, the PL spectra of the nanoparticles, mea-
sured directly in reacted C22 thioalkanoate, exhibited an
additional peak at ∼700 nm. While the peak at 570 nm was
due to the 4T1–6A1 transition within the Mn2+ levels, the one
at 700 nm was attributed to the PL of CdS nanoparticles.
Photoluminescence measurements were carried out at 4.2 K.

Photoluminescence of CdS:Mn nanoparticles synthesized
by sequential deposition [59] exhibited green and yellow
PL bands at ∼500 nm, respectively, when excited with a
457.9-nm wavelength of an Ar laser. A green wavelength at
∼500 nm was obtained as in-phase and the one at ∼570 nm
as out of phase wavelength by phase shifter and lock-in
amplifier. The decay dynamics of these two luminescence
bands suggested that the PL band around 500 nm was due
to free excitons and shallow impurity levels in CdS. The
band at ∼570 nm was due to d–d interactions of Mn2+ ions
in agreement with an earlier discussion. The authors note,
however, that Mn2+-related PL at 570 nm had a long life-
time of ∼1�1 ms.

Time-resolved PL spectra of undoped CdS nanoparticles
and Mn-doped CdS nanoparticles were compared by
Chamarro et al. [48]. The particle size in both the cases was
∼3 nm. Luminescence was excited at 2.95 eV (�-420 nm)
and the spectra recorded after 500 ns for undoped CdS par-
ticles (curve a) and after 500 ns (curve b), as well as 40 �s
(curve c) in case of CdS:Mn particles. The undoped CdS
spectrum recorded after 500 ns had features similar to the
continuous spectrum, but only reduced in intensity and red
shifted. The PL band was due to the recombination on deep
defects and surface traps. The spectrum of CdS:Mn after
500 ns at 1.9 eV (�-652 nm) was essentially similar to that of
undoped CdS nanoparticles. However, after 40 �s, this band
disappeared, and only a relatively narrow band at ∼2.2 eV
(�-564 nm) due to Mn2+ survived. It was, therefore, inferred
that emission due to Mn2+ in nanoparticles did not differ
from the bulk.

Time-resolved PL, excitation, and decay profiles were
studied by Morita et al. [60] over a temperature regime 10 K
to 300 K, in case of CdS:Mn embedded in zirconia thin films.
The broad emission band was found to be composed of
four components viz, due to the band-edge emission of host
CdS nanoparticles, ligand-to-metal-charge transfer (LMCT)
center (ZrO2�, and deep centers due to surface and intra-
Mn2+ ion transitions. The luminescence lifetime reduced at
10 K and was a fraction of a nanosecond at room tem-
perature. Luminescence also depended upon the annealing
temperature, and fast decay (0.5 ns to 1.8 ns) was observed
as compared to bulk.

Artemyev et al. [62] investigated CdS:Mn nanoparticles
of 3.6-nm size synthesized by a chemical precipitation route
and then obtained the thin films using a sol–gel technique.
The particle size was determined using an excitation peak
position in the optical absorption spectrum and inserting
the corresponding energy gap value in the tight-band calcu-
lation. They observed a broad emission band at ∼640 nm
(the excitation wavelength was 415 nm). This emission band
appears to be considerably red shifted as compared to that



558 Doped II–VI Semiconductor Nanoparticles

reported by some others [43, 48, 60]. Artemyev et al. also
investigated at various wavelengths viz near 540, 560, 580,
600, 620, and 640 nm in a PL emission spectra, the time-
resolved behavior. The fast decay component was attributed
to a recombination at surface traps and a slow component
to the transition between states due to Mn2+ ions in the
bandgap of CdS. They observed that the slow component
has a 2.3-millisecond time constant for all the wavelengths.
This value is close to that reported by Chamarro et al. [48].
It was concluded that there is no order of magnitude reduc-
tion in the luminescence decay time in nanoparticles as com-
pared to bulk.

Magnetic Measurements Electron spin resonance or
EPR spectra were recorded by Levy et al. [131] for vari-
ous compositions of Cd1−yMnyS (3.2-nm nanoparticles) for
y < 0�03 to y = 1. The hyperfine structure could be seen in
the spectrum. However, with increasing Mn concentration
of Mn, a broadening of the EPR spectrum takes place along
with the disappearance of the hyperfine structure. For pure
MnS, the EPR linewidth is as large as 624 Gauss, and for
Cd0�97Mn0�03S as 300 Gauss. The line width of the EPR signal
varied with y2, indicating that Mn ions were randomly dis-
tributed inside the nanoparticles. A correlation was observed
between the Mn Mn ion distance and the EPR signal line
width by these authors. Levy et al. [136] also observed iso-
lated Mn ions in tetrahedral sites in CdS nanoparticles at
rather large concentrations. This was due to the presence of
an aging layer. They also noted that magnetic interactions
increased in nanoparticles compared to those in the bulk
phase. They observed the variations of luminescence and a
hyperfine structure of isolated Mn ions with a number of
atoms in the aged layer.

Levy et al. [41] have also investigated energy-gap vari-
ation of CdS:Mn nanoparticles with concentration of Mn
Figure 20. Energy bandgap also depends upon temperature
and magnetic susceptibility through
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Figure 20. Variation of bandgap energy with composition for various
particle sizes in the bulk phase and thin films of CdS:Mn. The line is
obtained from the best fit between experimental data and Eq. (2) in
[41]. Reprinted with permission from [41], L. Levy, N. Feltin, D. Ingert,
and P. Pileni, J. Phys. Chem. B 101, 9153 (1997). © 1997, American
Chemical Society.

where !
y� is the magnetic susceptibility, T is temperature,
and y is the concentration of magnetic ion. A�B are con-
stants, dependent on material. The parameter b accounts for
exchange interaction.

Feltin et al. [44] have also measured the susceptibility of
Mn-doped CdS nanoparticles using super conducting quan-
tum interference device (SQUID). They showed that similar
to bulk phase above 60 K, susceptibility followed the Curie–
Weiss law in case of Cd1−yMnyS

X
y� T � = Coy/T +*oy (6)

In Table 4, Co, * and b values along with �Hpp for
two different sizes of particles along with that for the
bulk, are given. The factor b, which is an indication of
increased Mn2+ Mn2+ interaction and *o, the Curie tem-
perature has increased with decreased particle size. It was
also shown that magnetic susceptibility increased with Mn2+

ion concentration, but unlike in Zn1−yMnyS [17], decreased
with decreasing particle size. The comparison of magneti-
zation in 4-nm Cd1−yMnyS nanoparticles and a correspond-
ing bulk phase see Table 3 in the original reference led
to the conclusion that Seff , that is, effective spin values in
nanoparticles, were smaller than in the corresponding bulk.
For Mn2+, maximum spin value can be 5/2. Antiferromag-
netic coupling tends to reduce Seff due to the formation of
spin pairs. This suggests that in Cd1−yMnyS nanoparticles,
Mn2+ Mn2+ interactions become stronger as compared to
the bulk materials of the same composition. Also, for a
given particle size, the interaction increases with increasing
dopant concentration. Interaction also becomes strong, the
lower the temperature. Electron paramagnetic resonance
spectra of Cd1−yMnyS consisted of two parts viz, a hyper-
fine structure consisting of six lines characteristic of tetrahe-
drally bonded isolated Mn2+ ions with a hyperfine splitting
of 69 G. With an increasing Mn2+ concentration, the inten-
sity of peaks decreased and structure disappeared at y = 0�2.
The observed broad peak was due to Mn2+ Mn2+ inter-
actions and peak-to-peak line width �Hpp increased with
decreasing particle size. They further recorded magnetiza-
tion curves at various compositions (0�006 < y < 0�2) for
different sizes of nanoparticles (1.8 to 4 nm). No saturation
in the magnetization was observed either at 3 K or 10 K.
They also found that Seff , that is, the mean spin of Mn2+

ions, was always smaller than 5/2 and decreased in nano-
crystals compared to bulk. This implies that antiferromag-
netically correlated spins are larger in nanoparticles, and for

Table 4. Co[K] and �0 values derived from !−1 extrapolation; varia-
tion of the parameter b derived from simulation of bandgap evolution
by Eq. (3) in the original [44]. Experimental line widths �Hpp are of
Cd0�9Mn0�1S nanoparticles.

�Hpp
Co [K] �0 [emu.g.K−1] b [eV.g.Oe.emu−1K−1] [Gauss]

1.8 nm 0�015 700 1250 400
4 nm 0�03 409 150 182
Bulk 0�03 280 120

Source: Adapted with permission from [44], N. Feltin et al., Adv. Mater. 11, 398
(1999). © 1999, Wiley-VCH.



Doped II–VI Semiconductor Nanoparticles 559

fixed Mn concentration, decreased with decreasing particle
sizes. The Seff also decreases with decreasing temperature
due to near neighbor interactions.

Hoffman et al. [50] have investigated two samples of CdS
nanoparticles (average size 2.5 nm) doped with Mn (∼1%).
Their sample A was having 4-fluorothiophenol and sample
B had triethylphosphate as capping molecules. The distribu-
tion of Mn ions in both the samples differed as was evident
from the differences in the EPR spectra for sample A and
sample B. However, both had six line hyperfine peaks char-
acteristics of isolated manganese ions in tetrahedral sites.
Intense peaks, due to forbidden transitions as well as an
underlying structureless resonance line, were also observed
for both sample A and sample B. They carried out elec-
tron double resonance (ENDOR) measurements on differ-
ent parts of the EPR spectra. Their analysis showed that the
sharp six line pattern could be attributed to manganese ions
located mostly in the center of the nanoparticles, and those
residing in the surface region contributed to the broad ESR
lines.

Effect of Mn Concentration Levy et al. [41–43, 132,
134, 136] have published a series of article on CdS nano-
particles doped with Mn. Using Mn-doped CdS nano-
particles obtained by inverse micelle route of nanoparticles
synthesis, they investigated the effect of doping on the prop-
erties of nanoparticles. They varied the particle size in one
set and the concentration in the other, keeping particle size
constant. The average composition was determined using
energy dispersive spectroscopy (EDS). Structure and size of
the particles was determined using TEM. In the host lat-
tice, Cd and S were tetrahedrally bonded producing zinc
blende structure, and Mn2+ ions were in cationic substitu-
tional sites. The chemical formula could, in general, be writ-
ten as Cd1−yMnyS. Nanoparticles were observed to be quite
stable in solutions for several weeks and as powders for sev-
eral months as far as size, polydispersity, or composition was
concerned.

Energy gap determined [41], using optical absorption
spectra and an effective mass absorption equation [12],
showed an increase with a decreasing particle size, a pic-
ture consistent with a quantum confinement effect in nano-
particles. As shown in Figure 20, a minimum occurred
around 5% Mn doping, even in the case of bulk CdS, but
it became progressively pronounced with decreasing parti-
cle size. It was clear from the same figure that bandgap
does not vary monotonically with particle size. In the same
figure, variation of Mn2+ concentration (y) was also varied
for 1.8 nm, 3.2 nm, and 4.0 nm size along with bulk CdS.
In bulk, the variation in bandgap due to change in concen-
tration was interpreted as due to statistical fluctuations in
crystal potential in an alloy as a consequence of chemical
disorder. However, it is clear from what was shown later by
the same group [44], that there is no correlation between
experimental observation for 3.2 nm sized particles and sim-
ulated curves for different compositions of Mn and energy
gap. Therefore, it was concluded that a minimum in the
bandgap cannot be due to chemical disorder. However, it is
likely that there is a strong interaction between d electrons
of Mn2+ and sp electrons of CdS. In fact, this type of inter-
action is expected to be increasingly stronger with reduction

in particle size. However, they remark that the Mn2+ Mn2+

interactions that take place with decreasing particle size are
not easy to explain and theoretical models in this respect
are needed in the future.

3.4.2. CdS:Zn
Kulkarni et al. [29] investigated nanoparticles of CdS,
Cd0�75Zn0�25S, Cd0�50Zn0�50S, Cd0�25Zn0�75S, and ZnS. As
shown in Figure 21 they find a systematic blue shift of the
PL band from ∼700 nm to 400 nm as composition var-
ied from CdS to ZnS. A similar trend was also noted for
optical absorption. Detailed investigations were also made
of the nanoparticle surfaces by high-resolution, photoelec-
tron spectroscopy using variable photon energy from a syn-
chrotron source.

Temperature dependence of Mn-doped CdxZn1−xS (x =
0, 0.8, and 0.7) nanoparticles has also been investigated by
Bol et al. [137]. Excitation and emission spectra measured at
4 K showed a systematic variation as one goes from CdS:Mn
to Cd0�7Zn0�3S:Mn. Emission around 700 nm was related to
defects in CdS nanoparticles and around 600 nm to Mn2+

intralevels. Interestingly, temperature dependence of a PL
band at ∼600 nm for CdS:Mn2+, Cd0�8Zn0�2S:Mn2+, and
Cd0�7Zn0�3S:Mn2+ followed a similar trend. Thus, increase in
the bandgap due to substitution of Cd ions by Zn ions in
CdS host lattice did not have any influence on the Mn2+-
related emission. This could be well explained by assuming
that after excitation of CdS or Cd1−xZnxS host lattice the
charge carriers are transferred to defect states where they
are transferred to the 4T1 level of Mn2+. The radiative trans-
fer from 4T1 to 6A1 of Mn2+ is therefore rarely influenced
by the host lattice. Decay time measurements supported this
mechanism.

3.4.3. CdS:Co
Cd0�991Co0�009S nanoparticles between 3.5–29.5 nm were
investigated using nuclear magnetic resonance (NMR) by
Ladizhansky and Vega [138]. They observed substantial dif-
ferences with particle size in 113Cd MAS NMR spectra as
shown in Figure 22.
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Figure 21. Photoluminescence spectra of (1) ZnS, (2) Cd0�25Zn0�75S, (3)
Cd0�50Zn0�50S, (4) Cd0�75Zn0�25S, and CdS nanoparticles. Excitation wave-
length of 300 nm was used.
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Figure 22. 113Cd MAS NMR spectra of Cd0�991Mn0�009S nanoparticles
with average diameter D, as indicated in the figure. The spinning speed
was 2.46 kHz. The repetition time was 300 ms in these experiments and
much shorter than the T1 of the main peak. Reprinted with permission
from [138], V. Ladizhansky and S. Vega, J. Phys. Chem. B 104, 5237
(2000). © 2000, American Chemical Society.

3.5. Doped CdSe Nanoparticles

3.5.1. CdSe:Mn
Doping of CdSe nanoparticles by Mn ions has been reported
by Yanata et al. [139]. They observed an interesting effect
viz. a monotonous increase in the energy shift of the
fluorescence with increasing magnetic field strength. This
effect could be explained by considering the interactions of
exciton with Mn2+.

Mikulec et al. [140] also doped CdSe nanoparticles syn-
thesized using a high-temperature chemical route. They per-
formed optical as well as magnetic measurements. It was
shown that dopant atoms resided in surface layers and dra-
matically affected the NMR spectra as shown in Figure 23.
They also detected a new state in optical absorption at a
very low temperature (<3 K), establishing the presence of
an optically dark exciton predicted by Efros et al. [141] in a
CdSe quantum dot.
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Figure 23. Solid state NMR spectra of (a) bulk CdSe, (b) 5.2 nm CdSe,
(c) bulk Cd0�93Mn0�07Se, and (d) Cd0�93Mn0�07Se nanoparticles. Smaller
chemical shift values correspond to higher field strengths. Reprinted
with permission from [140], F. V. Mikulec et al., J. Am. Chem. Soc. 122,
2532 (2000). © 2000, American Chemical Society.

3.5.2. CdSe:Co
In their investigations on doped CdSe with Co ions, Hanif
et al. [142] performed SQUID, Raman, PL, and X-ray
diffraction measurements. They varied the concentration of
cobalt ions (x) from 0 to 0.30 in Cd1−xCoxSe. They noted
that with an increasing concentration of Co2+, which dis-
placed Cd2+ ions, a lattice of CdSe contracted linearly.

4. DEVICES BASED ON
DOPED NANOPARTICLES

There have been some attempts to fabricate light-emitting
device using ZnS:Cu nanoparticles. Que et al. [115] fabri-
cated ZnS:Cu nanoparticles/polymer composite, single-layer
electroluminescent devices. They synthesized ZnS:Cu nano-
particles in an inverse microemulsion by a hydrothermal
route. They used polymethyl methacrylate (PMMA) poly-
mer for embedding the ZnS:Cu nanoparticles. Both PL and
electroluminescence (EL) emission bands were observed
in the 490–530-nm range at R.T. with a large half-width
of ∼60 nm. The peak shapes however, were different for
PL and EL. They also found a low onset voltage for the
ZnS:Cu/polymer composite device fabricated by them with
nearly symmetric I–V characteristic indicating that direc-
tion of an applied bias was not important for the electrical
properties of the device made by them.

Huang et al. [112] synthesized ZnS:Cu particles with an
average size about 3 nm. The size was estimated from tight
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binding calculations. The EL device was fabricated on the
indium tin oxide (ITO)-coated glass substrate. Indium tin
oxide served as an anode on which ZnS:Cu nanoparticles
embedded in polymer were spin-coated to a thickness of
about 50 nm. A 300-nm thick aluminium cathode was
vacuum deposited on this layer. Electroluminescence was
observed at 4 V bias with the EL peak at 430 nm (blue), the
intensity reaching to 15 cd/m2, corresponding to a current
density of ∼100 mA/cm2, at 8 V. The EL peak was shifted
from PL peak, which appeared at 415 nm (blue). This could
be due to a diffusion of Al in a polymer layer, which can
then act as a donor defect. Luminescence can then be due to
a radiative recombination of electrons and holes from both
Al and Cu or the local heating of an emitting layer resulting
in a poor thermal conductivity.

An organic/inorganic multilayer structure in which
ZnS:Mn nanoparticles of ∼3 to 4 nm were used, has been
reported by Yang et al. [143]. They showed that blue light
emitting poly (N-vinylcarbazole), (PVK) and yellow light
emitting ZnS:Mn both contributed to the electroluminescent
emission spectrum. However, their contributions depended
on the applied voltage with increasing PVK emission with
increasing applied voltage. It was shown that variation of
Mn concentration from 0.40 to 2.14 mol % did not have any
effect on the PL peak position or shape.

5. CONCLUSIONS
Doped semiconductor nanoparticles form an interesting
class of nanomaterials. Although a large amount of pub-
lished work is now available on Mn-doped ZnS nano-
particles on various optical and magnetic aspects, research
on other systems like CdS:Mn, rare earth doped nano-
particles, etc. is still in frequent. There still appears to be no
definite understanding of quantum efficiency for photo- and
electro-luminescence in doped nanoparticles. More research
in the future on size effect and concentration effect while
keeping nanoparticle size constant is necessary. Diluted
magnetic semiconductor nanoparticles would be an interest-
ing area of future research due to some observations of giant
magnetic fields and increased magnetic interactions [44, 144]
in the doped nanoparticles.

GLOSSARY
Agglomeration Clustering of particles.
Alkoxide Compounds containing RO group, R = a group
with general formula CnH2n2 with one H-atom removed, e.g.
CH3ONa.
Amphiphilic Substance which has affinity for both water
and oil.
Annealing A heating process in which a substance is
heated at a particular temperature for some time.
Bond-length The distance at which atoms or molecules are
held.
Cathedoluminescence Light emitted by a substance when
hit by electrons. (Also see luminescence.)
Cationic solution A liquid that will provide positively
charged ions to form a compound.

Centrifugation Sedimentation of particles by high speed
rotation of a container with liquid having dispersed particles.
Chemical capping A chemical synthesis process in which
some solid particles are surface passivated so that they do
not coalesce into each other.
Colloids Heterogeneous mixtures of two or more phases
in which one is a dispersion medium e.g. solid particles (one
phase) and other is liquid (dispersed phase).
Co-ordinate number A group of atoms, ions or molecules,
surrounding a given atom, ion or molecule.
Crystal field Splitting of inner orbitals, specially of ‘d’
orbitals of an atom or ion occurs if it is surrounded by
some ions or molecules. Field set up by surrounding ions or
molecules responsible for this splitting is known as crystal
field.
Dark exciton A non-radiative exciton (electron-hole pair
forming an exciton can normally combine giving out
radiation).
Decay time The time taken from initial intensity to an
intensity of l/e after initial excitation.
Deconvolution Splitting into components.
Deep defects Defect states lying well below (closer to
valence band) conduction band.
Direct band gap A direct band gap is said to exist when
transitions of all valence electrons to conduction band (or
conduction band to valence band) is possible without change
of wave vector k.
Direct transition A transition occurring without change of
wave vector k of initial and final state.
Dopant An intentionally added impurity atom/ion.
Doping Addition of some atoms or ions carried out to con-
trol charge or set up some localized energy levels in the
energy gap of a material is known as doping.
Electroluminescence Luminescence occuring due to appli-
cation of an electric field to the substance. Also see lumi-
nescence.
Exciton A bound electron-hole pair.
Flocculation Phenomenon of small particles aggregating
into bigger ones.
Fluorescence Radiation given out by a material after
absorbing some energy.
Hybridization of electronic states A process by which one
can consider different electronic states of nearly same
energy combine to form new electronic states.
Hydrophilic Loving water.
Hydrophobic Hating water.
Indirect bandgap When transition of valence electrons to
conduction band (or other way) cannot take place, unless
wavevector is changed (may be by absorption or emission of
a phonon), indirect bandgap is said to be present.
Indirect transition Transition occurring between initial
and final state with change of wave vector k.
Interstitial site Vacant place between group of atoms/ions/
molecules in a solid.
Ion implantation Deposition of some ions by accelerating
them with high energy (keV to MeV) in a solid.
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Langmuir–Blodgett technique A technique developed by
Langmuir and Blodgett to deposit on a solid substrates reg-
ular arrays of molecules dissolved in some liquid.
Ligand A group of molecules surrounding metal ions.
Local symmetry Geometrical symmetry around an atom,
ion or molecule in a molecule or solid.
Luminescence A phenomenon in which electromagnetic
radiation is given out by an excited substance.
Lyophillic Affinity for solvent.
Magnetic-susceptibility Ability to get magnetized.
Microdomain Regions of few micrometer (10−6 m) sizes.
Monomer Simple, basic group of small number of atoms.
Nanocrystallites Crystalline material with size of few
nanometers (10−9 m).
Nanoreactors Nanometer size region in which reaction
takes place.
Nonradiative recombination Electron and hole can com-
bine without giving out visible electromagnetic radiation.
Organometallic Compound or molecules in which a metal
ion is bonded to organic molecules.
Phosphors Materials giving fluorescence or phosphores-
cence. Fluorescence has said to occur when decay time is
very short (∼10−8 to 10−9 seconds) while phosphorescence
can take place from few milliseconds to seconds.
Photoexcitation Excitation occurring due to incident
photon.
Photoluminescence Luminescence obtained as result of
excitation by incident photons, also see luminescence.
Photon Quantum of electromagnetic radiation travelling at
the same speed as light.
Polar solution A solution or liquid in which molecules
have permanent dipole moments on them, e.g. water.
Polydispersity A material (or powder) having grains or
particles of different sizes.
Polymer A large molecule formed due to repetition of
some group of atoms or monomers. Both synthetic and nat-
ural polymers exist.
Polymerization A process by which monomers or some
basic group of atoms stick together to form a long repeat
unit.
Precursor A chemical useful to form another chemical by
a chemical reaction.
Quantum confinement When an electron and hole pair
are spatially trapped so that their wave functions start over-
lapping, a quantum confinement is said to occur. Size depen-
dent properties start appearing when quantum confinement
occurs.
Quantum efficiency for luminescence Ratio of photons
emitted to that of absorbed.
Quantum dot A particle showing quantum confinement or
size effects.
Radiative transfer Transfer of energy by emitting radia-
tion.
Recombination In an excitation process by incident pho-
ton, electron or application of electric field, an electron-
hole pair is formed which combines again with certain
probability.

Reverse micelles At high concentration of amphiphilic
monomers they aggregate forming micelles, in which polar
hydrophilic heads are outside. Reverse micelles trap water
inside with their polar heads inside and tails floating in
liquid.
Saturation threshold A value above which saturation of a
process occurs that is further input has no effect.
Shallow impurity level Impurity levels formed close to
conduction band minimum in an energy gap.
Sol–gel A jelly like dispersion with colloidal particles.
Sphalerite A zinc-blend or ZnS type of crystalline
structure.
Substitutional site An impurity atom/ion can occupy
under certain conditions the position of atom/ion in a crys-
talline solid.
Surface traps Atoms or ions in surface region are deficient
of coordinating atoms or bonds. They can readily trap or
catch a charge or atom/molecule and are known as surface
traps.
Surfactants Surface active agents and can wet and lower
surface tension. Some surfactants help to protect the sur-
faces and avoid coalescence between particles.
Synchrotron radiation An accelerated charged particle
produces electromagnetic radiation.
Tetragonal A structure in which two unit cell sides are
equal but third side is different. All the angles between crys-
tal sides are 90�.
Turbid Muddy, not clear or disordered.
Ultrasonic treatment A treatment using ultrasonic waves.
Ultra sonic waves are sound waves with frequencies above
20,000 Hz.
Viscous With less fluidity.
Wurtzite A hexagonal crystalline structure.
Zeeman splitting Splitting of energy levels of an atom
under the application of magnetic field.
Zeolite Kind of hydrated aluminosilicates. They occur nat-
urally and also synthesized to exploit their porous structure.
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1. INTRODUCTION
Phthalocyanine (H2Pc) and porphyrins (H2P) are macro-
cyclic aromatic compounds forming complexes of differ-
ent structures with metals. Cations with a large radius
and coordination number give complexes of nanostructures
M(HPc)(Pc) (1), M(Pc)•2, and M2(Pc)3 (2) more readily than
those of planar structure M(Pc) or (X)n−2M(Pc) (3) (X, axial
ligand of acido type in the inner coordination sphere; n,
formal charge of the metal cation). This relates first of all
to lanthanides and actinides, which are the subject of this
review. Metallophthalocyanines have very stable coordina-
tion bonds, in contrast to the great majority of complexes
of other known ligands. Synthesis of metallophthalocyanines
with sandwich structure was described for the first time in
1965 [1] and then in 1971 and 1974 [2, 3]. The double-decker
structure of diphthalocyanine complexes of lanthanides was
confirmed with X-ray crystallography data for NdPc2 [4].
According to these data, the Nd atom in the molecule is situ-
ated between two parallel phthalocyanine ligands, which are
turned to 45� about each other. Each of the eight Nd-N bond
distances is equal to 2.39–2.49 Å. One of the phthalocyanine
ligands has a saucer-like conformation and the other is pla-
nar. At present there is also information about the structures
of Ga(Pc)2 [5], ErIII(Pc)2 [6], CeIV(Pc)2 [7], and others. Data

on sandwich complexes whose structure has been studied
by X-ray crystallography are listed in Table 1. As for triple-
decker phthalocyanine complexes, there are structural data
only on In2(Pc)3 [35] and Lu complex with tetra-15-crown-5-
phthalocyanine (Fig. 1) [36]. The central ligand in the latter
is turned to 43.7� about external ligands. The average dis-
tance between macrocycle planes is 2.923 Å. Lu ions are
localized between the ligands. The average distance between
Lu atoms and coordinating N atoms of the external ligands is
2.305 Å. Analogous distances to the central ligand N atoms
are much larger (2.560 Å). Several sandwich complexes with
porphyrins and those with different phthalocyanine and por-
phyrin macrocycles in one and the same molecule (het-
eroleptic compounds) were described as well [53] (Table 1).
The results of the cited works prove the molecular struc-
ture of both double-decker and triple-decker phthalocya-
nine and porphyrin complexes of rare-earth metals. On the
whole, data for triple-decker complexes are not numerous,
whereas double-decker complexes have been studied inten-
sively [54–56]. Basic spectral and applied properties of the
complexes have been investigated [57, 58]. From the point
of the possibility of practical use of the compounds, their
stability to chemical, thermal, and photochemical influence
is very important. The present work is a review of pub-
lications of recent decades on double- and triple-decker
phthalocyanines and porphyrins, where special attention is
given to the synthesis, structure, and spectral characteristics
of the compounds, as well as to ways of increasing complex
stability.

2. ACIDO PHTHALOCYANINE
METAL COMPLEXES (X)n−2M(Pc)

Phthalocyanine complexes with (X)n−2M(Pc) composition
for cations able to from double and triple deckers with the
Pc2− dianion as well are under consideration in this section.
These are cations of group IV of the periodic table and
those of the rare earth elements.
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Table 1. Structural data for double- and triple-decker phthalocyanines/
porphyrins.

Compound T (K) Ref.

Ga(Pc)2 295 [5]
InIII(Pc)2 298 [8]
SnIV(Pc)2�-form 295 [9]
SnIV(Pc)2 monoclinic �-form 300 [10]
BiIII(Pc)2 · CH2Cl2 208 [11]
�TiIV�Pc+•�2� [I3]0	66 113 [12]
ZrIV(Pc)2 295 [13]
Y(Pc)2 · CH2Cl2 173 [14]
LaIII(Pc)2 · CH2Cl2 243 [15]
�Ph3PNPPh3�[LaIII(Pc)2] 293 [16]
CeIV(Pc)2 295 [7]
�CeIV�Pc�2��BF4�0	33 295 [17]
Pr(Pc)2 �1 phase 295 [18]
Pr(Pc)2 
-phase 295 [19]
�PrIII�Pc�2��Br3�0	75 295 [20]
Nd(Pc)2 295 [21]
Nd(Pc)2 
-form 296 [22]
Nd(Pc)2 
-phase 295 [23]
Nd(Pc)2 �-phase 295 [24]
�Bu4N��NdIII�Pc�2� 296 [25]
�SmIII�Pc�2��Br�1	45 295 [26]
�SmIII�Pc�2��ClO4�0	63 295 [26]
�Bu4N��GdIII�Pc�2� 296 [25]
�Ph3PNPPh3��GdIII�Pc�2� · 0	3H2O 293 [16]
�Bu4N��HoIII�Pc�2� · H2O 296 [25]
ErIII(Pc)2 293 [6]
�Ph3PNPPh3��TmIII�Pc�2� · 1/2H2O 293 [16]
LuIII(Pc)2 · CH2Cl2 293 [27]
LuIII(HPc)(Pc)2 173 [28]
�Bu4N��LuIII�Pc�2� · H2O 296 [25]
�Bu4N��LuIII�Pc�2� · 2C3H7NO 173 [28]
LuIV(Pc)2 �-phase 295 [29]
ThIV(Pc)2 295 [30]
ThIV(Pc)2 295 [31]
ThIV(Pc)2 295 [24]
ThIV(Pc)2 295 [32]
ThIV(Pc)2 · C7H8 248 [32]
ThIV(Pc)2 · C7H8 248 [33]
�ThIV�Pc�2��SbCl6� · 2C7H8 · CH2Cl2 295 [32]
�ThIV�Pc�2��SbCl6� · 2C7H8 · CH2Cl2 295 [33]
UIV(Pc)2 295 [34]
UIV(Pc)2 295 [30]
InIII

2 (Pc)3 300 [35]
Lu2(tetra-15-crown-5-Pc)3 295 [36]
ZrIV(OEP)2 · 2C2H6OS 173 [37]
ZrIV(TPP)2 · CH2Cl2 300 [38]
ZrIV(TPP)2 · CH2Cl2 300 [39]
ZrIV(TPP)2 · 4H2O 295 [40]
�ZrIV�TPP+•�2��SbCl6�2 · 3CH2Cl2 295 [41]
�ZrIV�TPP+•/2�2��SbCl6�2 · 3CH2Cl2 173 [41]
ZrIV(5,10,15,20-tetraaza-OEP)2 213 [42]
CeIV(OEP)2 173 [43]
EuIII(OEP)2 173 [44]
Th(TPP)2 · C7H8 298 [33]
�Th�TPP�2��SbCl6� · 2C7H8 · CH2Cl2 298 [33]
ZrIV(OEP)(5,10,15,20-tetraaza-OEP) 213 [42]
LaIII�Pc��TPP� · 2CH2Cl2 173 [45]
�LaIII�Pc��TpyP���OH� · CHCl3 · CH3OH 295 [46]
CeIV�OEP��TPP� · 1	5C5H5N 173 [47]

continued

Table 1. Continued

Compound T (K) Ref.

CeIV�TPOMeP��Pc� · 2CHCl3 · nC5H12 173 [48]
�CeIV�TPP�+•�Pc���SbCl6� 173 [48]
SmIII�OEP��H��TPP� · C7H8 295 [49]
�GdIII�Pc��TPP���SbCl6� · 2CH2Cl2 · H2O 173 [45]
CeIII

2 (OEP)3 · C6H3Cl3 295 [43]
(TPP)CeIII(2,3,9,10,16,17,23, 173 [50]

24-octamethyl-Pc)CeIII�TPP� · 6CH2Cl2

(Pc)CeIII(TPOMeP)CeIII�Pc� · 2C7H8 173 [50]
(Pc)NdIII(Pc)NdIII�TPOMeP� · 2C2H4Cl3 295 [51]
(TPP)CeIII(Pc)GdIII�OEP� · C6H5Cl 295 [52]
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Figure 1. X-ray structure of triple-decker Lu complex with tetra-15-
crown-5-phthalocyanine. Reprinted with permission from S. I. Troyanov
et al., Dok. Akad. Nauk. 367, 644 (1999).
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2.1. Synthesis

Template synthesis from phthalic acid and its derivatives
[59] (phthalodinitrile, phthalimid, phthalic anhydride) in the
presence of a complexing atom (Scheme 1) is a universal
method of metallophthalocyanine synthesis including met-
allophthalocyanine acido-complexes. Independently of the
nature of the reagent, the synthesis is always going through
the stage of phthalic acid dinitrile formation. Metals and
their salts and oxides could be used as complexations.

The final stage includes grouping around the metal ion
of bipolar iminoisoindoline ions, which closes the cycle. The
reaction proceeds in a melt of dry reagents by caking or in
a high-boiling solvent: nitrobenzene, 1-chloronaphthalene,
o-dichlorobenzene, or ethylene glycol [60].

When a metal was used as a matrix the extra-complexes
of tin (X)2Sn(Pc) were obtained [59]; from chlorides of
metals M(III) and M(IV) the extra-complexes (Cl)In(Pc),
(Cl)2Zr(Pc), and (Cl)2Hf(Pc) were synthesized [61].

The described template synthesis of metallophthalo-
cyanine acido-complexes (X)n−2M(Pc) demands a long,
high temperature influence on the reaction mixture. Dur-
ing electrochemical template assembly of metallophthalo-
cyanines M(Pc) [62], the reaction proceeds in organic
solvents (dimethylformamide (DMF), absolute ethanol) at
room temperature. Using UO2+

2 as a complexating agent in
methanol led to H2Pc formation [62].

Metallophthalocyanines can be obtained by the reaction
of Li substitution in Li2(Pc) by another metal in ethanol
solution in the absence of moisture to prevent the hydroly-
sis of initial metal salts. When using SnCl2 or ThCl4, which
undergo hydrolysis, H2Pc is the final product [60].

Complexes of the rare earth elements (Y, Sc, lanthanides
from La to Lu besides promethium) with phthalocyanines
can have a composition of 1:1, 2:1, 1:2, or 2:3. Monoph-
thalocyanine complexes (1:1 and 2:1) are obtained [63] by
substitution reaction from Li2(Pc). Reaction with lanthanide
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Note: When diiminoisoindoline using the urea presence is not necessary.

�-diketonate occurs in boiling dry organic solvent, such as
methanol, tetrahydrofuran, or acetone. Depending on the
reagent ratio, the lanthanide, and the nature of the solvent,
complexes with a 1:1 or 2:1 composition can be obtained
(Scheme 2).

Authors of the present review synthesized complexes of
lanthanides (X)Ln(Pc) from Li2(Pc) and the correspond-
ing lanthanide salts in boiling dimethyl sulfoxide (DMSO)
according to the method of [63]. This method is charac-
terized by high yield of the complexes (about 90%) and is
simple in realization [64]. Li2(Pc) and chloride or acetate
of lanthanide in a 1:2.5 mole ratio were refluxed in DMSO
for 15–20 min, depending on Ln. The reaction mixture was
cooled and diluted with a double volume of water. The sed-
iment obtained was filtered, washed with water, and dried
in air. Li2(Pc) was synthesized from H2Pc and butyl lithium,
and H2Pc from o-phthalodinitrile [63].

In contrast to lanthanide phthalocyanine complexes of
different compositions, it is much more difficult to obtain
phthalocyanine complexes of cations of metals of groups III
and IV of the periodic table with high yield. Chloride extra-
complexes of In, Zr, and Hf were synthesized from 1,3-
diiminoisoindoline [61]. The simplest method of (Cl)2M(Pc)
(M = Sn, Zr, Hf, Ti, or Pb) synthesis is interaction of
a metal chloride with o-phthalodinitrile, leading to diph-
thalocyanines of metals in 64% yield [65]. It is established
in the cited work that monophthalocyanine complexes are
formed as intermediate compounds of the reaction. To
obtain (Cl)2M(Pc) as a desired product, the reaction of
o-phthalodinitrile with a metal salt must be carried out at a
1:5 mole ratio of the reagents at 473 K for 30 min.

2.2. Spectroscopic Characterization

In contrast to phthalocyanine d-metal complexes, those
of lanthanides ((X)n−2Ln(Pc)) are soluble in organic sol-
vents (Table 2). UV-vis spectra of lanthanide complexes are

Li2Pc + M(Acac)3
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Table 2. Long wave absorption band position in UV-vis spectra of (X)Ln(Pc), max.

Solvent (OAc)TbPc (OAc)DyPc (OAc)HoPc (OAc)ErPc (OAc)TmPc (Cl)YbPc (OAc)LuPc

DMSO 676.9 674.9 678.6 674.6 673.4 677.5 673.8
DMF 669.7 671.1 672.6 — 671.6 670.8 665.3
Benzene 671.5 671.9 672.6 672.6 677.5 674.3 674.3
Acetone 667.9 667.8 670.2 666.8 666.7 666.7 663.1
Pyridine 675.2 675.4 674.4 674.4 675.7 674.4 674.4
Benzonitrile 719.1 720.5 719.0 719.0 718.4 716.9 714.9

691.2 690.6 691.2 691.2 691.2 691.2 691.2
Acetonitrile 669.0 669.0 663.0 669.0 663.1 669.0 669.0
CHCl3 675.2 671.6 671.3 676.8 675.7 676.7 675.3
�C2H5�2O 668.1 669.6 668.2 667.1 670.2 667.8 667.8

Values are in nanometers.

similar as a whole to M(Pc) spectra (Table 3, Fig. 2). A typi-
cal UV-vis spectrum of metal phthalocyanine in organic sol-
vent has a long-wave maximum I in the region 670–700 nm
(� → �∗ transition [66]) and its oscillation component of
lower intensity at about 610 nm. An intensive Soret band is
disposed at 330–390 nm. For the raw lanthanides the UV-vis
spectra show low dependence on Ln and acido-ligand nature
(Table 2). Thus complexes with 1:1 composition differ from
double and triple deckers, which will be considered next.
The data in Table 2 show a notable solvatochromic effect in
the UV-vis spectra of (X)n−2Ln(Pc).

It is established experimentally that (X)n−2Ln(Pc) gives
molecular solutions in ethanol and other coordinating
solutions when the complex concentration is 10−4 to
10−5 mole/liter. The independence of long-wave absorp-
tion band position of metal and acido ligand nature points
to the existence of coordinationally saturated particles
[(Solv)n−2Ln(Pc)]+ in the solution, where n is the maximum
coordination number of Ln in the given conditions. This
makes ethanol a fit medium for investigating the dissociation
of complexes in the presence of acid.

Table 3. UV-vis spectra of metallophthalocyanines with 1:1 composition.

max (nm) (log �)

(X)n−2M(Pc) Solvent I II III Soret Ref.

Zn(Pc) Pyridine 672 646 607 348 [67]
(5.45) (4.56) (4.59) (4.81)

(Cl)In(Pc)a Nitrobenzene 700 629 605 365 [68]
(4.93) (4.25) (3.57) (3.50)

(Cl)2Sn(Pc) 1-Chloronaphthalene 701 363 [69]
(OH)2Ti(Pc) Benzonitrile 701 631 387 [69]
(Cl)2Zr(Pc) DMF 678 [70]
(Cl)2Hf(Pc) DMF 678 [71]
(Cl)Nd(Pc) o-Dichlorobenzene 673 — 610 344 [72]

(4.98) (4.40) (4.65)
(Cl)Lu(Pc) o-Dichlorobenzene 672 — 606 344 [72]

(4.97) (4.25) (4.54)
(OAc)Lu(Pc) CH2Cl2 673 645 608 342 [27]

(5.14) (shoulder) (4.32) (4.67)
(Acac)2Th(Pc) Benzonitrile 684 — 617 353 [73]

(5.32) (4.60) (4.80)
(Acac)2U(Pc) Benzonitrile 689 — 620 351 [73]

(5.22) (4.53) (4.76)

a There are also absorption bands at 668 (4.15) and 585 (3.40) nm.

2.3. Structure

The composition and structure of metallophthalocyanines
complexed with elements of the main third group of the peri-
odic table can be expressed by the general formula (X)M(Pc)
(X = monovalent anion) or (Y)[M(Pc)]2 (Y = divalent
anion). Until now only a few crystal structures with trivalent
metals have been described [27, 35, 74, 75]. Unfortunately,
many of the polymorphs of phthalocyanines are difficult to
grow in large enough crystals for single-crystal analysis. How-
ever, the structure of such a crystal could be obtained from
powder X-ray diffraction data by Rietveld analysis [76–78].

According to data of [74, 78], the metal atom in (X)M(Pc)
(M = Al, Ga) is moved from the plane of four N-iso (N-iso,
isoindole N atom) toward an acido-ligand; the distance
depends on X and M. Positional parameters of (OH)Ga(Pc)
and (Cl)Ga(Pc) with respect to the triclinic axes made by
Rietveld analysis are discussed in [78], and the nonplanar
structure of the molecules in the crystals is obtained.

In the complexes of M(IV) with trans-positioned acido-
ligands, the metal atom is situated in the center of the



Double- and Triple-Decker Phthalocyanines/Porphyrins 569

A

0.6

0.8

0.2

λ, nm

0.4

Figure 2. UV-vis spectra of (OAc)n−2Ln(Pc) in ethanol. I
max for com-

plexes of metals (nm): Tb, 670.6; Dy, 671.1; Ho, 670.6; Er, 671.0; Tm,
670.2; Yb, 670.6 ((Cl)Yb(Pc)); Lu, 669.7.

macrocycle plane. For example, in the tin phthalocya-
nine complex, the Sn atom is in the center of a square
with a side of 2.78 Å, which is made by the isoindole
nitrogens of the phthalocyanine ring [79]. The coordi-
nation center in [(I)(Py)IrIII(Pc)] · Py has an analogous
structure. IrIII is in the center of a slightly distorted phthalo-
cyanine ligand and coordinates pyridine (Py) and iodide in a
trans-arrangement. The average Ir–N-iso distance is 1.995 Å;
the Ir–NPy and Ir–I distances are 2.102 and 2.657 Å, respec-
tively [75]. In lutetium(III) monophthalocyanine derivative,
[(H2O)2(OAc)LuIII(Pc)] · H2O · CH3OH, the coordination
geometry is again a slightly distorted square antiprism [27].
The donor atoms consist of the four isoindole nitrogens of
the phthalocyanine ring, two oxygen atoms of one acetate
anion, and two oxygens of two water molecules. The acetate
anion and two water molecules are at one and the same side
of the macrocycle. The four Lu–N-iso bond distances range
from 2.333 to 2.359 Å with a mean value of 2.345 Å. The
four isoindole nitrogen atoms of the phthalocyanine ring are
coplanar. The Lu atom lies 1.26 Å away from the four N-iso
mean plane.

2.4. Properties

A varying acido-ligand nature could change the stability of
the coordination compounds of this type. Our investigations
were carried out in two ways: for complexes of one and the

same metal (Gd) with a set of acido-ligands X− (Cl−, Br−,
AcO−) and for acidophthalocyanine complexes of different
metal cations of one type (lanthanides) with one and the
same X−. In the last case correlations between parameters
of the complexes and chemical-physical parameters of the
complexation atoms could be obtained, allowing the estab-
lishment of the type of donor-acceptor bonds and contribu-
tions to complex stability.

[(C2H5OH)n−2Ln(Pc)]+ dissociation in mixtures of
ethanol with 15–60% AcOH leads to formation of H2Pc
soluble in the reaction mixture; sediment formation is not
observed during the reaction process:

��C2H5OH�n−2LnPc�+ + 2C2H5OH+
2

→ H2Pc + �Ln�C2H5OH�n�
3+ (1)

The rate constant of (X)n−2Ln(Pc) dissociation at stan-
dard temperature 298 K k298 is the main fundamental char-
acteristic of the complex stability in the absence of data on
equilibrium constants of the reaction [59, 80]. When obtain-
ing the real k298 values is impossible, the observed value k298

obs
for one and the same composition of the acid solvent simul-
taneously acting as a reagent could be used.

k298
obs values for (X)n−2Ln(Pc)-derived extrapolation kobs

temperature dependence change nonlinearly with changing
AcOH content in a wide range of the mixed solvent com-
positions (Fig. 3). For labile complexes of phthalocyanine
with lanthanum subgroup lanthanides, the k298

obs − f (C0
AcOH)

dependence is linear from 0 to 2.5 mol/liter AcOH concen-
tration in ethanol. In this case a value of the tangent of the
inclination angle of a straight line in k298

obs − f �C0
AcOH) coor-

dinates can be used as a universal (with regard to mixed
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Figure 3. Dependence of dissociation rate constants of (X)M(Pc) on
initial AcOH concentration. M: 1, Tb; 2, Dy; 3, Ho; 4, Er; 5, Tm; 6,
Yb; 7, Y. Reprinted with permission from [80], T. N. Lomova and L. G.
Andrianova, Zh. Neorg. Khim. 39, 2011 (1994).
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solvent composition) criterion of the complex stability. This
value is proportional to k: Ka × k, where Ka is the acid
ionization constant of AcOH in ethanol. The tangent of
the inclination angle of the tangent line to the curve on
Figure 3 (tg 
), drawn through the origin, has the same
meaning as the Ka × k parameter in the case of phthalocya-
nine complexes with elements from La to Gd. Thus, making
use of tg 
 values proportional to the k value for Tb-Lu
phthalocyanine complexes, we obtain the dependence of the
physical-chemical parameter of the complex from the lan-
thanide ordinal number (Z) through the entire row (Fig. 4).
According to Figure 4 data, the phthalocyanine lanthanide
stability changes with Z growth through a concave curve with
“gadolinium fracture” directed down. It must be pointed
out that k298

obs dependence from Z for one and the same
solvent composition is analogous (Fig. 4). In spite of the
complex composition of the investigated compounds, the
dependence under consideration has a “canonical” type in
a whole [81] and is analogous to the dependencies obtained
when stability constants for Ln3+ complexes with chelate and
simple molecular ligands are studied. It is known [81, 82]
that “gadolinium fracture” is connected with peculiarities of
Ln3+ f -shells and is determined by contributions of spin and
orbital angular moments of quantity of motion of the base
states of lanthanide cations. Detailed analysis of the depen-
dency in Figure 4 (curve 1) shows that in addition to the
presence of partially filled f -orbitals in (X)Ln(Pc), the non-
monotonous character of complex stability change in the
lanthanide row is connected with the action of supplemen-
tary factors in the cases of complexes of Ce3+ and Tb3+.
The sharp increase in kinetic stability at the beginning of
every subgroup—from La to Ce and from Gd to Tb—
indicates participation of 4f 1 and 4f 8 electrons in dative �-
connection Ln→N in the complex. This could be connected
with striving of the pointed atoms in the complexes for stable
f 0 and f 7 configurations correspondingly and with the pres-
ence of vacant �-orbitals of low energy in the macrocycle.
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Figure 4. Dependence of lg(Ka × k) (1) and pk298
obs in ethanol–25%

AcOH (2) from lanthanides number (for La-Nd complexes k298
obs values

in ethanol–1% AcOH is presented). Reprinted with permission from
[80], T. N. Lomova and L. G. Andrianova, Zh. Neorg. Khim. 39, 2011
(1994).

The considered data show that phthalocyanine complexes
of rare-earth elements are not pure ionic complexes. Cova-
lent contribution to donor-acceptor interaction is carried
out with the participation of 4f -orbitals as well as external
s-orbitals. The last is proved by comparison of the stability
of complexes of M3+ cations with a closed s2p6 outer shell
without f orbitals (Al3+, Sc3+, Y3+) and complexes of La3+,
Gd3+, Lu3+ cations with f 0� f 7, and f 14 electron configura-
tion. The stability series, made with the help of data on the
acidity of media where the complexes dissociate at a mea-
surable rate [80, 83], is Al > Sc > Y > La < Gd < Lu. The
complexes in the series are settled as Z increases. Deviation
from monotony for Gd and Lu complexes is obviously con-
nected with the so-called f -effect [84], which is a decrease
in energy of the outer s-orbitals and their participation in
the formation of covalent bonds with the ligand orbitals.

Dependence of the dissociation reaction rate of gadolin-
ium phthalocyanine complexes with a set of different
acido ligands X− upon the X− nature is evidence of the
acido ligand presence in the first coordination shell of
gadolinium(III). The dissociation rate increases in a series,
�OAc�Gd�Pc� < �Br�Gd�Pc� < �Cl�Gd�Pc�, corresponding
to a parameter of electronegativity of donor atoms of X−.
Thus the complex stability could be changed in a necessary
direction by acido ligand change.

The second process of complex stability increase is con-
nected with high phthalocyanine macrocycle polarizability,
which allows change in the complex stability through intro-
duction of the substituents to benzene rings [85]. However,
a maximum effect of the change in metallophthalocyanine
stability could be achieved by coordination center steric
screening, that is, going from (X)n−2M(Pc) to more complex
compounds.

3. PHTHALOCYANINE
DOUBLE DECKERS

3.1. Synthesis

Diphthalocyanines of lanthanides could be obtained in two
forms: a mono-proton form, Ln(HPc)(Pc), where the tree-
charged Ln3+ cation replaces three protons of NH bonds
and the fourth proton remains unsubstituted or in oxidized
radical form, Ln(Pc)•2, where one �-electron is moved off
and the H atom is absent [86, 87].

A mixture of (X)Ln(Pc), Ln(HPc)(Pc) (or Ln(Pc)•2), and
Ln2(Pc)3 (1–3) complex compounds with different contents
of individual complexes, depending on the nature of the
metal, is obtained when lanthanide phthalocyanines are syn-
thesized according to traditional methods [86, 88, 89], that
is, when o-phthalodinitrile is heated with a rare-earth metal
salt in a 8:1 mole ratio at 563 K. In [90], with a sample
of Lu complexes, it is shown that the optimum conditions
for synthesis of metallophthalocyanines with double-decker
structure from substituted o-phthalodinitrile (dicyanobenzo-
15-crown-5) are the following: caking of Lu(OAc)3 · 4H2O
with substituted dinitrile in a 1:8 ratio at 538 K for
40 min. The yield of the Lu double-decker complex is
35%. The radical structure of the compound (Lu(tetra-
15-crown-5-Pc)•2) is established on the basis of its UV-vis,
infrared (IR), and electron paramagnetic resonance (EPR)
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spectroscopy investigations. If the pointed conditions are
disturbed, H2(crownPc) and monophthalocyanine complex
(OAc)Lu(crownPc) appear in the products of the synthesis
as well.

Another form of double-decker lutetium complex (pro-
tonated form Lu(HPc)(Pc), described for the first time in
[90]) is obtained in [28] by a multistage synthetic pro-
cedure. A solution of [Lu(Pc)2][Na⊂18c.6] was prepared
with 20 mg (7	5 × 10−2 mmol) of 18-crown-6 and 100 mg
(20 mmol) of sodium hydride (dispersion in oil) for 80 mg
(6	7× 10−2 mmol) of green Lu(Pc)2, and chlorobenzene was
used as a solvent. After filtration, 10 ml of methanol was
added to 50 ml of the solution. Concentration under vacuum
and subsequent addition of pentane led to blue crystals of
Lu(HPc)(Pc) [28]. The green form of Lu diphthalocyanine,
Lu(Pc)2, which has a sandwich structure with one phthalo-
cyanine ring oxidized in a radical cation, was prepared from
Lu(OAc)3(H2O)x by procedures published in [27].

One of the authors of the present review investigated
[91] the influence of o-phthalodinitrile:Ln salt ratio on the
yield of double- and triple-decker metallophthalocyanines in
a single-stage reaction (template synthesis) for the whole
lanthanide series (except Pm) and Sc and Y. The goal of
the work was to obtain phthalocyanine complexes of dou-
ble and triple structure with optimal yields in one and the
same reaction. The maximum Ln2(Pc)3 yield is achieved in
the reaction of o-phthalodinitrile with a rare-earth metal
chloride in a 6:1 mole ratio at 563 K for 1 h. Diphthalo-
cyanines of lanthanides (Ln(HPc)(Pc)) are almost always
present as the products of the synthesis. Ln2(Pc)3 yield
decreases from the beginning to the end of the lanthanides
raw, whereas Ln(HPc)(Pc) yield changes in a reverse suc-
cession. For example, for Yb complexes the yield of double
decker is 19.1% and that of triple decker is 10.3%. For Nd
complex the triple decker is the only product of the syn-
thesis. After the reaction mixture was cooled, double and
triple deckers could be divided by dissolving in dimethyl
flouride (DMF) and preparative chromatography procedure
on Al2O3. Two well-divided zones of green and blue colors
were observed.

A simple method of synthesis of double-decker phthalo-
cyanine complexes with microwave irradiation has been sug-
gested [92]. In this work rare-earth phthalocyanines were
produced from tetrahydrated Tb, Dy, and Lu acetates
and different phthalic acid derivatives. The attempts were
focused on the production of individual mono- and bis-
phthalocyanines by varying the phthalogen:salt ratio (4:1,
8:1, 12:1) and the time of synthesis. With increasing time
of synthesis the proportion between mono- and diphthalo-
cyanine yields is shifted toward the diphthalocyanine. The
activity of phthalogenes increases slightly in the order
phthalic acid < phthalic anhydride < phthalimide, but the
main final product was monophthalocyanine, even if the
reagents were taken in the ratio optimal for diphthalocya-
nine synthesis. However, the reaction with phthalodinitrile
as a precursor gives diphthalocyanine as the main final prod-
uct, which was formed even at a phthalodinitrile:salt ratio of
4:1. Thus, depending upon the nature of the phthalogen, its
proportion to the metal salt, and the duration of microwave
irradiation, it is possible to control the yield of the final

products. The yield of the tert-butyl-substituted phthalocya-
nines of rare-earth elements under microwave irradiation
was much smaller than that of unsubstituted phthalocyanine
analogues. The yield of unsubstituted diphthalocyanines syn-
thesized from rare-earth acetates was 7–10 times higher than
that of tert-butyl phthalocyanines and accounted for more
than 70%.

LnPc•2 [93] can be synthesized [54, 86] by the interaction
of 10 g of o-phthalodinitrile with 1 g of lanthanide acetate at
560–570 K for 1 h. The blue-green product is kept in a vac-
uum at 620 K for 1 h and then dissolved in DMF (150 ml)
with the addition of hydrazine hydrate. The solution is fil-
tered and undergoes electrolysis with constant current in
a cell with a graphite cathode and Pt anode. The crystals
obtained are filtered, washed with acetone, and dried at
370 K in air.

As for other tree-charged metal cations, the synthesis of
a double-decker complex of InIII has been described [8].
Indium diphthalocyanine was prepared from InMg alloy and
o-phthalonitrile in 1:2 weight proportion, mixed together,
and pressed into pellets. The pellets were inserted into an
evacuated glass ampule and sealed. The ampule was heated
at 483 K for 1 day, which yielded good quality blue-violet
rectangular crystals with an edge up to 1 mm and a blue
polycrystalline material. The polycrystalline material was
identified as MgPc.

Double-decker phthalocyanine complexes of four-charged
metal cations (Zr(IV), Hf(IV) [65], Th(IV), U(IV) [54])
have been synthesized. It was found [94] that the heating of
a reaction mixture consisting of phthalodinitrile and hafnium
and zirconium salts at 523–553 K for several hours was nec-
essary for the formation of sandwich-like complexes of these
metals. In [92] this reaction was accomplished over a few
minutes under exposure to 650–700-W microwave irradia-
tion, and the amount of by-products was lower, which made
the final purification simpler. A single purification proce-
dure with the use of column chromatography gives individ-
ual compounds with a high degree of purity, as is evident
from thin-layer chromatography, elemental analysis, and UV
and visible spectra.

U(IV) phthalocyanine double-decker was obtained in [54]
by a method that was slightly modified from one described
earlier in [95]. Three grams of Na2(Pc) and 0.9 g of UCl4
were allowed to react in boiling 1-chloronaphthalene (30 ml)
for 12 h. The solution was filtered while hot, and, after
cooling, the solid was precipitated from solution with hep-
tane. The yield of U(Pc)2 was 0.25 g (7.4%). The Th(IV)
diphthalocyanine complex was obtained by the same method
[54]. In a typical experiment, 3 g of Na2(Pc) and 1.72 g of
ThCl4 gave 0.18 g of Th(Pc)2 (6.2% yield).

It is evident that template synthesis is the main method of
synthesis of double-decker phthalocyanine complexes. The
reaction of complexation of H2Pc, prepared before, with
metal salts is of minor significance.

3.2. Spectroscopic Characterization

Electron absorption spectra of stable Ln diphthalocyanines
in concentrated sulfuric acid (Table 4) have one wide band
in the region of 400 nm. max in 17.7 M H2SO4 changes
from 443 nm for the Pr complex to 395 nm for Tm, Yb,
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Table 4. Position (max) and intensity (log �) of adsorption bands in Ln(Pc)•2 UV-vis spectra in 17.7 M H2SO4.

max nm (log �)

Diphthalocyanine I II III IV V VI VII

Pr(Pc)•2 837 775 745a 690a 443 305 250
(5.16) (5.02) (4.51) (4.90)

Nd(Pc)•2 837 775 745a 690a 442 305 250
(5.11) (4.96) (4.47) (4.85)

Sm(Pc)•2 — 783 — — 410 — 250
(3.26) (4.32)

Eu(Pc)•2 — — — — 410 — 250
(4.00)

Gd(Pc)•2 — — — — 407 315a 250
(4.00)

Tb(Pc)•2 — — — — 397 285 250
(4.43) (4.78)

Dy(Pc)•2 — — — — 397 287 250
(4.52) (4.79)

Ho(Pc)•2 — — — — 397 287 250
(4.50) (4.77)

Er(Pc)•2 — — — — 397 287 250
(4.26) (4.50)

Tm(Pc)•2 — — — — 395 285 253
(4.60) (4.85) (5.03)

Yb(Pc)•2 — — — — 395 285 253
(4.63) (4.88) (5.04)

Lu(Pc)•2 — — — — 395 285 253
(4.60) (4.83) (4.99)

Note: Intensity (log �) is in parentheses.
a Shoulder.

and Lu complexes. Such absorption bands are absent from
the spectra of monophthalocyanine complexes and are con-
sidered a reliable indicator of phthalocyanine complexes of
double-decker structure.

When the Ln(Pc)•2 (Ln = Pr, Nd, Sm) concentration in
sulfuric acid solution is increased from 2 × 10−5 to 1 ×
10−4 mol/liter, the UV-vis spectrum changes (Fig. 5, com-
pare curves 11 and 1). The absorption band of the diph-
thalocyanine Ln(Pc)•2 (420 nm) is shifted bathochromically
and decreases in intensity with increasing complex con-
centration. High-energy absorption bands (838, 775 nm)
become more intensive. This spectrum is characteristic for
dimer diphthalocyanine complexes [83, 87]. With heating
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Figure 5. Electron absorption spectra of Nd(Pc)•2 in 17.7 M H2SO4 for
�NdPc•

2� � 1 × 10−4 (1–10) and 2 × 10−5 (11) mol/liter at 298 K; time:
1 and 11, 0; 10, 24 h; 2–9, intermediate moments.

in concentrated sulfuric acid solutions these complexes
undergo dissociation.

UV-vis spectra of lanthanide diphthalocyanines of La and
Y subgroups display large differences (Table 4). Spectra of
freshly prepared sulfuric acid solutions of diphthalocyanines
of lanthanides of the first group contain intensive absorp-
tion bands at 700–900 nm (Fig. 6). Over several hours at
room temperature (or several minutes at 320 K) the spec-
tra of Sm, Eu, Gd complexes change and become analogous
in character to spectra of complexes of lanthanides from
Tb to Lu (Ln(Pc)•2� (Table 4). The number of bands in the
spectra of Pr and Nd complexes does not change in time,
but the intensity of the absorption bands decreases because
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Figure 6. Electron absorption spectra of freshly prepared solutions of
diphthalocyanines in 17.2 M H2SO4. 1, Pr; 2, Nd; 3, Sm; 4, Eu; 5, Gd;
6, Tb; 7, Ho, 8, Yb. �Ln�Pc�•2� = 2 × 10−5 mol/liter.
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of the complex dissociation. The transformation of diph-
thalocyanine spectra over time is obviously connected with
the formation of dimers of diphthalocyanines in freshly pre-
pared solutions. According to the opinion of the author of
[55], Ln(Pc)•2 complexes exist as dimers in a solid state. The
dimers transfer to monomeric diphthalocyanines, Ln(Pc)•2,
when they are dissolved in concentrated H2SO4, which has
a high dielectric constant. This is the cause of the spectra
change over time or during heating. Spectral data (Table 4,
Fig. 6) show that the complexes of lanthanides of the second
half of the row are less inclined toward dimer formation,
which could be connected with their larger susceptibility to
unpaired electron delocalization as compared with the com-
plexes of the La subgroup.

Data on the state of diphthalocyanine complexes in
H2SO4 and the data of [55] suggest a total scheme of mutual
transformations of different forms of double-decker lan-
thanides (Scheme 3).

Diphthalocyanine complexes of M(IV) exist in only one
form, MIV(Pc)2. Because of the several forms of complexes of
MIII, their electron absorption spectra in organic solvents are
divided into two types: with a single Q(0,0) band in the region
of 615–690 nm and with a Q(0,0) band split into two com-
ponents, with � ∼ 60 nm. In the second case the intensity
of long-wave band I is much lower compared with that of II.
Spectra of the first type belong to complexes with nonequiv-
alent macrocycles—nonsymmetrical hydrogen-containing
oxidized forms MIII(HPc)(Pc) and MIII(Pc)•2 (Fig. 7). Sym-
metrical MIV(Pc)2 has a split Q(0,0) band. Resonance
dipole-dipole interaction between the aromatic systems of
the two macrocycles is considered the cause of the splitting
[55]. Spectra of U(Pc)2 and Th(Pc)2 are good examples
(Table 5). An additional weak absorption band at 450–
480 nm is one more characteristic feature of nonsymmetrical
complex spectra (Fig. 7, Table 5).

3.3. Structure

The central atoms in metallodiphthalocyanines of the
general formula M(Pc)2 have a coordination number of
eight [8]. The metallodiphthalocyanines exist in different
crystalline modifications. For instance, 
-tetragonal and
�-monoclinic forms of Nd(Pc)2 and �-monoclinic and �-
orthorhombic forms of Sn(Pc)2 are known [9, 10, 24].
Nd(Pc)2 also crystallizes in orthorhombic �-form, for which
the lattice parameters obtained from the powder diffrac-
tion diagram correspond to the known orthorhombic form
of Sn(Pc)2 [9].

The crystal of the indium(III)diphthalocyanine complex
consists of discrete In(Pc)2 molecules [8]. The indium atom
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Figure 7. UV-vis spectra of (X)Tm(Pc) (1), Tm(HPc)(Pc) (2), and
Tm2(Pc)3 (3) in benzene. Reprinted with permission from [91], T. N.
Sokolova et al., Koord. Khim. 20, 637 (1994).

is located between two saucer-shaped isoindole phthalocyan-
inato units and is coordinated by eight nitrogen isoindole
atoms, which form an irregular square antiprism. The ring
systems are rotated by 41.2� with respect to one another [8].
The two opposite squares of isoindole nitrogen atoms are
2.741 Å apart.

In monoclinic crystals of Sn(Pc)2 (�-form) the two
phthalocyanine rings form a sandwich-type complex with a
tin atom in the center of the molecule [10]. The distance
between phthalocyanine planes in this sandwich-type macro-
molecule is equal to 2.57 Å. The two phthalocyanine moi-
eties are rotated about 38� with respect to one another.
The tin atom, in coordination with eight isoindole nitrogen
atoms, forms a square antiprism. The Sn-N bond distances
range from 2.312 to 2.330 Å [10].

According to crystallographic data [28], Lu(HPc)(Pc)
molecules also have a sandwich-type (double-decker) struc-
ture. The coordination polyhedron of the metal is a slightly
distorted square antiprism. The mean value of the Lu–N-iso
bond lengths is 2.366 Å with one ring and 2.376 Å with the
other ring. Each phthalocyanine ring is rotated by 41� with
respect to the other. The acidic hydrogen of Lu(HPc)(Pc)
could not be located. It is most probably linked to a methine
nitrogen and disordered over both rings.

X-powder diffraction of Pa(Pc)2 [95] shows the compound
to be isostructural with Th(Pc)2 and U(Pc)2.

Summary table of crystallographic data (Table 1) on
double-decker phthalocyanine complexes is presented in the
Introduction. From the results it can be seen that the struc-
ture of double-decker phthalocyanine complexes for all of
the investigated compounds is of one type. The metal atom
is coordinated by eight isoindole nitrogen atoms (N-iso) and
is situated between two phthalocyanine macrocycles (Fig. 8).
Macrocycles undergo distortion and become nonplanar but
saucer-shaped with benzene rings bent outward. The degree
of distortion as well as M-N-iso distances and rotation of
the macrocycles with respect to one another are determined
by the nature and radius of the metal cation.

We should point out one more type of phthalocyanine
double-decker [12, 96, 97] in which the two C-C � bonds
are present, “stapling” together the two phthalocyaninato
moieties at the opposite sites of the metal ion. For such
structures a shorter distance between the two opposite
N-isoindole planes is observed (2.32 Å for Ti(Pc)2C10H7Cl)
as compared with the previously described complexes [8].
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Table 5. UV-vis spectra of solutions and solid films of phthalocyanine double deckers.

Chemical formula of the compound Solvent or solid film max (nm)(log �) Ref.c

La(Pc)−2 Dichlorobenzene 340 (5.05), 646 (5.01), 686 (4.42)
La(Pc)−2 Methanol 639
La�Pct�a

2 Dichlorobenzene 318 (4.90), 462 (4.12), 646 (4.63), 686 (4.80)
Pr(Pc)−2 Methanol 334 (5.03), 644 (5.05), 682 (4.47)
Pr�Pct�2 Dichlorobenzene 324 (4.94), 480 (4.15), 610 (4.34), 644 (4.69), 682 (4.82)
Nd(Pc)−2 DMF + 1 vol.% hydrazine hydrate 640, 660 shoulder
Nd(Pc)−2 Methanol 635
Nd(Pc)•2 Benzene 464, 610, 680, 905
Nd(Pc)•2 Solid film 470, 618, 690, 908
Sm�Pct�−2 Dichlorobenzene 340 (5.01), 644 (5.03), 680 sh. (4,61)
Sm(Pc)−2 Methanol 630
Sm�Pct�2 Dichlorobenzene 330 (5.04), 340 (5.02), 502 (4.16), 644 (4.60), 679 (4.86)
Eu(Pc)−2 DMF + 1 vol.% hydrazine hydrate 633, 680 sh.
Eu(Pc)•2 Benzene 460, 606, 676, 908
Eu(Pc)•2 Solid film 468, 614, 688, 915
Eu(HPc)(Pc) Chloronaphthalene 350 (4.87), 463 (4.38), 610 (4.54), 677 (5.10)
Gd�Pcs�−b

2 H2O (pH 10–11) 640 (5.04)
Gd(Pc)2 Methanol 628
Gd�Pct�−2 Dichlorobenzene 328 sh. (5.12), 330 (5.25), 634 (5.24), 674 sh. (5.06)
Tb(Pc)−2 Methanol 626
Dy(Pc)−2 Methanol 625
Ho(HPc)(Pc) H2SO4 224 (4.94), 250 (5.00), 288 (4.80), 396 (4.56)
Ho(Pc)−2 Methanol 624
Er(Pc)−2 DMF 624
Er(Pc)−2 Methanol 623
Tm(Pc)−2 Methanol 620
Yb(Pc)−2 Methanol 620
Lu(HPc)(Pc) Chloronaphthalene 350 (4.76), 460 (3.94), 607 (4.38), 668 (5.09)
Lu(Pc)−2 DMF + 1 vol	% hydrazine hydrate 620, 720
Lu�Pcs�−2 H2O (pH 10–11) 635 (5.02)
Lu(Pc)•2 Benzene 458, 592, 660, 912
Lu(Pc)•2 Solid film 470, 610, 682, 930
Lu�Pct�2 Dichlorobenzene 328 (5.02), 342 (4.99), 462 (4.49), 599 (4.20),

634 (4.57), 662 (5.21)
Y�Pcs�−2 H2O (pH 10–11) 638 (4,96)
Y(Pc)−2 DMF 623
Sc(Pc)−2 DMF 334 (5.24), 560 sh., 615 (5.20), 730 (4.82)
Th(Pc)2 DMF + 1 vol.% hydrazine hydrate 592 sh., 646, 688
Th(Pc)2 Benzene 592 sh., 646, 688 sh.
Th(Pc)2 Solid film 560 sh., 675
Pa(Pc)2 Chloronaphthalene 350 (4.49), 590 sh., 650 (5.23), 700 sh
U(Pc)2 Quinoline 649
U(Pc)2 Chloronaphthalene 355 (4.91), 590 sh., 650 (5.18), 715 sh.
U(Pc)2 Solid film 244 (5.07), 270 sh., 428 (4.68),662, 732 sh.
Np(Pc)2 Chloronaphthalene 343, 646, 698
Pu(Pc)2 DMF + 1 vol.% hydrazine hydrate 641, 682 sh.
Pu(Pc)2 Benzene 642, 690 sh.
Pu(Pc)2 Solid film 664
Pu(Pc)2 Chloronaphthalene 344, 642, 690
Am(Pc)−2 DMF + 1 vol.% hydrazine hydrate 642, 662 sh.
Am(Pc)•2 Benzene 476, 610, 676, 908
Hf(Pc)2 Chloronaphthalene 350 (4.97), 580 sh., 631 (5.13), 757 (4.65)

Lu(HPc)(Pc) Chlorobenzene 324 (4.85), 614 (4.82), 694 (3.95) [28]
Lu(crownPc)•2 CHCl3 367 (5.17), 476 (4.66), 602 (4.50), 655 (5.20) [89]
Th(Pc)2 CH2Cl2 330 (5.09), 585 sh., 640 (5.26), 689 sh. [54]
Th(Pc)2 Chloronaphthalene 343.5, 645.5, 682 [96]
Pa(Pc)2 Chloronaphthalene 344, 643.5, 680 [96]
U(Pc)2 CH2Cl2 332 (4.83), 593 sh., 638 (4.95), 700 (4.32) [54]
U(Pc)2 Chloronaphthalene 342.5, 642.5, 708 [96]
Zr(Pc)2 o-dichlorobenzene 274 (4.90), 335 (5.03), 571 (4.20), 628 (5.21),746 (4.76) [65]
Hf(Pc)2 o-dichlorobenzene 334 (4.84), 626 (5.01), 744 (4.51) [65]

a Pct, tert-butylphthalocyanine dianion.
b Pcs, sulforized phthalocyanine dianion.
c Lines without references are taken from [55].
Source: Reprinted with permission from [55], P. N. Moskalev, Koord. Khim. 16, 147 (1990).
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Figure 8. Molecular structure of Th(Pc)2 according to geometrical opti-
mization data, using molecular mechanics method MM+.

3.4. Properties

Properties of double deckers are studied intensively. Lan-
thanide and actinide porphyrin and phthalocyanine sand-
wich complexes have provided an ideal series of molecules
for studying the electronic structure and dynamism of
interacting macrocycles [54]. The electrochemistry of 26
different neutral and singly oxidized actinide double-decker
complexes is reported [54]. The investigated compounds
are presented as [M(P)2]n, [M(P)(P′)]n, [M(Pc)2]n, and
[M(P)(Pc)]n, where n = 0 or +1 and M = U or Th. Cationic
singly oxidized double-decker derivatives were chemically
generated and isolated as a SbCl−6 salt. The initial neutral
species can undergo up to six reversible one-electron trans-
fers in nonaqueous media, and U(IV) or Th(IV) compounds
with porphyrin and phthalocyanine macrocycles could be
electrogenerated in up to seven different oxidation states.
M(Pc)2 derivatives undergo initial one-electron oxidations
and reductions that are localized not at a single phthalocya-
nine ring but rather at orbitals involving both macrocycles.
No �-� interactions were observed for the singly oxidized
diphthalocyanine species, and electron spin resonance spec-
tra of [Th(Pc)2]+ suggest simple monomeric cation radicals,
both as SbCl−6 salts in the solid state and in frozen solutions
of CH2Cl2 or pyridine at 110 K [54].

Tetra-crown substituted diphthalocyanines of metals,
M(tetra-15-crown-5-Pc)2, have liquid-crystal properties [98].
They form mesophases where crown-ether rings lying one
over another create channels through which transport of
ions is possible [99]. Thus, a possibility of accumulation and
transformation of information is created.

Diphthalocyanine complexes of rare-earth metals of
double-decker structure possess many useful properties,
such as electrochromism (Lu complexes [60, 100, 101]),
semiconductor properties, and others, which are being inten-
sively investigated [102]. In this connection questions about
the chemical stability of the compounds are of special
importance.

The results of the first quantitative investigations of sta-
bility in solutions of lanthanide phthalocyanines with a 1:2
composition of lanthanide ion-phthalocyanine were pub-
lished in [93]. In this paper the properties of sulfuric acid
solutions and dissociation reactivity of oxidized diphthalo-
cyanines of Sc, Y, Pr, Nd, and lanthanides from Sm to Lu

were systematically considered. The properties of oxidized
Ln diphthalocyanines change essentially along a series from
La to Lu. That is why La and Y subgroups will be described
separately.

When sulfuric acid solutions of the complexes are kept at
temperatures higher than 338 K (Sm, Eu, Gd) or 300 K (Pr,
Nd), a decrease in Ln(Pc)•2 concentration is observed, and
there are no other colored forms in the solutions according
to UV-vis spectra. Reprecipitation of the reaction mixture
during the reaction process (�1/2) to ice gives the same result.
The dissociation process is accompanied by rapid destruc-
tion of the macrocycle. The total scheme of the transforma-
tions of the complexes is

LnPc•2 + �n− 2�H3O+ ⇔ LnPc•2 · · · �n− 2�H3O+ (2)

LnPc•2 · · · �n− 2�H3O+ + 2H3O+

→ ��H2O�2LnPc�+ + H2Pc• · · · �n− 2�H3O+ (3)

��H2O�2LnPc�+ + 2H3O+ → ��H2O�4Ln�3+ + H2PcSolv (4)

H2PcSolv → destruction products (5)

An order of diphthalocyanine Ln(Pc)•2 dissociation on
[H3O+] (n) changes when the temperature changes and
depends upon the nature of the metal cation. For one and
the same complex n is smaller at the higher temperature.
At 298 K the reaction order decreases in a series Eu >
Gd > Sm > Pr, Nd, in a reverse succession compared with
lgk298 (Fig. 9) and the E values change. Like monophthalo-
cyanine complex dissociation in ethanol-AcOH mixtures, the
rate of diphthalocianine complex dissociation in sulfuric acid
decreases in the lanthanide row. Gd complex is an exception.
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Figure 9. Dependence of pk298
obs on LnPc•2 dissociation (1–3) and sum-

mary of the third potential of ionization of rare-earth metals (4) from
lanthanide number. H2SO4 concentration: 1, 17.7 M; 2, 16.9 M; 3,
15.9 M.
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This is connected basically with peculiarities of the structure
of electron f -shells of the metal cation and essential cova-
lence of the complexes. Ln(Pc)•2 transformation to mono-
phthalocyanine complex (reactions (2) and (3)) is a result
of solvo-protolytical dissociation of Ln-N bonds under the
action of H3O+ cations, but not owing to splitting one of
two macrocycles of Ln(Pc)•2.

Tb, Dy, Ho, Er, and Tm diphthalocyanines are stable in
16–18 M H2SO4 at 298 K and in 100% H2SO4, even at
400 K. In more diluted H2SO4 (12 M) Ln(Pc)•2 dissolves
with destruction. When a solution of diphthalocyanine in
16–18 M H2SO4 is heated, a progressive decrease in inten-
sity of the visible absorption band is observed. Dissociation
rate constants grow with increasing temperature and with
decreasing H2SO4 concentration. lg kT

obs values are propor-
tional to lg[H3O+]n values. The reaction order on [H3O+]
(n) is higher in most cases and varies when the nature of
the metal is varied. n is higher for higher pk values of diph-
thalocyanine dissociation.

As already shown, in the dissociation conditions the
complexes exist in the form of monomeric sandwich
molecules (radicals). Proton absence (i.e., Ln(HPc)(Pc) par-
ticle absence) is shown by 1H NMR spectra investigations
(signals are not observed in D2SO4 solutions, tetramethylsi-
lane internal standard, in region +11 ÷−5 m.d.).

Nonconstant order on [H3O+] of reaction (3) does not
allow use of the pk298 value for comparative estimation of
the complex stability. Because of this the pk298

obs values for
the same H2SO4 concentration for different complexes are
shown in Figure 9. The character of pk298

obs-Z dependence is
the same as the ionization potential changing in the lan-
thanide row (Fig. 9). In all of the investigated media a deep
minimum for Gd and Tb complexes is observed, and the Eu
complex is kinetically more stable than neighboring Gd(Pc)•2.
Thus it could be concluded that, first, lanthanide diphthalo-
cyanines must be regarded as covalent complexes and, sec-
ond, that f -orbitals of metal take part in covalent Ln-N
interaction. The complex of Gd (f 7) is essentially less stable
than Eu(Pc)•2, in which one electron must be added to the
metal f -orbital to create a stable f 7 state. The last appar-
ently promotes an electron density transfer from macrocy-
cle �-orbitals to metal (dative �-bond N→Ln). We should
point out that the “tetrade effect” found for the dissocia-
tion of sulfur derivatives of lanthanide diphthalocyanines in
acid aqueous media [55] is not corroborated by the data
presented here.

4. TRIPLE-DECKER
METALLOPHTHALOCYANINES

4.1. Synthesis

In the infrequent communications on phthalocyanine com-
plexes of triple-decker structure [36, 51, 55, 91], two
main methods of their synthesis are reported: from
o-phthalodinitrile and chlorides of the rare-earth elements
(classic template phthalocyanine synthesis) and from the
corresponding diphthalocyanine, metal salt, and phthalo-
dinitrile or monophthalocyanine complex and Li2(Pc). In
[35] an original method of In2(Pc)3 synthesis is described.
The triple-decker complex was prepared from InSn4 filings

(InSn4 alloy was obtained by melting indium and tin, in sto-
ichiometric proportion, both 99.999% pure, under vacuum
in a glass ampule) and o-phthalodinitrile, in 1:2 weight pro-
portion, mixed together and pressed into pellets. The pellets
were inserted into an evacuated glass ampule, which was
sealed. The ampule was heated at 480 K for 2 days, which
yielded two kinds of good-quality crystals. One kind was
identified as Sn(Pc), the second as In2(Pc)3.

The template synthesis is described in the previous sec-
tion. Triple-decker phthalocyanine complexes of Sm, Gd,
Tm, and Lu were obtained according to this method [91].
As already shown (Section 3.1), the Lu2(Pc)3 complex is
formed in a mixture with the corresponding diphthalo-
cyanine Ln(HPc)(Pc), which could be devided easily on
an Al2O3 column with DMF (green zone). The main
product, Ln2(Pc)3, forms the second zone, which is blue
in color. Compounds of the blue zone are triple-decker
metallophthalocyanines (2). In earlier publications it was
suggested that analogous products of the template syn-
thesis are either metallophthalocyanines with formal metal
charge 4+LnIV(Pc)2 [103, 104]; or products of one-electron
reduction of diphthalocyanines, LnIII(Pc)−2 [100]; or prod-
ucts of their dimerization [105, 106]; or a binuclear complex
with the composition Ln(Pc)−2 Ln(Pc)+ [86, 88, 107, 108].
In [36, 91] it is proved that the structure of this complex
is of the triple-decker type, corresponding to the formula
(Pc)LnIII(Pc)LnIII(Pc) or Ln2(Pc)3. Each of the two metal
atoms is covalently bound with two macrocycles. Two equiv-
alent external macrocycles are not adequate to the third,
central macrocycle. This structure is confirmed by all of the
obtained experimental data. For instance, there is no signal
of the proton of the NH-group in the 1H NMR spectrum of
Tm2Pc3. The 13C NMR spectrum shows more than four sig-
nals of carbon, that is, there are macrocycles of two types in
the sample (one central and two equal external macrocycles)
(Fig. 10).

Triple-decker Ln2(Pc)3 dissociates in the mixed ethanol-
H2SO4 (20:1) solvent at 298 K, giving double-decker
Ln(HPc)(Pc) and H2Pc. The last is insoluble in the experi-
mental conditions and falls to sediment that is blue-green in
color over several hours. The low stability of Ln2(Pc)3 com-
plexes in comparison with Ln(Pc)•2 is obviously connected
with mutual pushing off the macrocycles in the coordination
sphere of the triple-decker complexes.

Ln2(Pc)3 complexes are insoluble in water and do not
undergo dissociation in it. They are weakly dissolved in the
coordinating solvents. Thus the initial complex is not an
ionic compound, as the authors of [86, 88, 107, 108] sup-
pose. Analogous conditions of dissociation (ethanol-H2SO4
mixtures) of Ln2(Pc)3 complexes (to Ln(Pc)2 and H2Pc) and
their mono-phthalocyanine (X)Ln(Pc) analogs (to Ln3+, X−,
and H2Pc) are more evidence of the covalent nature of
donor-acceptor bonds in Ln2(Pc)3.

4.2. Spectroscopic Characterization

UV-vis spectra of complexes Ln(HPc)(Pc) and Ln2(Pc)3 dif-
fer from those of (X)Ln(Pc) (Fig. 7). Ln(HPc)(Pc) and
Ln2(Pc)3 have two intensive absorption bands at 660 and
870 nm in the visible region of the spectra, but the ratios of
the intensities of the bands are different.
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(A)

12,0 8,0 4,0 0,0

130 120

(B)

δ, m. d.

δ, m. d.

Figure 10. 1H NMR (A) and 13C NMR (B) spectra of Tm2(Pc)3 in
CDCl3.

IR spectra of the triple-decker compounds correspond to
metallophthalocyanine spectra [109]. There are differences
in the IR spectra of Ln(HPc)(Pc) and Ln2(Pc)3 in the region
of  (CH) benzene ring vibrations (2800–3080 cm−1�. An
example is shown in Table 6. The IR spectrum of triple-
decker Tm2(Pc)3 contains a larger number of bands than the
Tm(HPc)(Pc) spectrum. This could be connected with the
presence of one more phthalocyanine ligand. Macrocycles of

Table 6. Frequencies of main absorption bands ( , cm−1� in IR spectra of Tm(HPc)(Pc) and Tm2(Pc)3

(KBr tablets).

TmPc2H Tm2Pc3 Attribution [109, 110] TmPc2H Tm2Pc3 Attribution [109, 110]

275 275  (Tm-N) 1304 1320
360 360 1364 1364, 1384 Pyrrole ring-Nmeso

472 472  (Tm-N) 1448 1448  (C			–C) pyrrole rings
528 528 1496 1490
544 544 1524 1524  (C			–C) benzene rings
640 644 1570 The same
720 736 �(C-H) 1590 1590 The same
768 772 1608 1608 The same

1024 1732 1732
1056 1056 2816 2784, 2800  (C-H)
1056 1056 2920 2968 The same
1116 1116 2984 3010 The same
1148 1148 3080 3040, 3080 The same

different types (central planar and external deformed) show
different IR vibrations.

4.3. Structure

The structure of triple-decker phthalocyanine complexes is
proved by crystallographic investigations. Complexes of Lu
with tetra-15-crown-5-phthalocyanine [36] and In2(Pc)3 [35]
were studied. The first structure is presented in Figure 1.
The In2(Pc)3 macromolecule consists of two indium atoms
and three phthalocyanine ligands. The indium atoms are
located between phthalocyanine planes. The peripheral
saucer-shaped phthalocyanine unit is coordinated through
four nitrogen isoindole atoms, and the central phthalocya-
nine moieties by two nitrogen isoindole atoms. All of the
atoms in the peripheral unit lie below the isoindole nitro-
gen atom plane. The intramolecular distance between two
phthalocyanine ligand planes is 2.954 Å. The two periph-
eral phthalocyanine planes are parallel and 5.818 Å apart;
the third ring is rotated by 37.5� with respect to them. The
isoindole nitrogens belonging to the same ring form a square
with a side 2.78 Å in length. The In atoms are located
closer to the peripheral phthalocyanine plane than to the
central phthalocyanine plane, the distances being 1.005 and
1.838 Å, respectively. The corresponding average indium-
nitrogen distances are 2.223 and 2.350 Å. It appears that the
indium atoms are more strongly connected to the peripheral
phthalocyanine rings than to the central phthalocyanine ring.

4.4. Properties

Ln2(Pc)3 complexes that have an octacoordinated cation with
valence 3 LnIII are very stable coordination compounds. They
do not change in weak acid solutions as well as Ln(HPc)(Pc)
and Ln(Pc)•2 complexes. But when they are dissolved in
concentrated H2SO4, Ln2(Pc)3 complexes lose one of their
macrocycle ligands and are transformed into Ln(HPc)(Pc)
[91]. Rates of Ln2(Pc)3 dissociation in H2SO4 are equal to
the rates of the corresponding Ln(HPc)(Pc) complex dissoci-
ation. The observed kinetic parameters for the dissociation of
Ln(HPc)(Pc) complexes formed when Ln2(Pc)3 is dissolved
are close to the values [93] obtained for Ln(HPc)(Pc) syn-
thesized by the traditional method [86, 88]. Lowering the
stability of Ln2(Pc)3 as compared with Ln(Pc)2 is connected
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to our opinion about strains of the central macrocycle, which
is in coordination spheres of two Ln3+ cations.

5. DOUBLE- AND TRIPLE-DECKER
PORPHYRINS

5.1. Synthesis

Four-charged ions of zirconium, hafnium, cerium, and
actinides, as well as three-charged ions of lanthanides, form
double-decker porphyrin complexes. The lanthanide bis-
porphyrins are easier to isolate and more stable with the
larger lanthanide cations than with those with the smaller
lanthanide cations [47, 111–113].

Neutral lanthanide bisporphyrins as well as bisphthalocya-
nines can contain a hydrogen atom (LaH(P)2 [114]) or be in
an oxidized state (Ln(P)2 [44, 115]). Most probably when the
complexes are synthesized by the so-called acetylacetonate
method, the lanthanide bisporphyrins are oxidized by air
oxygen to form neutral radical form Ln(P)2. The Ln(OEP)2
complexes (Ln = CeIV�EuIII�NdIII�LaIII, octaethylporphyrin
dianioin (OEP)) were prepared [115] by refluxing H2OEP
and the appropriate LnIII(acetylacetonate)3 · xH2O in 1,2,4-
trichlorobenzene under an inert atmosphere. Prolonga-
tion of the refluxing EuIII(acetylacetonate)3 ·H2O-containing
reaction mixture to 20 h led to the formation of
double-decker and triple-decker complexes, Eu(OEP)2 and
Eu2(OEP)3, at the same time, with 79% and 16% yields,
respectively [44]. Dy(TPP)2 and Dy2(TPP)3 complexes (TPP,
tetraphenylporphyrin dianion) were synthesized from dys-
prosium tetraphenylporphyrinate prepared in-situ [111]. The
double-decker compound was obtained by direct oxida-
tion of the HDy(TPP)2 intermediate. The existence of the
radical anion, (TPP)•−, in the double-decker product was
confirmed by EPR spectrometry. In contrast to other lan-
thanides, cerium is in the oxidizing state +4 in a double-
decker complex, whereas in a triple-decker complex Ce2(P)3
is in the same oxidizing state as the other lanthanides.
CeIV(OEP)2 and (CeIII�2(OEP)3 were synthesized in a man-
ner similar to that of complexes of other lanthanides by
reaction of H2OEP with cerium acetylacetonate in boiling
1,2,4-trichlorobenzene for 19 h [43]. The authors assumed
that in this case a CeIII monoporphyrin Ce(OEP)(acac) is
formed, which then is partially converted to the CeIII double-
decker CeH(OEP)2 by reaction with H2OEP (Scheme 4,
reaction 2). Such a hydrogen lanthanide(III) bisporphyri-
nate has been isolated in the cases of PrH(TPP)2 [111]
and LaH(P)2 [114] but never in the case of cerium. There-
fore it seems likely that the hydrogen cerium(III) bis-
porphyrinates are easily autoxidized under the reaction
conditions to yield cerium(IV) bisporphyrinates (Scheme 4,
reaction 3). CeH(OEP)2 may undergo condensation reac-
tion 4 (Scheme 4) with the monoporphyrin Ce(OEP)(acac)
to yield the triple-decker Ce2(OEP)3 [43].

Use of lithiated porphyrins, Li2(P), instead of metal-free
porphyrins, H2P, in the synthesis of water-soluble cerium bis-
porphyrins increased the yield of Ce(P)2 (Eqs. (6)–(8)) [116]:

2H2P + 4n-BuLi → 2Li2�P�+ 4n-BuH (6)

2Li2�P�+ Ce�acac�3 → CeLi�P�2 (7)

4CeLi�P�2 + O2 + 2H2O → 4Ce�P�2 + 4LiOH (8)

Ce(OEP)(acac)

Ce(OEP)2

Ce(OEP)3

Ce(acac)3

CeH(OEP)2

(1) H2OEP, 493K

–2H(acac), 1 h

(4) –H(acac)

(3) –H+, –e–

(oxidant)

(2)

H2OEP

20 h

–H(acac)

Scheme 4.

Neutral and singly oxidized U and Th double-decker
complexes are reported [33, 54, 117]. They were obtained
by reaction of the diethylamide complexes with H2TPP or
H2OEP.

One of the authors of the present review found that the
reaction between H2TPP and UO2(OAc)2 in a 1:10 molar
ratio in a refluxing benzonitrile medium for 19 h yields
two complexes, U(TPP)2 and U2(TPP)3. The complexes
were divided by thin-layer chromatography with a benzene-
chloroform (1:4) mixture. Individual complexes can also be
obtained when the reaction mixture is dissolved in ethanol
after benzonitrile evaporation. The complex U(TPP)2 is sol-
uble in ethanol, whereas the U2(TPP)3 complex stays in a
solid phase.

By an analogous synthetic procedure, double- and triple-
decker thorium tetraphenylporphyrins were obtained for the
first time in 1991 [118].

There are only a few works on double-decker porphyrin
complexes with d-metal cations (Zr, Hf) [37, 38, 41, 119].
Zr and Hf complexes were synthesized by reaction of the
diethylamide complexes with H2TPP or H2OEP.

5.2. Spectroscopic Characterization

The optical absorption spectrum of EuIII(OEP)2 [44] has
bands at 543 and 676 nm that are typical for �-radicals.
The complex also has a strong band at 1280 nm (near-
infrared region) with a molar extinction coefficient of 7800.
This band is absent in the Eu2(OEP)3 spectrum and must
be a property of the electron-deficient sandwich system
[44]. According to [115] data in the absorption spectra of
EuIII(OEP)2, NdIII(OEP)2, and LaIII(OEP)2, a broad Soret
band near 400 nm and low-intensity Q bands in the region
of 500–700 nm are observed. These features are atypical
for neutral porphyrins but are typical of porphyrin �-cation
radicals. The similarity of the general features of UV-vis
spectra of LnIII(OEP)2 and CeIV(OEP)+2 is indicative of the
hole in the � system of the neutral lantanide bisporphyrins
LnIII(OEP)2. The presence of a hole in the porphyrin �
system of the LnIII double deckers is further confirmed by
the appearance of the near-IR absorption band at 1200–
1400 nm [115].

The double-decker and triple-decker M(IV) complexes
have different UV-vis and IR spectra. For uranium com-
plexes, according to the data of the authors of the review,
max are 595	3� 556	9� 516	0� 422	5� 410	0 nm in ethanol and
657	9� 599	5� 462	1� 422	3 nm in benzene (intensive bands
are noted);  U-N, is 430 and 436 cm−1 for U(TPP)2 and
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U2(TPP)3, respectively. IR spectra of double- and triple-
decker complexes are more complicated in regions 700 (�C-H
of benzene rings), 800 (�C-H of pyrrole rings), 990–1010
(!C-H�  C-C�  C-N of pyrrole rings), and 1540–1550 cm−1 (pyr-
role ring stretching) than in the case of lanthanide com-
plexes (X)LnTPP.

In the region of 200–500 cm−1 IR spectra of double-
decker porphyrins of MIV can also be distinguished from
spectra of complexes with 1:1 composition (X)LnP (Table 7).
Frequencies of vibrations  Th-N (436 cm−1) are higher than
those of Ln-N (excepting Ce-N), which is connected to the
growth of the strength constant of the Th-N bond in bis-
porphyrins. There is no band at 212–216 cm−1 ( M-Cl, M-O)
in the spectrum of ThIV(TPP)2 because of the absence of
acidoligands X (Cl or C6H5COO) in the complex.

ThIV(TPP)2 is soluble in ethanol, whereas the triple-
decker complex ThIII

2 (TPP)3 is insoluble in ethanol. UV-vis
spectra of both complexes (Fig. 11) have specific features
compared with the spectra of (X)Th(TPP). There is an
additional intensive band at 426 nm in the Th(TPP)2 spec-
trum and a wide band at 699 nm with low intensity in the
Th2(TPP)3 spectrum. Soret bands in both spectra are split
in two with max equal to 411 and 398 nm. Visible absorp-
tion bands in the Th(TPP)2 spectrum are bathochromically
shifted compared with those of Th2(TPP)3. Analogous regu-
larities are observed for the Ce(OEP)2 and Ce2(OEP)3 com-
plexes [43]. The authors of [43] explain the appearance of
wide absorption bands in the region higher than 650 nm in
the spectra of metalloporphyrins with two and more macro-
cycles by resonance interaction of the porphyrin ligands.

Data on optical absorption spectra of double- and triple-
decker porphyrins are shown in Table 8.

5.3. Structure

The magnetic moment of Eu2(OEP)3 at room tempera-
ture is 3.17 "B/EuIII [44]. There is no problem with the
valence of the lanthanide central ions. The 1H NMR spec-
trum clearly shows the resonances of two external rings
and the internal porphyrin ring in the expected 2:1 inten-
sity ratio. The Eu(OEP)2 formula is corroborated [44] by
the mass spectrum and the crystallographic data. In the
crystalline state Eu(OEP)2 is isomorphous with Ce(OEP)2
and consists of discrete sandwich molecules linked solely by
van der Waals contacts; there are no unusually short inter-
molecular contacts. The EuIII ion is octacoordinate; the eight

Table 7. Absorption band frequencies ( , cm−1) in IR spectra of metalloporphyrins (X)Ln TPP and Th(TPP)2 in KBr.

Complexating atom, acido-ligand

H2TPP Ce, Br Sm, Cl Gd, Cl Tb, OAc Dy, Cl Ho, Br Er, Cl Yb, Cl Lu, Cl Th Attribution

— 216 — 212 212 212 Not studied 214 — 212 —  Ln-Cl  Ln-O
216 220 216 222 223 220 220 216 222 216 KBr
236 232 232 232 232 234 232 232 232 232 236 KBr
— — 244 — — — — — 244 — —
— 252 252 252 240 252 252 256 252 252 252  Ln-N !C-C-N
384 415 365 — 395 350 386 392 372 375 384 !C-C-N  C-N
416 430 385 392 400 394 396 400 396 396 395 !C-C-N
— 456 424 421 423 424 427 429 427 427 436  Ln-N  Th-N

556

596

657

516

549

589

A

λ, nm

1

2

Figure 11. UV-vis spectra of Th(TPP)2 in ethanol (1) and Th2(TPP)3

in benzene (2).

porphyrin nitrogen atoms form a nearly square antiprism.
The angle of rotation of the porphyrin rings from the
eclipsed position is 41.3�. The average Eu-N bond length is
2.510 Å [44].

The CeIV ion in Ce(OEP)2 is surrounded by the eight
nitrogen atoms of the two porphyrin rings, and its coor-
dination polyhedron is nearly a square antiprism: the por-
phyrin rings are rotated by an angle of 41.8� with respect
to their eclipsed position [43]. Thus, this polyhedron is
very similar to those found in the bisphthalocyaninates such
as Sn�Pc�2�U�Pc�2�Nd�Pc�2, and Lu(Pc)2. The four pyr-
role nitrogen atoms of each of the macrocycles are copla-
nar within experimental error. The cerium ion lies 1.376 Å
from the 4N mean planes. The separation of the two 4N
mean planes is nearly 2.752 Å. The eight Ce-N bond lengths
do not significantly differ from each other and have a
mean value of 2.475 Å. Both macrocycles are convex and
severely distorted from planarity. Triple-decker Ce2(OEP)3
crystallizes with 1,2,4-trichlorobenzene molecules [43]. Dis-
crete Ce2(OEP)3 and 1,2,4-trichlorobenzene molecules are
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Table 8. UV-vis spectra of double- and triple-decker porphyrins.

Compound Solvent max (nm) (log �) Ref.

La2(OEP)3 CH2Cl2 386 (5.29), 530 (4.27), 567 (4.03), 629 (3.83), 728 (3.59) [115]
Ce2(OEP)3 CH2Cl2 387 (5.28), 529 (4.24), 568 (4.14), 631 (3.85), 743 (3.59) [115]
Eu2(OEP)3 CH2Cl2 382 (5.25), 530 (4.03), 572 (3.92), 658 (3.67), 800 (3.05) [115]
Eu2(OEP)3 Diethylene-glycol-diethyl ether 381 (5.27), 532 (3.75), 574 (3.74), 664 (3.32), 800 (3.03) [44]
Eu(OEP)2 Cyclohexane 340 (4.59sh), 376 (5.04), 543 (3.67), 676 (3.36) [44]
Ce2(OEP)3 Diethylene-glycol-diethyl ether 387, 530, 571, 639, 755 [43]
Ce(OEP)2 Cyclohexane 378, 467(sh), 530, 573 [43]
Ce(TPP)2 CH2Cl2 338 (4.64), 396 (5.32), 486 (4.12), 540 (4.00), 630 (3.46) [116]
Ce(TPyP)a

2 CH2Cl2 334.4 (4.64), 392.8 (5.22), 486.2 (4.04), 538.9 (3.90), 636 (3.47), 720 (3.17) [116]
Ce(TMeCPP)b

2 CH2Cl2 336.8 (4.48), 398 (5.18), 487 (3.98), 542.8 (3.86), 645.6 (3.45), 718 (3.17) [116]
�Th�TPP�2��SbCl6� CH2Cl2 396 (the Soret band) [33]
�U�TPP�2��SbCl6� CH2Cl2 392 [33]
U(TPP)2 CH2Cl2 404, 485, 550, 620 [117]
�Zr�TPP�2��SbCl6�2 CH2Cl2 372 (4.98), 433 (sh), 505 (33.96), 780 (3.82) [41]
Zr(OEP)2 Toluene 358, 382, 489, 594, 742 [119]
Hf(OEP)2 Toluene 357, 379, 491, 595, 750 [119]
Y(OEP)2 Cyclohexane 374 (5.10), 538 (3.88), 674 (3.38) [120]
La(OEP)2 Cyclohexane 394 (5.15), 494 (3.75), 540 (3.85), 576 (3.70) [120]
Ce(OEP)2 Cyclohexane 378 (5.08), 467 (3.92), 530 (3.77), 573 (4.24), 661 (3.16) [120]
Pr(OEP)2 Cyclohexane 391 (5.18), 490 (3.72), 540 (3.80), 576 (3.64), 670 (3.21) [120]
Nd(OEP)2 Cyclohexane 390 (4.81), 488 (3.53), 542 (3.97), 577 (3.48), 668 (3.08) [120]
Sm(OEP)2 Cyclohexane 390 (5.11), 489 (3.79), 544 (3.86), 578 (3.78), 674 (3.21) [120]
Gd(OEP)2 Cyclohexane 380 (4.88), 542 (3.71), 674 (3.26) [120]
Tb(OEP)2 Cyclohexane 378 (5.00), 492 (3.80), 544 (3.81), 580 (3.70), 680 (3.30) [120]
Dy(OEP)2 Cyclohexane 386 (5.09), 494 (3.82), 546 (3.84), 582 (3.77), 679 (3.27) [120]
Ho(OEP)2 Cyclohexane 376 (5.10), 494 (3.89), 546 (3.91), 582 (3.83), 684 (3.24) [120]
Er(OEP)2 Cyclohexane 374 (5.05), 494 (3.78), 544 (3.79), 582 (3.67), 679 (3.24) [120]
Tm(OEP)2 Cyclohexane 388 (5.08), 494 (3.77), 546 (3.76), 584 (3.78), 672 (3.31) [120]
Yb(OEP)2 Cyclohexane 370 (4.98), 498 (3.75), 530 (3.76), 672 (3.21) [120]
Lu(OEP)2 Cyclohexane 370 (5.02), 490 (3.76), 534 (3.77), 674 (3.36) [120]

a 5,10,15,20-Tetrakis(4-pyridyl)porphyrin.
b 5,10,15,20-Tetrakis(4-(methoxycarbonyl)phenyl)porphyrin.

linked by van der Waals interactions and do not show any
unusual intermolecular contacts. For each Ce2(OEP)3 entity
there are two 1,2,4-trichlorobenzene solvent molecules in
the crystal. Each Ce2(OEP)3 molecule lies on a crystallo-
graphically imposed inversion center located between the
two CeIII ions. The Ce-N distances fall into two classes:
those of the pyrrole nitrogen atoms of the external rings,
mean value 2.501 Å, slightly lengthened compared with
those found in double-decker Ce(OEP)2, and those of the
pyrrole atoms of the internal ring, with a mean value of
2.758 Å. The mean value of all Ce-N distances is 2.63 Å
and is considerably larger than the corresponding value in
Ce(OEP)2, reflecting the fact that the former molecule con-
tains two CeIII ions, whereas the latter one encompasses the
smaller CeIV ion. The external porphyrinates are bent away
from the cerium ions in a saucer-like shape, whereas the
internal porphyrinate is planar [43].

The coordination geometry of Th(TPP)2 is a distorted
square-antiprism where the thorium center is displaced
1.47 Å from each of the porphyrin N4 planes; the porphyrin
N4 planes are therefore separated by 2.94 Å [32]. In anal-
ogous octaethylporphyrin complex, Th(OEP)2, the two por-
phyrin planes are separated by 2.89 Å in a nearly perfect
square-antiprismatic coordination geometry around the tho-
rium center. The porphyrin macrocycles, held in such close
proximity, interact electronically as shown by a blue shift in

the porphyrin Soret band and by unusually low oxidation
potentials relative to related monoporphyrin species [32].

Total information about work on X-ray crystallography
data for double- and triple-decker complexes is given in
Table 1.

The molecular structure of Zr(TPP)2 has been deter-
mined crystallographically in [38]. The Zr-N distances of
2.40 Å and the porphyrin-porphyrin interplanar spacing
of 2.56 Å are the shortest such distances in all known
M(P)2 complexes. X-ray structures of [Zr(TPP)2][SbCl6]
and [Zr(TPP)2][SbCl6]2 [41] reveal that the interporphyrin
distances shorten progressively as one proceeds from the
neutral to the dication species. The structural features are
consistent with the spectroscopic data and confirm that
the �-� interaction between the two porphyrin rings is
enhanced by oxidation.

5.4. Properties

Spectral and chemical properties of double- and triple-
decker porphyrin complexes are essentially different.

Complexes U(TPP)2 and U2(TPP)3 dissociate at a spec-
trophotometrically measured rate in ethanol or benzene
media only in the presence of HOAc in concentrations above
5.5 mol/liter at 330–350 and 300–320 K, respectively (reac-
tions (9), (10), (11)). Values of constants of the dissocia-
tion rate of formally the first order (k298K

obs ) at 50% HOAc
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concentration in the mentioned solvents are 10−4 and 0	5 ×
10−3 s−1 for U(TPP)2 and U2(TPP)3, respectively:

U�TPP�2 + 8H+
Solv → U4+

Solv + 2H4TPP2+ (9)

U2�TPP�3 + 5H+
Solv → UH�TPP�2

+ H4TPP2+ + U3+
Solv (10)

UH�TPP�2 → U�TPP�2 (11)

Thorium(IV) complexes with a Th(TPP)2 composition
and thorium(III) complexes with Th2(TPP)3 differ not only
in solubility and UV-vis spectra but in their reactivity with
acids as well [118]. Th(TPP)2 dissociates in ethanol-AcOH
as well as in benzene-AcOH solutions with an acid content
of 50–90 vol%. Th2(TPP)3 dissociates at a measurable rate
in the same mixtures with lesser acid content (25–60 vol%).
Dissociation occurs analogously to uranium complex dissoci-
ation (Eqs. (10) and (11)). k298 K

obs is 0	31 × 10−3� 0	50 × 10−3,
and 0	80 × 10−3 s−1 for HOAc concentrations of 40%, 50%,
and 60%, respectively.

Porphyrin and phthalocyanine complexes of lanthanides
and actinides with double- and triple-decker structures have
many useful practical properties and could be used as com-
ponents of new materials [102].

6. HETEROLEPTIC SANDWICH-TYPE
COMPLEXES

6.1. Synthesis

The preparation and properties of several heteroleptic
sandwich-type complexes, (TPP)CeIV(Pc) [48], (TPP)CeIV ·
(OEP) [47], (T(p-CH3P)P)CeIV(OEP) [121], (P)UIV(Pc),
(P)ThIV(Pc) (P = OEP�TPP, or T(p-CH3P)P) [54],
(TPP)MIII(Pc) (M = La�Pr�Nd�Eu�Gd�Er�Lu, or Y) [45],
have been reported. It is shown that in [(TPP)CeIV(Pc)]+ the
electronic hole preferentially resides on the phthalocyanine
ring [122]; in [(TPP)CeIV(OEP)]+ and (TPP)EuIII(OEP) it
resides on the octaethylporphyrin rings [47, 112]. These
results are consistent with the oxidation potentials known
for monomeric metallophthalocyanine and metallooctaethyl-
porphyrin derivatives relative to the oxidation potentials of
the metallotetraphenylporphyrin complexes.

Two approaches to the synthesis of heteroleptic double-
and triple-decker complexes of lanthanides and actinides
and Zr and Hf double-deckers were realized. In the first of
them monophthalocyanine complexes were caked together
with phthalic acid dinitrile. Use of various substituted
phthalonitriles in the reaction leads to formation of the cor-
responding heteroleptic (asymmetrical) diphthalocyanines of
the rare-earth elements. Pure individual compounds were
obtained after a preparative chromatographic procedure on
an Al2O3 column. By this method complexes with different
phthalocyanine ligands of similar structure and complexes
with phthalo- and naphthalocyanine ligands were synthe-
sized [63, 72]. An analogous approach was used [45] for the
synthesis of complexes with the (TPP)M(Pc) structure for all
of the lanthanide series. The authors have adopted two dif-
ferent strategies: with the larger metal cations (La-Gd) they
reacted the metal-free tetraphenylporphyrin H2TPP with the

monophthalocyanine derivative (Pc)M(acac). The dilithium
phthalocyanine Li2(Pc) with the monoporphyrin complex
(TPP)Ln(acac) was reacted (Scheme 5) with the smaller
metal cations (M = Er�Lu�Y).

Most probably, the protonated forms (TPP)MH(Pc) are
a common intermediate [45]. However, such an inter-
mediate could only be isolated with M = La. With the
other metal cations, the neutral form (TPP)M(Pc) con-
tains a tetrapyrrole monoanion as a ligand, which results,
most probably, from oxidation of the protonated forms
by O2 (Scheme 5). The yields of formation of the neu-
tral form of the heteroleptic sandwiches increase when
the metal cation radii decrease. The preparation becomes
almost quantitative, with the metal cation displaying the
smallest radius (Lu). By analogous approach, triple-decker
structures (TPP)Gd(Pc)Gd(TPP), (TPP)Gd(Pc)Gd(Pc), and
their oxidized forms, as well as (TPP)CeIII(Pc)CeIII(TPP)
and (Pc)CeIII(TPP)CeIII(Pc), were synthesized [122].

The second approach is based on the fact that dinitrile of
sterically strained phthalic acid in the presence of unsubsti-
tuted phthalonitrile forms tetra- and octaphenyl-substituted
monophtyalocyanine complexes; in the last case substituted
benzene fragments are in remote positions of the macro-
cycle. With caking of a mixture of tetraphenylphthaloni-
trile, o-phthalonitrile, and zirconium tetrachloride (in 8:4:1
ratio) over a gradual temperature increase from 493 to
563 K and maintaining the mixture for 3 h, the four main
fractions were obtained and isolated: (Ph8Pc)Zr(PcPh8�,
(Ph8Pc)Zr(PcPh4�, (Ph4Pc)Zr(PcPh4� and (Ph8Pc)Zr(Pc)
and (Ph4Pc)Zr(Pc) mixture [65, 94].

6.2. Spectroscopic Characterization

Breach of symmetry in diphthalocyanines of the rare-earth
elements with two different phthalocyanine ligands leads
to changes in their electron absorption spectra. When two
ligands of similar structure are in the molecule, one basic

(a)

(Pc)M(acac)

H2TPP, 8 h

H2TPP (TPP)M(acac)

(TPP)M(Pc)

(TPP)M(Pc)

(TPP)MH(Pc)

(TPP)MH(Pc)

M(acac)3, 4 h

–2Hacac

M(acac)3, 3 h

–2Hacac

Li2(Pc), 8h

Li2(Pc)

(–Hacac)

(–Hacac)

O2 (–H+, –e–)

N2H4 (+e–, +H+)

O2 (–H+, –e–)

N2H4 (+e–, +H+)

(b)

Scheme 5.
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absorption band with a maximum at intermediate position
as compared with symmetrical diphthalocyanines is observed
[63, 72]. For instance, max for Lu(Pc)2, (Pc)Lu(Pct�, and
Lu(Pct� is 658, 660, and 662 nm, correspondingly. If two
ligands for which the absorption maximums are far from
each other are combined in one molecule, there is no
blending of two maximums into one, but a displacement as
compared with absorption band position of the correspond-
ing monophthalocyanine and symmetrical diphthalocyanine
complexes is observed.

In the case of heteroleptic porphyrin-phthalocyanine com-
plexes, the band lying between 324 and 328 nm in the spectra
of (TPP)M(Pc) derivatives is attributed to the phthalocya-
nine Soret band, and the band appearing between 396 and
412 nm is attributed to the porphyrin Soret band [45]. The
phthalocyanine Q bands lying between 500 and 700 nm in
the spectra of the diphthalocyanine tervalent-metal deriva-
tives (Pc)M(Pc) are absent in the absorption spectra of
the heteroleptic (TPP)M(Pc) derivatives. In contrast, two
bands lying, respectively, between 468 and 484 nm and
965 and 1067 nm appear in these spectra (Table 9). The
bands in spectra of (TPP)M(Pc) sandwich derivatives can
be attributed to an electron hole localized on the phthalo-
cyanine ring. Futhermore, a broad band appears in the
near-IR in the spectra of the heteroleptic sandwich deriva-
tives between 1211 and 1535 nm. It can be ascribed to an
intramolecular charge transfer transition in which the TPP2−

dianionic ligand acts as an electron donor and the monoan-
ionic Pc•− radical as the electron acceptor [45].

(TPP)CeIII(Pc)CeIII(TPP) and (Pc)CeIII(TPP)CeIII(Pc)
can be visualized as two (TPP)CeIII(Pc) units sharing the
same inner tetraphenylporphyrin moiety [122]. As a con-
sequence of the strong interaction of the porphyrin ring
with the two phthalocyanine ligands, the porphyrin Soret
band at 407 nm is drastically weaker in intensity and the Q

Table 9. UV-vis and near-IR band maxima of heteroleptic double- and triple-decker porphyrins/phthalocyanines in CH2Cl2	

Compound max (nm) (log �) Ref.

(TPP)La(Pc) 324 (4.65), 412 (5.37), 484 (4.15), 965 (3.24), 1535 (3.38) [45]
(TPP)Pr(Pc) 325 (4.72), 410 (5.28), 480 (3.98), 968 (3.27), 1469 (3.36) [45]
(TPP)Nd(Pc) 326 (4.66), 410 (5.39), 476 (4.07), 995 (3.31), 1434 (3.43) [45]
(TPP)Eu(Pc) 326 (4.69), 408 (5.26), 476 (4.13), 1002 (3.25), 1350 (3.41) [45]
(TPP)Gd(Pc) 327 (4.71), 406 (5.31), 472 (3.87), 1005 (3.21), 1321 (3.39) [45]
(TPP)Y(Pc) 328 (4.65), 402 (5.18), 472 (4.21), 1053 (3.23), 1285 (3.37) [45]
(TPP)Er(Pc) 328 (4.71), 400 (5.20), 470 (3.88), 1057 (3.19), 1255 (3.35) [45]
(TPP)Lu(Pc) 328 (4.68), 396 (5.13), 468 (3.97), 1067 (3.22), 1211 (3.38) [45]
(TPP)CeIII(Pc) 333a, 385, 422, 482.5, 585, 625, 600, 755 [122]
(TPP)CeIII(Pc)CeIII(TPP) 295, 359, 417, 486, 547, 602.5, 800, 890 [122]
(Pc)CeIII(TPP)CeIV(Pc) 290, 342, 407, 450, 500, 585, 617, 645, 770 [122]
(Pc)CeIII(TPP)CeIII(Pc) 287, 337, 407, 457, 500, 615, 645, 752.5, 832 [122]
(P)Nd(Pc)Nd(Pc)b 338 (5.03), 418 (5.00), 515 sh, 550 sh, 620 (4.60), 704 (4.35) [51]
(P)Eu(Pc)Eu(Pc)b 340 (4.98), 418 (4.80), 518 sh, 545 sh, 617 (4.53), 724 (4.26) [51]
(P)Gd(Pc)Gd(Pc)b 340 (5.17), 417 (5.03), 520 sh, 538 sh, 618 (4.84), 730 (4.54) [51]
(TPP)Zr(Pc)c� d 340 (6.65), 400 (6.91), 457 (3.54), 468 (3.47), 579 (1.76), 600 (2.78) [123]
(OEP)Zr(Pc)d 342 (10.84), 383 (9.86), 450 (2.79), 549 (2.67), 644 (4.44) [123]
(TPP)Hf(Pc)d 336 (6.19), 398 (6.85), 457 (3.60), 466 (3.51), 578 (1.72), 600 (2.26) [123]
(OEP)Hf(Pc)d 339 (10.48), 381 (8.82), 447 (2.95), 553 (2.63), 646 (3.87) [123]

a Intensive bands are underlined.
b P = T(4-OCH3)PP.
c 340-Pc, 400-Soret, 457, 468-Q′′ , 579, 600-Q′ .
d In parentheses �× 10−4.

bands are strongly red-shifted. The maximum of the Soret
bands of the two outer phthalocyanine rings remains prac-
tically uncharged, and their Q bands are less shifted to
the red than for the corresponding inner phthalocyanine
macrocycle in (TPP)CeIII(Pc)CeIII(TPP). Similar behavior
was observed for CeIII

2 (OEP)3, but the red band was not
specifically attributed to the inner ring [122].

6.3. Structure

References to work on X-ray investigation of heterolep-
tic double and triple deckers are given in Table 1.
(TPP)La(Pc)·2CH2Cl2 [45] metal cation is octacoordinated:
it is bonded to four pyrrole nitrogens of the porphyrin ring
and to four isoindole nitrogens of the phthalocyanine ring.
Tetrapyrrole rings adopt a staggered orientation with a rel-
ative rotation angle of 45.7�. The coordination environment
of the metal cation is a slightly distorted square antiprism.
The average metal-nitrogen distances are La-Np = 2	520 and
La-N-iso = 2	590 Å. The metal cation lies 1.425 Å above
the four pyrrole nitrogen mean planes and 1.656 Å below
the four isoindole nitrogen mean planes. The porphyrin
ring is slightly distorted. The phthalocyanine macrocycle is
domed and displays a saucer shape. Despite the probable
localization of the �-radical on the phthalocyanine ring in
(TPP)La(Pc)·2CH2Cl2 the structure of this ring is not signif-
icantly different from those found in several divalent metal-
lophthalocyanines in which these rings are dianionic ligands
[45, 124].

In the triple-decker heteroleptic compound (P)Nd(Pc)
Nd(Pc) where P = T(4-OCH3)PP, the Nd atoms are sand-
wiched between two phthalocyanine macrocycles and one
porphyrin macrocycle [51]. Thus, both metal atoms are
eightfold coordinated to eight nitrogens, either to four por-
phyrinato and four phthalocyaninato nitrogen atoms (Nd1)
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or to eight phthalocyaninato nitrogens (Nd2). The coordi-
nation polyhedron of Nd1 is a distorted cube. This geome-
try minimizes the nonbonding interactions between the four
p-methoxyphenyl groups of the tetraanisylporphyrin and the
inner phthalocyanine ring [51]. The porphyrin ring is slightly
domed. The outer phthalocyanine ring is also convex. The
inner phthalocyanine ring is almost planar. One phthalocya-
nine ring is rotated with respect to the other by 42.8�.

6.4. Properties

In the work on heteroleptic double- and triple-decker
porphyrin-phthalocyanine complexes, optical and redox
properties were investigated. Along with spectral charac-
teristics of neutral complexes, analogous characteristics of
singly oxidized and singly reduced states are presented [45,
47, 48, 54, 63, 65, 72, 94, 112, 121, 122]. The stability of the
compounds in acid media was not investigated.

7. CONCLUSION
The quantity of work on the investigation of double- and
triple-decker porphyrin and phthalocyanine complexes has
grown in recent years [125–129] and will increase further
because of the elaboration of convenient methods of their
synthesis and their properties, such as the high stability of
neutral and oxidized forms, solubility in organic media, their
ability to self-organize in solid layers, and a great number of
applied properties [102, 130, 131]. Heteroleptic complexes
are the most interesting because of the possibility of direct
combination of phthalocyanine and porphyrin properties in
one compound, in contrast to dimers and trimers of other
structures [132–134]. Development in this direction is just
beginning.

GLOSSARY
Acido-ligand The acid anion, having affinity to metal
cation.
Acido phthalocyanine/porphyrin metal complex Mixed
ligand complex containing one macrocyclic and 1–3
acido-ligands.
Double decker complex Coordination compound of metal
cation with planar aromatic macrocyclic ligands with com-
position 1:2 in which 1 metal atom is located between two
macrocycles.
Heteroleptic sandwich type complexes Coordination com-
pound of a metal cation containing both phthalocyanine and
porphyrin macrocycles.
Kinetic stability of the complex Parameter that is deter-
mined by the constant of the dissociation rate of the complex
to metal cation and ligand at 298 K and 1 atm.
Macrocyclic compound Chemical compound with closed
contour built from 9 or more atoms, 3 or more of which
have electron donor function.
Phthalocyanine Aromatic macrocyclic compound consist-
ing from four isoindole fragments and four aza-groups.
Phthalocyanine/porphyrin extra-complex
Phthalocyanine/porphyrin metal complex containing acido-
or molecular ligands parallel with macrocyclic ligand.

Porphyrin Aromatic macrocyclic compound consisting
from four pyrrole fragments and four methine bridges.
Reaction of complex formation with porphyrins Process
of interaction of metal cation with porphyrin.
Template synthesis of complexes Process in which a metal
cation acts as a template, matrix for forming the only pos-
sible or prevailing in the reaction conditions products from
the corresponding initial substances.
Triple decker complex Coordination compound of metal
cations with planar aromatic macrocyclic ligands with com-
position 2:3 in which each metal atom is located between
two macrocycles.
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1. INTRODUCTION
Thanks to recent progress in microfabrication and measure-
ment techniques, it has become possible to study the proper-
ties of single superconducting samples with sizes comparable
to the penetration depth � and the coherence length �. The
penetration length is a measure of the distance over which
the magnetic field penetrates the superconductor, whereas
the coherence length is a measure of the size of the Cooper
pair (and of a vortex). Bulk superconductors are divided into
two classes, that is, type I and type II superconductors. In
type I superconductors only the Meissner state nucleates,
where the magnetic field is expelled from the superconduc-
tor. In type II superconductors the mixed state also exists,
the magnetic field can penetrate through the superconduc-
tor, creating vortices. The energetically most favorable vor-
tex configuration in bulk superconductors is the triangular

Abrikosov vortex lattice. The properties of mesoscopic sam-
ples are considerably influenced by confinement effects. This
was most dramatically shown by recent experiments of Geim
et al. (see, e.g., [1]) on Al superconducting disks. Whereas
bulk Al is a type I material, depending on the size, meso-
scopic superconductors were found to be type I, type II, or
a mixture of both. This clearly showed that the vortex state
is strongly influenced by the size and the geometry of the
sample and that the bulk value for k = �/� becomes less
relevant.

Singly connected mesoscopic superconductors, that is,
superconducting samples with one closed superconduc-
tor/insulator boundary, have been studied extensively dur-
ing the past few years. Most of the studies concentrated on
superconducting disks. Experimentally, the magnetization of
superconducting disks was measured as a function of the
externally applied magnetic field [1–3]. Several transitions
between different superconducting states were found, and
the magnetization depends sensitively on size and tempera-
ture. Most theoretical studies covered disks [4–12] of zero
thickness. In this case one can neglect the magnetic field
induced by the supercurrents, and one assumes that the total
magnetic field equals the external applied magnetic field,
which is uniform. A limited number of studies considered
disks [13–18] with finite thickness. Then, the finite thickness
of the disks influences the magnetic field profile, and it is
necessary to take into account the demagnetization effects.
Often only the (circular symmetric) giant vortex states or the
superconducting/normal transition was investigated. Even in
type I superconductors, multivortex states in disks [5–9, 16,
17] were predicted. It was found that if the disk is large
enough, the giant vortex nucleates into a multivortex state
in which the vortices are situated on a ring.

Mesoscopic superconductors with noncircular geometries
have attracted less attention. Moshchalkov et al. [19] mea-
sured the superconducting/normal transition in supercon-
ducting lines, squares, and square rings using resistance
measurements. Bruyndoncx et al. [20] calculated the H − T
phase diagram for a square with zero thickness in the
framework of the linearized Ginzburg–Landau theory, which
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is only valid near the superconducting/normal boundary.
They compared their results with the H − T phase bound-
ary obtained from resistance measurements. Schweigert and
Peeters [15, 18] calculated the nucleation field as a func-
tion of the sample area for disks, squares, and triangles with
zero thickness. Jadallah et al. [21] computed the supercon-
ducting/normal transition for mesoscopic disks and squares
of zero thickness. Chibotaru et al. investigated the vor-
tex entry and the nucleation of antivortices in infinite thin
superconducting squares [22] and triangles [23] using the
linearized Ginzburg–Landau theory. Within this linear the-
ory they studied the superconducting/normal transition and
they found near this transition the nucleation of multivor-
tices, antivortices, and combinations of these two instead
of the expected surface superconductivity. They found that
the appearance of those antivortices is a consequence of
the fact that the vortex state tries to preserve the sym-
metry of the sample boundary. Bonča and Kabanov [24]
studied the �→ � limit and extended those results to
thin superconducting squares, focusing on the nonlinear
Ginzburg–Landau theory. Within this nonlinear theory they
showed that the vortex/antivortex configuration becomes
rapidly unstable when moving away from the superconduct-
ing/normal transition. We confirmed this conclusion for arbi-
trary values of � and studied also the vortex states deep
inside the superconducting phase. Interesting vortex config-
urations were found with the coexistence of giant and multi-
vortex states [25]. Misko et al. [26, 27] studied stable vortex
and antivortex configurations in mesoscopic superconduct-
ing triangles. They found that a stable vortex–antivortex
“molecule” can appear in effectively type I superconduc-
tors due to the interplay between two factors: a repulsive
vortex–antivortex interaction in type I superconductors and
the vortex confinement in the triangle.

During the past few years, doubly connected mesoscopic
superconductors, that is, mesoscopic superconductors with
a hole in its inside, gained considerable interest. What is
the effect of the hole on the critical parameters and on the
vortex configuration? The goal of this chapter is to give an
overview of the theoretical and experimental work on these
doubly connected mesoscopic superconductors.

2. GINZBURG–LANDAU THEORY
Ginzburg and Landau developed a phenomenological theory
[28] to describe the superconducting state, which is based
on the theory of second-order phase transitions as devel-
oped by Landau. They assumed that the wavefunction of the
superconducting electrons �	�r� is the order parameter, and
they chose the normalization of this wavefunction such that
��	�r��2 gives the density of Cooper pairs:

��	�r��2 = ns/2 (1)

where ns is the density of the superconducting electrons.
The theory is based on an expansion of the free energy

in powers of the order parameter, which is small close to
the superconducting/normal transition at the critical tem-
perature Tc. In this way, it is immediately clear that the
Ginzburg–Landau (GL) theory is, in principle, valid only
near Tc.

2.1. Free Energy

Near Tc the Gibbs free energy density can be expanded
as [29]

GsH = Gn + ��� �2 + �

2
�� �4 + 1

2m∗

∣∣∣∣
(
−i� �� − 2e

c
�A
)
�

∣∣∣∣
2

+ H 2

8�
−

�H − �H0

4�
· �H0 (2)

where H is the microscopic field at a given point of the
superconductor, H0 is the externally applied field, and Gn

is the free energy density of a superconductor in the nor-
mal state when no field is applied. When a field is applied,
the free energy density of a superconductor in the normal
state is given by GnH = Gn +H 2

0 /8�, where H 2
0 /8� is the

magnetic energy density.

• The first part of Eq. (2) is the expansion of the free
energy density for a homogeneous superconductor in
the absence of an external magnetic field in powers
of �� �2 near the zero-field critical temperature Tc0 ≡
Tc	H0 = 0�,

Gn + ��� �2 + �

2
�� �4 (3)

where � and � are some phenomenological expansion
coefficients that are characteristics of the material. The
coefficient � is negative and depends on the tempera-
ture as � ∝ 	T − Tc0�, while � is a positive constant.
From Eq. (3) the Cooper pair density corresponding
to the free energy minimum at temperatures below Tc0
can be calculated as

��0�2 = −�/� (4)

• The next term is the kinetic energy of the Cooper pairs:

1
2m∗

∣∣∣∣
(
−i� �� − 2e

c
�A
)
�

∣∣∣∣
2

(5)

where the mass of a Cooper pair m∗ is two times the
mass of an electron m and the charge of the Cooper
pair is twice the charge of the electron e. In quantum
mechanics, the kinetic energy density of a particle of
mass m∗ is

1
2m∗ � − i� ��� �2 (6)

For a particle of charge 2e moving in the field with
vector potential �A, the operator −i� �� in the expression
for the kinetic energy density has to be modified:

−i� �� → −i� �� − 2e
c

�A (7)

• The next to last term simply represents the magnetic
energy density, that is,

H 2

8�
(8)
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• The last term describes the reduction of the magnetic
field due to the penetration of the field, that is,

−
�H − �H0

4�
· �H0 (9)

Without this term, expression (1) would be the free
energy F . For a superconductor in the presence of an
external field, it is the Gibbs free energy G,

G = F −
�H − �H0

4�
· �H0 (10)

which has to be minimized to obtain the ground state
of the superconductor [30].

The overall Gibbs free energy of a superconductor is

�sH=�nH+
∫ {
��� �2+ 1

2
��� �4+ 1

2m∗

∣∣∣∣
(
−i� ��− 2e

c
�A
)
�
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2

+H
2
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+H

2
0

8�
−

�H · �H0

4�

}
dV (11)

where the integration is carried out over the entire space V .
Note that �sH is a functional of �	�r� and �A	�r�. Minimiz-
ing �sH with respect to these two functions leads to the
Ginzburg–Landau equations, which will be derived below.

2.2. First Ginzburg–Landau Equation

To obtain the minimum of the total Gibbs free energy, we
vary expression (11) with respect to � ∗ [29]:

∫ {
���� ∗ + �� �� �2�� ∗ + 1

2m∗ ��

·
(
i� �� − 2e

c
�A
)
�� ∗

}
dV ′ = 0 (12)

where

�� =
(
−i� �� − 2e

c
�A
)
� (13)

After minimization we obtain the first equation of the
Ginzburg–Landau theory and its boundary condition:

�� + ��� �2� + 1
2m∗

(
−i� �� − 2e

c
�A
)2

� = 0 (14)

�n ·
(
−i� �� − 2e

c
�A
)
�
∣∣∣
boundary

= 0 (15)

where �n is the unit vector normal to the surface of the super-
conductor.

2.3. Second Ginzburg–Landau Equation

To obtain the minimum of the Gibbs free energy, we vary
Eq. (11) with respect to �A [29]:

1
2m∗

∫ [(
−2e
c
� �A� ∗

)
·
(
−i� ��� − 2e

c
�A�

)

+
(
i� ��� ∗ − 2e

c
�A� ∗

)
·
(
−2e
c
� �A�

)]
dV

+ 1
4�

∫
	rot �A− �H0� · rot � �AdV = 0 (16)

with �H = rot �A and V is the volume of the entire space.
Because the current density �jS in the superconductor is

given by the Maxwell equation

�jS =
c

4�
rot rot �A (17)

the minimization finally leads to the second Ginzburg–
Landau equation:

�jS = − i�e
m∗ 	�

∗ ��� −� ��� ∗�− 4e2

m∗c
�� �2 �A (18)

2.4. Characteristic Length Scales

The Ginzburg–Landau theory introduces two important
characteristic length scales: the coherence length �	T � and
the penetration depth �	T �. The coherence length �	T �
indicates the typical length scale over which the size of the
order parameter can vary (Fig. 1). The typical length scale
over which the magnetic field �H can vary is the penetration
depth �	T � (Fig. 1).

2.5. Boundary Condition

The boundary condition for the order parameter in a super-
conductor in contact with an insulator or with a vacuum is
given by Eq. (15), where �n is the unit vector normal to the
surface of the superconductor. This condition expresses the
fact that no supercurrent can pass perpendicular to the sam-
ple boundary (Neumann boundary condition).

H

superconductornormal

ψ

ξ

λ

Figure 1. The radial dependence of the order parameter � and the
magnetic field H at the superconducting/normal surface boundary.
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For a superconductor–normal metal interface the bound-
ary condition must be modified. The more general expres-
sion, which assures that no supercurrent passes perpendicu-
lar to the sample boundary, can be written as [31]

�n ·
(
−i� �� − 2e

c
�A
)
�
∣∣∣
boundary

= i

b
�
∣∣∣
boundary

(19)

with b being the extrapolation length over which the order
parameter becomes zero in the normal metal (Fig. 2).
Notice that for a superconductor–normal metal interface b
is positive.

The value of the extrapolation length is determined by
the medium adjacent to the superconductor:

1. For vacuum or an insulator: b→ �.
2. For normal metals: b > 0, and for ferromagnets: b→ 0.
3. For a superconducting layer with a higher Tc: b < 0.

The latter case is of theoretical interest because then the
order parameter near the surface will increase, which will
lead to higher critical fields and larger critical temperatures.

3. TYPE I AND TYPE II
SUPERCONDUCTORS

3.1. Bulk Superconductors

Bulk superconductors can be separated into two types
through their Ginzburg–Landau parameter � = �	T �/�	T �:

� < 1/
√
2 → type I superconductors

� > 1/
√
2 → type II superconductors

All superconducting elements except niobium are type I
superconductors. Niobium and all superconducting alloys
and chemical compounds are type II. The high Tc supercon-
ductors also belong to the second group. The dependence
of the superconducting characteristics on the value of � is
shown in Figure 3.

For � < 0"42 the superconductor is a type I supercon-
ductor. For fields below the thermodynamical critical field
Hc the superconductor is in the Meissner state and all flux

x
b

0

1

Ψ

Metal

Superconductor

Figure 2. Schematic presentation of the spatial dependence of the
superconducting order parameter �� � at the interface between a super-
conducting and a normal metal. The extrapolation length b is indicated.

Type I

In H

Normal State

Meissner State

Surfa
ce

Superco
nductiv

ity

Mixed
State

Hc

H
c1

H c2

H c3

In κ
κ = 0.42 κ = 0.71

Type II

Figure 3. The dependence of the characteristics of semi-infinite super-
conductors on the value of the Ginzburg–Landau parameter �. Hc3 is
the surface superconducting field when the field is parallel to the sur-
face. Modified from [32].

is expelled from the sample. At the critical field the mag-
netic field penetrates the sample, the superconductivity is
destroyed, and the sample becomes normal. For 0"42 < � <
1/
√
2 � 0"71 the superconductor is still a type I supercon-

ductor, but now the Meissner state does not change immedi-
ately into the normal state with increasing field. At the field
Hc flux can penetrate the inner part of the sample, while a
layer remains superconducting near the surface of the sam-
ple. At the surface critical field Hc3 the surface becomes
normal too and the sample is in the normal state.

In type II superconductors 	� > 1/
√
2�, on the other

hand, a fourth possible state exists. In equilibrium, the
Meissner state is only observed at applied fields H0 below
the first critical field Hc1. In the region between the first
critical field Hc1 and the second critical field Hc2 the mag-
netic flux is able to penetrate the sample in quantized units
of the flux quantum #0 = hc/2e, called vortices. Abrikosov
[33] found that these vortices form a triangular lattice inside
the superconductor, the so-called Abrikosov vortex lattice.
The state is called the Abrikosov vortex state or mixed state.
In the region Hc2 < H0 < Hc3 superconductivity only exists
at a thin layer near the sample edges, while the inner side
of the sample is in the normal state. For bulk type II super-
conductors the third critical field Hc3 is approximately equal
to 1"69Hc2. For larger fields superconductivity is destroyed,
and the entire sample is in the normal state.

The critical fields Hc, Hc1, Hc2, and Hc3 depend on the
temperature. The H − T phase diagrams for type I and type
II bulk superconductors are shown in Figure 4.

The magnetization behavior as a function of the external
magnetic field is also different for both types. This can be
seen from Figure 5. The magnetization of a superconductor
is defined as

�M = 1
4�
	 �B − �H0� (20)



Doubly Connected Mesoscopic Superconductors 591

(a) Type-I

Hc(T)

Tc0

H0 H0

Tc0 TT

Hc1(T)

Hc2(T)

Hc3(T)

0 0

Meissner
State Meissner

State

Mixed State

Surface
superconductivity

(b) Type-II

Figure 4. H − T phase diagrams for type I (a) and a type II (b) bulk
superconductors.

where �B = � �H� is the magnetic induction and �H0 is the
applied magnetic field.

At H0 < Hc a type I bulk superconductor is in the
Meissner state, and all flux is expelled from the sample:
� �H� = 0 and −4� �M = �H0. At larger fields, the applied
field penetrates into the superconductor, which becomes
normal: � �H� = �H0 and �M = 0. Type II superconductors
are in the Meissner state at H0 < Hc1 and −4� �M = �H0.
In the mixed state 	Hc1 < H0 < Hc2� the absolute value of
the magnetization � �M � decreases with increasing field until
it vanishes at the second critical field.

Also the surface energy is different for type I and type
II superconductors (see, for example, [30]). The expulsion
of the external field increases the energy of a supercon-
ductor by H 2/8� per unit volume. It is energetically more
favorable that the volume will be divided up into alternate
normal and superconducting regions. The creation of such
normal regions requires a negative interface surface energy
'ns whose magnitude is such that its contribution exceeds
the gain in magnetic energy. The two types of superconduc-
tors have a different behavior with respect to the surface
energy:

Type I ( 'ns > 0)

Type II ( 'ns < 0"

3.2. Mesoscopic Superconductors

In thin superconducting films the distinction between type
I and type II superconductivity depends not only on the
Ginzburg–Landau parameter � but also on the sample

(a) Type-I

Hc

–M –M

Hc1 Hc2H0 H0

Meissner
State Meissner

State
Mixed State

(b) Type-II

Figure 5. The magnetization as a function of the applied magnetic field
for type I and type II bulk superconductors.

thickness. Because the effective London penetration depth
* = �2/d increases considerably in films with thickness
d � �, the vortex state can appear in thin films made
from a material with � < 1/

√
2. In this case one introduces

the effective Ginzburg–Landau parameter �∗ = */�, which
defines the type of superconductivity: type I when �∗ < 1/

√
2

and type II when �∗ > 1/
√
2. In mesoscopic samples the

distinction between type I and type II superconductors is
determined not only by � and the thickness d, but also by
the lateral dimensions of the sample (see, e.g., [16, 34]).

In confined mesoscopic samples there is a competition
between the triangular Abrikosov distribution of vortices,
being the lowest energy configuration in bulk material and
thin films, and the sample boundary, which tries to impose
its geometry on the vortex distribution. For example, a circu-
lar disk will favor vortices situated on a ring near the bound-
ary and only far away from the boundary does its influence
diminish and the triangular lattice may reappear.

Multivortex versus Giant Vortex State
Depending on the geometry, the size, the applied field, and
the temperature, different kinds of vortex states can nucleate
in mesoscopic samples: giant vortex states and multivortex
states or a mixture of both of them, for example, in triangu-
lar and square superconductors (see, e.g., [25]).

The multivortex state in mesoscopic confined samples is
the analogon of the Abrikosov vortex state in bulk super-
conductors. The flux penetrates the sample at several posi-
tions where vortices are created. These vortices can be very
close to each other and overlap, but they are defined by
their separate zeros of the Cooper pair density. On the other
hand, when the sample is sufficiently small, the vortices will
overlap so strongly that it is more favorable to form one
giant vortex, corresponding with only one minimum in the
Cooper pair density. The shape of the giant vortex also
depends on the sample geometry. Figure 6a and b shows the
Cooper pair density for a multivortex state and a giant vor-
tex state in a superconducting disk with radius R/� = 6"0.
High Cooper pair density is given by dark regions and low
by light regions. This means that in Figure 6a the white spots
are the vortices.

Vorticity
For a given mesoscopic sample, different superconducting
states (giant vortex states and multivortex states) can nucle-
ate for a particular magnetic field. These states have a dif-
ferent free energy and a different vortex configuration, and
they can be characterized by their vorticity L. For multivor-
tex states the vorticity is nothing other than the number of
vortices. To determine the vorticity of the giant vortex state
one has to look at the phase of the order parameter. Along
a closed path around the vortex, the phase of the order
parameter always changes with L times 2�. Figure 6c shows
the contour plot of the phase of the order parameter for the
multivortex state of Figure 6a. Light regions indicate phases
near zero and dark regions phases near 2�. By encircling
the disk near the boundary of the disk, the phase changes
5 times with 2�. This means that the total vorticity of the
disk is L = 5. By going around one single vortex the phase
changes with 2� and L = 1. In Figure 6d the phase of the
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(a) (b)

(d)(c)

Figure 6. The Cooper pair density for the multivortex state (a) and the
giant vortex state (b) and the phase of the order parameter for the
multivortex state (c) and the giant vortex state (d) with vorticity L = 5
in a superconducting disk with radius R/� = 6"0. High (low) Cooper
pair density is given by red (blue) regions. Phases near 2� (0) are given
by dark (light).

order parameter is shown for the giant vortex configuration
of Figure 6b. By going around the giant vortex, the phase of
the order parameter changes 5 times with 2�, which means
that the giant vortex state has vorticity L = 5.

4. LITTLE–PARKS EFFECT
In 1962 Little and Parks [35, 36] measured the shift of the
critical temperature Tc	H� of a thin-walled Sn microcylin-
der in an axial magnetic field H . The Tc	H� phase bound-
ary showed a periodic component, with the magnetic period
corresponding to the penetration of a superconducting flux
quantum -0 = hc/2e. The Little–Parks oscillations in Tc	H�
are a straightforward consequence of the fluxoid quantiza-
tion constraint, which was predicted by London [37]. Insert-
ing the order parameter � = �� �exp	i�� into the current
operator we obtain

�j = e�

m
�� �2

(
��� − 2e

�c
�A
)

(21)

which after integration over a closed contour C inside the
superconductor leads to

∮
C

mc

2e2�� �2
�j · d�l +

∮
C

�A · d�l = L-0 (22)

where
∮
C

�A · d�l = ∫
rot �A · d �S = ∫ �H · d �S = - using the

Stokes theorem. In other words, when the external flux - is
not an integer times the flux quantum -0, induced supercur-
rents are necessary to fulfill Eq. (22). The integer number L
is the vorticity.

5. GIANT VORTEX STATES IN RINGS
In small superconducting rings, the sample boundary
imposes its symmetry on the vortex configuration. There-
fore, the vortex configuration is axially symmetric and only
giant vortex states nucleate. In a first step, Bruyndoncx
et al. [38] studied the superconducting/normal transition of
superconducting rings with zero thickness. To this aim, they
were allowed to simplify the problem by linearizing the first
Ginzburg–Landau equation and neglecting the second one.
Later, we solved the complete set of nonlinear Ginzburg–
Landau equations assuming axial symmetry [39].

5.1. Linear Theory

Bruyndoncx et al. [38] studied the phase boundary Tc	H� of
superconducting disks with a hole in the center. Concentrat-
ing on the phase boundary they used the linear Ginzburg–
Landau theory and neglected the second GL equation which
describes the demagnetization effects. The linearized first
Ginzburg–Landau equation was solved to find Tc	H�:

1
2m∗

(
−i� �� − 2e

c
�A
)2

� = �−��� (23)

The eigenenergies can be written as

�−�� = �2

2m∗�2	T �
= �2

2m∗�2	0�

(
1− T

Tc0

)
(24)

where Tc0 is the critical temperature in the zero magnetic
field. The boundary condition for the order parameter is
given by Eq. (15), which expresses the fact that the super-
current does not have a component perpendicular to the
sample boundary.

For loop geometries the cylindrical coordinate system
	r) �� and the gauge �A = Hr/2�e� are used, where �e� is the
tangential unit vector. They found that the exact solution of
the first Ginzburg–Landau equation has the following form:

�	-)�� = e−iL�
( -
-0

)L/2
exp

(
− -

2-0

)

×K
(
−n)L+ 1)

-

-0

)
(25)

where K	a) c) y� = c1M	a) c) y� + c2U	a) c) y� with
M	a) c) y� and U	a) c) y� as the two confluent hypergeo-
metric functions and - = H�r2 is the applied magnetic
flux through a circle of radius r . The integer n determines
the energy eigenvalue. The sample topology determines the
values of c1, c2, and n through the boundary condition.

The eigenenergies of the first Ginzburg–Landau Eq. (23)
are

�−�� = 2e�H
2m∗ 	2n+ 1� = �4

(
n+ 1

2

)
(26)
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where 4 = 2eH/m∗ is the cyclotron frequency. The param-
eter n depends on the vorticity L. With Eq. (24) this can be
rewritten as

r20
�2	Tc�

= r20
�2	0�

(
1− Tc	H�

Tc0

)
= 4

(
n+ 1

2

)
-

-0

= 5	H∗
c3�
-

-0
(27)

where - = H�r2o .
The bulk Landau levels can be found when n= 0) 1) 2) " " "

is substituted in Eqs. (26) and (27), meaning that the lowest
level n = 0 corresponds to the upper critical field Hc2	T � =
-0/72��2	T �8. Note that the lowest Landau level 	n= 0� for
a bulk superconductor is degenerate in the phase winding
number L, and therefore the eigenfunction can be expanded
as � =∑

cL�L. Interference patterns between the different
functions �L give rise to aperiodic vortex states [40].

The boundary condition can be written in cylindrical coor-
dinates as

9��	r��
9r

∣∣∣∣
r=r0) ri

= 0 (28)

with ri and ro, respectively, as the inner and outer radius of
the ring. Using dM	a) c) y�/dy = a/cM	a+ 1) c+ 1) y� and
dU	a) c) y�/dy = −aU	a + 1) c + 1) y� for the derivates of
the first and second types of Kummer functions and inserting
Eq. (25) into Eq. (28) gives

c1

[(
L− -

-0

)
M

(
−n)L+ 1)

-

-0

)

− 2n
L+ 1

-

-0
M

(
−n+ 1) L+ 2)

-

-0

)]

+ c2
[(
L− -

-0

)
U

(
−n)L+ 1)

-

-0

)

+ 2n
-

-0
U

(
−n+ 1) L+ 2)

-

-0

)]∣∣∣∣
r=ro) ri

= 0 (29)

which has to be solved numerically for each integer value
of L, resulting in a set of values n	L)-� with - = H�r20 .
Notice that one can choose c1 = 1.

Figure 7 shows the Landau level scheme (dashed curves)
calculated from Eqs. (27) and (29) for loops with two dif-
ferent inner radii: x = 0"5 (a), and x = 0"9 (b). The applied
magnetic flux - = ;0H�r

2
o is defined with respect to the

outer sample area. The Tc	H� boundary is composed of �
solutions with a different phase winding number L and is
drawn as a solid cusp-like curve in Figure 7. At - ≈ 0,
the state with L = 0 is formed at Tc	H� and one by one
consecutive flux quanta L enter the loop as the magnetic
field increases. Each state L approximately has a parabolic
dependence, close to Tc	H�. Like for the disk [1, 4, 41],
where - ≈ -0	L + L1/2�, one has L-0 ≤ - here as well,
indicating the overall diamagnetic response of the sample.
As x increases, the oscillations in Tc	-� change from cusp-
like to very pronounced local extrema for x = 0"9. In the
limit of vanishing wire width (x→ 1), L is the integer closest
to -m/-0, and therefore the response of the loop is alter-
nating between diamagnetic and paramagnetic, as the flux
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Figure 7. Calculated energy level scheme (dashed curves) for a super-
conducting loop with different ratio of inner to outer radius x = ri/ro:
(a) x = 0"5 and (b) x = 0"9. The lowest level for each magnetic flux
-/-0 corresponds to the highest possible temperature Tc	H� for which
superconductivity can exist. A state with phase winding number L = 0
is formed at Tc	- ≈ 0�, and at each cusp in Tc	H� the system makes
a transition L→ L+ 1, indicating the entrance of an extra vortex. The
solid and dotted lines correspond to Hc2	T � and Hc3	T �, respectively.
Reprinted with permission from [38], V. Bruyndoncx et al., Phys. Rev. B
60, 10468 (1999). © 1999, American Physical Society.

varies. The solid and dotted straight curves in Figure 7 are
the bulk upper critical field Hc2	T � and the surface critical
field Hc3	T � for a semi-infinite slab, respectively.

The energy levels below the Hc2 line (solid straight curve
in Fig. 7) could be found by fixing a certain L and solv-
ing Eq. (29) for a small - until a set 	n) c2� is found with
n < 0. These values were always put in as starting values for
a slightly higher -. A trivial solution of Eq. (29) is obtained
for n = 0) 1) 2) " " " . Both confluent hypergeometric func-
tions reduce to M	−N)L+ 1)-/-0� = 1 and U	−N)L+
1)-/-0� = 1, and thus c2 = −c1. Inserting this into Eq. (25)
gives �	-)��= 0 everywhere. With this method, one is able
to find solutions with n < 0 numerically. Note that the lowest
Landau level always has a lower energy �−�	-�� than that
for a semi-infinite superconducting slab. The dash–dotted
curve in Figure 7 gives the result obtained with the London
limit [42]. For x = 0"5 (Fig. 7a) the London limit is valid
up to - ≈ 8-0 and for x = 0"9 (Fig. 7b) the assumption
of a spatially constant �� � gives a Tc	-�, which cannot be
distinguished from the exact solution of Eq. (23).
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For x = 0"5 (Fig. 7a) Tc	H� has a rather parabolic back-
ground for flux - � 14-0 and becomes quasi-linear at higher
flux. In Figure 7b the background is parabolic in the entire
flux regime. Simultaneously, as x increases, the cusps in
Tc	H� become more and more pronounced, until the usual
Little–Parks effect is recovered for x = 0"9, where sharp
local minima and clear maxima in Tc	H� are seen.

The �� � profiles for a loop with x = 0"5 are shown in
Figure 8 for different values of vorticity. # is chosen to be
equal to 9-0, and the normalization ��	ro�� = 1. For L = 2
(Fig. 8a), �� � has a maximum at r = ri. For higher L the
order parameter distribution flattens until it reaches L = 4.
Then, for the ground state energy (L = 5) (Fig. 8b), the
maximum in �� � moves outward, but we should notice that
superconductivity nucleates in a quasi-uniform way. Indeed,
the exact Tc	-� and the London limit result are still very
close to each other at - = 9-0 (see Fig. 7a). Although
multiple flux quanta L are threading the middle opening
of the loop, we cannot, in the strict sense, speak about a
giant vortex state here. First of all, there is no real “normal
core” within the sample area, and secondly we are not deal-
ing with a surface superconducting state in this case. The
surface-to-volume ratio is so large that the whole sample
area becomes superconducting at once. On the contrary, for
the disk, strong spatial gradients of �� � are responsible for
the spontaneous breaking of superconductivity in the giant
vortex core, while only a surface sheath is superconducting.

It is worth noting that for all of the states shown in
Figure 8 with x = 0"5 the different L states correspond to
w < 2"1�	T � (see also Fig. 7a). At this point we want to
remind the reader that in a thin film of thickness d in a
parallel field H , a dimensional crossover is found at d =
1"84�	T �. For low fields (high �) Tc	H� is parabolic [two-
dimensional (2D)], and for higher fields vortices start pen-
etrating the film and consequently Tc	H� becomes linear
[three-dimensional (3D)] [43]. In Figure 7a the arrow indi-
cates the point on the phase diagram Tc	-� where w =
1"84�	T �. For the loop with x = 0"9 this point lies outside
the flux regime of the calculation. A dimensional transi-
tion from 2D to 3D shows up approximately at this point,
although the vortices are not penetrating the sample area in
the 3D regime. Instead, the middle loop opening contains
an integer number of flux quanta L-0. In the present case,
the 2D–3D crossover roughly occurs at the value - where
the London limit result fails to describe the exact Tc	-�.

a) L = 2 b) L = 5 c) L = 6

2.5
1.75
1

1.05
1
0.95

1
0.8
0.6

Figure 8. Order parameter distribution �� � for x = 0"5, at a fixed - =
9-0. (a) L = 2, (b) L = 5, and (c) L = 6. The state with L = 5 is only
slightly modulated (�� � ≈ constant: �A = 1"01) and corresponds to the
ground state level � −�LLL	9-0��. Reprinted with permission from [38],
V. Bruyndoncx et al., Phys. Rev. B 60, 10468 (1999). © 1999, American
Physical Society.

Next, the periodicity >- of Tc	-� is discussed for the
different L states in the loops. These results are shown in
Figure 9. For the disk the first transition occurs at - =
1"92-0, so >-	L = 0� = 3"85-0. The period >- goes down
for increasing L, until it reaches the asymptotic limit [2]:

>- = -0	1+ 	2?-/-0�
−1/2� (30)

The filled squares are the periods for the filled disk. The
periodicity of Tc	-� in the case of loops behaves differ-
ently: for x = 0"1 (filled up-triangles in Fig. 9) >-	L =
1� = 1"82-0 is larger than for the disk, and then >-	L = 2�
jumps below the corresponding value for the disk; and for
higher L ≥ 3, the period >- matches the disk behavior.
Consequently, the giant vortex state builds up for L ≥ 3;
that is, - � 5-0. A similar analysis can be carried out for a
loop with x = 0"5 (filled down-triangles in Fig. 9). For low L,
>- ≈ 1"8-0, and then >-	L� decreases substantially below
the value for the disk, before increasing again until the same
period >-	L� is reached for L ≥ 12. The loop is in the giant
vortex state when - � 17-0. For loops made of even thin-
ner wires (x = 0"7 and x = 0"9) (open symbols in Fig. 9),
Tc	-� stays periodic up to L = 13. The constant period >-
corresponds to >-m = 		1 + x�/2�2>- = 1-0, as it should
be in the London limit for x→ 1.

5.2. Nonlinear Theory

But what happens away from the superconducting/normal
transition, that is, deeper inside the superconducting state?
To study this we solved the complete set of Ginzburg–
Landau equations, assuming axial symmetry, which implies
that the Ginzburg–Landau equations are solved for a fixed
value of the angular momentum or vorticity L. Therefore,
the order parameter has the form

�	@)#� = f 	@�eiL# (31)
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Figure 9. The period >- of the phase boundary Tc	-� in units of the
flux quantum -0 as a function of the phase winding number L. The
data for several of the loops are shown as a symbol and are compared
to the period in a filled disk (filled squares). The interconnecting lines
are only a guide to the eye. Reprinted with permission from [38], V.
Bruyndoncx et al., Phys. Rev. B 60, 10468 (1999). © 1999, American
Physical Society.
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and, consequently, both the vector potential and the super-
conducting current are directed along �e#. For a fixed angu-
lar momentum L, the Ginzburg–Landau equations can be
reduced to

− 1
@

9

9@
@
9f

9@
+
〈(
L

@
−A

)2〉
f = f 	1− f 2� (32)

and

−�2

(
9

9@

1
@

9@A

9@
+ 92A

9z2

)
=
(
L

@
−A

)
f 2C

(
@

R

)
C

(
2�z�
d

)

(33)

where C	x� = 1 for x < 1 and C	x� = 0 for x > 1, �A = A�e#,
and �� means averaging over the disk thickness �g	r�� =
1
d

∫ +d/2
−d/2 g	z) r�dz.
The boundary condition for the order parameter (15) can

be written as

9f

9@

∣∣∣∣
@=Ro

= 0)
9f

9@

∣∣∣∣
@=Ri

= 0 (34)

where Ri and Ro are the inner and outer radius of the ring.
To solve the system of Eqs. (32) and (33) numerically, a

finite difference representation is applied on the space grid
@i) zi. Because the size of the simulation region exceeds by
far the size of the disk, this space grid will be nonuniform
outside the disk region to diminish computation time. Out-
side the disk region, the grid space increases exponentially
with the distance. Because of this, it becomes possible to use
the same number of grid points inside and outside the disk.

Integrating over the line @i−1/2 < @ < @i+1/2, where @i+1/2 =
	@i+1 + @i�/2, the first Ginzburg–Landau equation (32)
becomes

− 2
@2
i+1/2 − @2

i−1/2

(
@i+1/2

fi+1 − fi
@i+1 − @i

− @i−1/2
fi − fi−1

@i − @i−1

)

+
〈(
L

@
−A

)2〉

i

fi = fi − f 3
i (35)

where fi = f 	@i�. The steady-state solution of the Ginzburg–
Landau equations was obtained using an iteration proce-
dure. Therefore, an upper index k is introduced to denote
the iteration step. To speed up the convergency an iteration
parameter ?f is added and the nonlinear term is expanded
in 	f ki �

3 = 	f k−1
i �3 + 3	f k−1

i �2	f ki − f k−1
i �, which leads to the

first Ginzburg–Landau equation in finite difference form:

?f f
k
i − 2

@2
i+1/2 − @2
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(
@i+1/2

f ki+1 − f ki
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− @i−1/2
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@i − @i−1

)

+
〈(
L

@
−A

)2〉

i

f ki − f ki + 3	f k−1
i �2f ki

= ?f f k−1
i + 2	f k−1

i �3 (36)

To obtain the finite difference representation of the sec-
ond Ginzburg–Landau Eq. (32), we integrated this equation
over the square zj−1/2 < z < zj+1/2, @i−1/2 < @ < @i+1/2. By
introducing the upper index k denoting the iteration step
and the iteration parameter ?a to speed up the convergence,

the finite difference representation of the second Ginzburg–
Landau equation becomes
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(37)

The iteration parameters ?f and ?a correspond to an arti-
ficial time relaxation of the system to a steady state with
time steps 1/?f and 1/?a. For typical values of the iteration
parameters ?f = 2, ?a = 5 convergency is reached after a
few hundred iteration steps.

The ground state free energy F of a superconducting disk
with radius Ro = 2"0� and thickness d = 0"005� and GL
parameter � = 0"28 is shown in Figure 10 for a hole in the
center with radius Ri/� = 0"0, 0"5, 1"0, and 1"5. The situation
with Ri = 0 corresponds to a superconducting disk without a
hole, which was already studied in [13]. With increasing hole
radius Ri, we find that the superconducting/normal transi-
tion (this is the magnetic field where the free energy equals
zero) shifts appreciably to higher magnetic fields, and more
transitions between different L states are possible before
superconductivity disappears. Furthermore, the thin dotted
curve gives the free energy for a thicker ring with thick-
ness d = 0"1� and Ri = 1"0�. In comparison with the pre-
vious results for d = 0"005�, the free energy becomes more
negative, but the transitions between the different L states
occur almost at the same magnetic fields. Thus increasing
the thickness of the ring increases superconductivity, which
is a consequence of the smaller penetration of the magnetic
field into the superconductor.

Experimentally, using magnetization measurements one
can investigate the effect of the geometry and the size of
the sample on the superconducting state. To investigate the
magnetization of a single superconducting disk Geim et al.
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Figure 10. The ground state free energy as a function of the applied
magnetic field H0 of a superconducting disk with radius Ro = 2"0�,
thickness d = 0"005�, and � = 0"28 for a hole in the center with radius
Ri/� = 0"0, 0"5, 1"0, and 1"5, respectively. The thin dotted curve gives
the free energy of a thicker ring with thickness d = 0"1� and Ri = 1"0�.
The free energy is in units of F0 =H 2

c V /8�. Reprinted with permission
from [39], B. J. Baelus et al., Phys. Rev. B 61, 9734 (2000). © 2000,
American Physical Society.
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[1] used submicron Hall probes. The Hall cross acts like a
magnetometer, where in the ballistic regime the Hall volt-
age is determined by the average magnetic field through
the Hall cross region [44]. Hence, by measuring the Hall
resistance, one obtains the average magnetic field and, con-
sequently, the magnetic field expelled from the Hall cross
[Eq. (20)], which is a measure for the magnetization of the
superconductor [14]. As for a superconducting disk [14], the
field distribution for thin superconducting rings is extremely
nonuniform inside as well as outside the sample and there-
fore the detector size will have an effect on the measured
magnetization. To understand this effect of the detector,
we calculate the magnetization for a superconducting ring
with outer radius Ro = 2"0�, thickness d = 0"005�, and two
values of the inner radius Ri = 0"5� and Ri = 1"5� by aver-
aging the magnetic field [see Eq. (20)] over several detec-
tor sizes S. The results are shown in Figure 11a and b as
a function of the applied magnetic field for Ri = 0"5� and
Ri = 1"5�, respectively. The solid curve [curve (i)] shows
the calculated magnetization if we average the magnetic
field over the superconducting volume, and curve (ii) is the
magnetization after averaging the field over a circular area
with radius Ro, that is, superconductor and hole. Notice
that in the Meissner regime, that is, H0/Hc2 < 0"7 where
L = 0, the magnetization of superconductor + hole is larger
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Figure 11. The magnetization as a function of the applied magnetic
field H0 for a superconducting disk with radius Ro = 2"0� and thickness
d = 0"005� and � = 0"28 for a hole in the center with radius Ri/� = 0"5
(a) and Ri/� = 1"5 (b). Curve (i) is the calculated magnetization if we
average the magnetic field over the superconducting volume, curve (ii)
after averaging the field over the area with radius Ro , that is, supercon-
ductor and hole, and curves (iii) and (iv) after averaging the magnetic
field over a square region with widths equal to 2Ro and 	2 + 1/2�Ro ,
respectively. Reprinted with permission from [39], B. J. Baelus et al.,
Phys. Rev. B 61, 9734 (2000). © 2000, American Physical Society.

than that of the superconductor alone, which is due to flux
expulsion from the hole. For L ≥ 1 the reverse is true
because now flux is trapped in the hole. Experimentally, one
usually averages the magnetic field over a square Hall cross
region. Therefore, we calculated the magnetization by aver-
aging the magnetic field over a square region [curve (iii)]
with width equal to 2Ro, that is, the diameter of the ring.
Curve (iv) shows the magnetization if the sides of the square
detector are equal to 	2+ 1/2�Ro. Increasing the size of the
detector decreases the observed magnetization because the
magnetic field is averaged over a larger region, which brings
�H� closer to the applied field H0.

Having the free energies of the different giant vortex con-
figurations for several values of the hole radius varying from
Ri = 0"0� to Ri = 1"8�, we construct an equilibrium vortex
phase diagram. Figure 12 shows this phase diagram for a
superconducting disk with radius Ro = 2"0�, thickness d =
0"005�, and � = 0"28. The solid curves indicate where the
ground state of the free energy changes from one L state to
another, and the thick solid curve gives the superconduct-
ing/normal transition. The latter exhibits a small oscillatory
behavior, which is a consequence of the Little–Parks effect.
Notice that the superconducting/normal transition is mov-
ing to higher fields with increasing hole radius Ri and more
flux can be trapped. In the limit Ri → Ro, the critical mag-
netic field is infinite, and there are an infinite number of
L states possible, which is a consequence of the enhance-
ment of surface superconductivity for very small samples [15,
18, 45–47]. Because of the finite grid, we were not able to
obtain accurate results for Ri ≈ Ro. The dashed lines con-
nect our results for hole radius Ri = 1"8� with the results for
Ri → Ro [48], where the transitions between the different
L states occur when the enclosed flux is # = 	L + 1/2�#0,
where #0 = ch/2e is the elementary flux quantum. Notice
that for rings of nonzero width, that is, Ri �= Ro) the L→
L + 1 transition occurs at higher magnetic field than pre-
dicted from the condition # = 	L+ 1/2�#0. The discrepancy
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Figure 12. Phase diagram: the relation between the hole radius Ri and
the magnetic fields H0 at which giant vortex transitions L→ L+1 takes
place for a superconducting disk with radius Ro = 2"0� and thickness
d = 0"005� and for �= 0"28. The solid curves indicate where the ground
state changes from one L-state to another one and the thick solid curve
gives the superconducting/normal transition. Reprinted with permission
from [39], B. J. Baelus et al., Phys. Rev. B 61, 9734 (2000). © 2000,
American Physical Society.
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increases with increasing width of the ring and with increas-
ing L. Starting from Ri = 0 we find that with increasing Ri
the Meissner state disappears at smaller H0. The hole in the
center of the disk allows for a larger penetration of the mag-
netic field which favors the L = 1 state. This is the reason
why the L = 0 → L = 1 transition moves to a lower external
field while the L = 1 → L = 2 transition initially occurs for
larger H0 with increasing Ri. When the hole size becomes
of the order of the width of one vortex the L = 1 → L = 2
transition starts to move to lower fields and the L = 2 state
becomes more favorable.

The effect of the thickness of the ring on the phase dia-
gram is investigated in Figure 13. The thin solid curves
indicate where the ground state of the free energy changes
from one L state to another, while the thick curve gives the
superconducting/normal transition. Notice that the transi-
tion from the L= 0 to the L= 1 state and the superconduct-
ing/normal transition depends weakly on the thickness of the
ring. For increasing thickness d) the L = 2 state becomes
less favorable and disappears for d � 0"7�. In this case, there
is a transition from the L = 1 state directly to the normal
state. Increasing d stabilizes the different L states up to
larger magnetic fields. This is due to the increased expulsion
of the applied field from the superconducting ring [15].

In the next step, we investigate three very important and
mutually dependent quantities: the local magnetic field H ,
the Cooper pair density �� �2, and the current density j . We
will discuss these quantities as a function of the radial posi-
tion @. For this study we distinguish two situations; that is,
Ri � Ro and Ri � Ro. In the first case the sample behaves
more like a superconducting disk and in the second case like
a superconducting loop.

First, we consider a superconducting disk with radius
Ro = 2"0� and thickness d = 0"1� with a hole with radius
Ri = 0"5� in the center. The free energy and the magne-
tization (after averaging over the superconductor + hole)
for such a ring are shown in Figure 14. The dashed curves
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American Physical Society.

give the free energy and the magnetization for the dif-
ferent L states, and the solid curve is the result for the
ground state. Figure 15a and b shows the local magnetic
field H , Figure 15c and d the Cooper pair density �� �2, and
Figure 15e and f the current density j as a function of the
radial position @ for such a ring at the L states and magnetic
fields as indicated by the open circles in Figure 14a and b.

For low magnetic field, the system is in the L = 0 state,
that is, the Meissner state, and the flux trapped in the hole
is considerably suppressed. Hence, the local magnetic field
inside the hole is lower than the external applied magnetic
field as is shown in Figure 15a by curves 1 and 2. Please
notice that the plotted magnetic field is scaled by the applied
field H0. In the L = 0 state the superconductor expels the
magnetic field by inducing a supercurrent that tries to com-
pensate the applied magnetic field in the superconductor
and inside the hole. This is called the diamagnetic Meissner
effect. As long as L equals zero, the induced current has
only to compensate the magnetic field at the outside of the
ring and, therefore, the current flows in the whole supercon-
ducting material in the same direction and the size of the
current increase with increasing field. This is clearly shown
in Figure 15e by curves 1 and 2, where the current density j
becomes more negative for increasing H0/Hc2. Notice also
that the current density is more negative at the outside than
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61, 9734 (2000). © 2000, American Physical Society.

at the inside of the superconducting ring, which leads to a
stronger depression of the Cooper pair density at the outer
edge compared to the inner edge of the ring (see curves 1
and 2 in Fig. 15c).

At H0/Hc2 = 0"745, the ground state changes from the
L = 0 to the L = 1 state (see Fig. 14a). Suddenly more flux
becomes trapped in the hole (compare curve 1 with curve 3
in Fig. 15a), the local magnetic field inside the hole increases
and becomes larger than the external magnetic field H0. In
the L = 1 state, there is a sharp peak in the magnetic field
at the inner boundary because of demagnetization effects.
Consequently, more current is needed to compensate the
magnetic field near the inner boundary than that near the
outer boundary (see curve 3 in Fig. 15e). The sign of the cur-
rent near the inner boundary becomes positive (the current
direction reverses), but the sign of current near the outer
boundary does not change. This can be explained as fol-
lows. Near the inner boundary 	@ � 1"0�� the magnetic field
is compressed into the hole (paramagnetic effect), whereas
near the outer boundary 	@ � 2"0�� the magnetic field is
expelled to the insulating environment (diamagnetic effect).
The sign reversal of j occurs at @ = @∗, and later we will
show that the flux through the circular area with radius @∗

is exactly quantized. At the L = 0 to the L = 1 transition
the maximum in the Cooper pair density (compare curves
1 and 3 in Fig. 15c) shifts from @ = Ri to @ = Ro. Further

increasing the external field increases the Cooper pair
density near the inner boundary initially (compare curves 3
and 4 in Fig. 15c), because the flux in the hole has to be
compressed less. The point @∗, where j = 0, shifts toward the
inner boundary of the ring. By further increasing the exter-
nal magnetic field, the Cooper pair density starts to decrease
(see curves 5 and 6 in Fig. 15d) and attains its maximum near
the inner boundary. The current near the inner boundary
becomes less positive (see curves 5 and 6 in Fig. 15f), that is,
less shielding of the external magnetic field inside the hole
(see curves 5 and 6 in Fig. 15b), and near the outer bound-
ary j becomes less negative, which shields the magnetic field
from the superconductor + hole. Thus at the outer edge the
local magnetic field has a local maximum, which decreases
with applied magnetic field H0.

At H0/Hc2 ≈ 2"0325, the ground state changes from the
L = 1 state to the L = 2 state and extra flux is trapped in
the hole. The changes in the magnetic field distribution, the
Cooper pair density and the current density are analogous
to the changes at the first transition. For example, the mag-
netic field inside the hole increases compared to the external
magnetic field (curve 7 in Fig. 15b), the radius @∗ increases
substantially (curve 7 in Fig. 15f), and the maximum in the
Cooper pair density shifts to the outer boundary (curve 7 in
Fig. 15d).

For Ri � Ro and L > 0, the superconducting state con-
sists of a combination of the paramagnetic and the diamag-
netic Meissner state, like for a disk. For Ri � Ro we expect
that the sample behaves like a loop and, hence, the super-
conducting state is in a pure paramagnetic Meissner state or
a pure diamagnetic Meissner state.

We consider a superconducting disk with radius Ro = 2"0�
and thickness d = 0"1� with a hole with radius Ri = 1"8�
in the center. The free energy and the magnetization (after
averaging over the superconductor + hole) for such a ring
are shown in Figure 16. The dashed curves give the free
energy and the magnetization for the different L states, and
the solid curve is the result for the ground state. Figure 17a
and b shows the local magnetic field H and Figure 17c and d
the current density j as a function of the radial position @ for
such a ring at the L states and magnetic fields as indicated
by the open circles in Figure 16a and b. The Cooper pair
density has almost no structure and is practically constant
over the ring and will, therefore, not be shown. For L = 0,
the situation is the same as that for Ri � Ro. The magnetic
field is expelled from the superconductor and the hole to the
outside of the system, that is, a diamagnetic Meissner effect.
The current flows in the whole superconducting material in
the same direction (curves 1 and 2 in Fig. 17a) and the size
increases with increasing external field H0 (curves 1 and 2 in
Fig. 17c). At H0/Hc2 = 0"27, the ground state changes from
the L = 0 state to the L = 1 state and suddenly more flux
is trapped in the hole. The local magnetic field inside the
hole becomes larger than the external field H0, and there
is a sharp peak near the inner boundary (curves 3 and 4 in
Fig. 17a). In contrast to the situation for Ri � Ro, there
is no peak near the outer boundary, which means that the
magnetic field is only expelled to the hole, that is, a para-
magnetic Meissner effect. The induced current flows in the
reverse direction in the whole superconductor (curves 3 and
4 in Fig. 17c). For increasing external magnetic field, the
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Physical Society.

magnetic field inside the hole, the height of the demagneti-
zation peak, and hence the size of the current decrease (see
curves 3 and 4 in Fig. 17a and c). With a further increase
in the field, the superconducting state transforms into a dia-
magnetic Meissner state. The magnetic field is now expelled
to the outside of the sample (curves 5 and 6 in Fig. 17b)
and the direction of the current is the same everywhere in
the ring (curves 5 and 6 in Fig. 17d). At H0/Hc2 = 0"82,
the ground state changes from the L = 1 state to the L = 2
state. The changes in the magnetic field distribution (see
curve 7 in Fig. 17b) and the current density (see curve 7 in
Fig. 17c) are analogous to the changes at the first transition.
The diamagnetic state transforms into a paramagnetic state.

6. FLUX QUANTIZATION
Zharkov and Arutunyan [49, 50] found that in a thin-walled
hollow cylinder the flux is not quantized through the hole,
but through a circular area with (effective) radius equal to
the geometric mean square of the inner and outer radius of
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the hollow cylinder; that is, @∗ = √
RiRo. These results were

obtained within the London limit.
We investigated the flux quantization in the fat ring.

Figure 18 shows the flux through the hole (a) and through
the superconductor + hole (b) as a function of the applied
magnetic field H0 for a superconducting disk with radius
Ro = 2"0� and thickness d = 0"1� with a hole in the center
with radius Ri = 1"0�. The dashed curves show the flux for
the different L states, the solid curve for the ground state,
and the thin solid line is the flux through the hole if the sam-
ple is in the normal state. It is apparent that the flux through
the hole (or through the superconducting ring + hole) is
not quantized (see Fig. 18a). At H0/Hc2 = 0"4575 suddenly
more flux enters the hole and the ground state changes from
the L = 0 state to the L = 1 state. At this transition also
the flux increase through the hole is not equal to one flux
quantum #0. It is generally believed that the flux through
a superconducting ring is quantized. But as was shown in
[42], this is even no longer true for hollow cylinders when
the penetration length is larger than the thickness of the
cylinder wall. The present result is a generalization of this
observation to mesoscopic ring structures. Note that for the
case in Figure 18 the penetration length is �/� = 0"28 and
the effective penetration length */� = 0"78 is comparable
to the width of the ring 	Ro −Ri�/� = 1"0.

For L > 0, the superconducting current equals zero at
a certain “effective” radial position @ = @∗. It is the flux
through the circular area with radius @∗ that is quantized
and not necessarily the flux through the hole of our disk.
Inserting the order parameter � = �� � exp	i�� into the cur-
rent operator, we obtain

�j = e�

m
�� �2

(
��� − 2e

�c
�A
)

(38)
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which after integration over a closed contour C inside the
superconductor leads to

∮
C

(
mc

2e2�� �2
�j + �A

)
· d�l = L#0 (39)

When the contour C is chosen along a path such that the
superconducting current is zero we obtain, using Stokes’
theorem,

L#0 =
∮
C

�A · d�l =
∫
rot �A · d �S =

∫ �H · d �S = # (40)

which tells us that the flux through the area encircled by C
is quantized. In our wide superconducting ring the current is
nonzero at the inner boundary of the ring and, consequently,
the flux through the hole does not have to be quantized.

To demonstrate that this is indeed true, we show in
Figure 19a the current density as a function of the radial
position @ and in Figure 19b the flux through a circular area
with radius @ for a superconducting disk with radius Ro =
2"0� and thickness d = 0"1� with a hole in the center with
radius Ri = 1"0� in the presence of an external magnetic
field H0/Hc2 = 1"6075 for the case of three different giant
vortex states; that is, L = 1) 2, and 3. In the L = 1 state, the
current density equals zero at a distance @∗/� ≈ 1"16 from
the center and the flux through an area with this radius is
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exactly equal to one flux quantum #0. For L = 2 and L = 3,
the current density j equals zero at @∗/� ≈ 1"56 and 1"91,
respectively, and the flux through the area with this radius
@∗ is exactly equal to 2#0 and 3#0, respectively. We find that
@∗ depends on the external applied magnetic field and on
the value of L, contrary to the results of Arutunyan and
Zharkov [49, 50], which for the case in Figure 20a would
give @∗ = 1"41�. The dependence of @∗ as a function of the
applied magnetic field is shown in Figure 20a. The dashed
curves give the @∗ of the different L states. For increasing
magnetic field and fixed L, the value of @∗ decreases; that is,
the “critical” radius moves toward the inner boundary. The
solid curve gives @∗ for the ground state. At the L→ L+ 1
transitions, @∗ jumps over a considerable distance toward
the outside of the superconducting ring, and the size of the
jumps decreases with increasing L. The dotted lines in the
figure give the two boundaries of the superconducting ring:
the outer boundary Ro = 2"0� and the inner boundary Ri =
1"0�. Note that in Figure 20 there is no @∗ given for the
L = 0 state, because only the external magnetic field has
to be compensated so that the current has the same sign
everywhere inside the ring. In Figure 20b we repeated this
calculation for a hole with radius Ri = 1"5�, where supercon-
ductivity remains to higher magnetic fields and many more
L → L + 1 transitions are possible. The result of [49, 50]
gives in this case @∗ = 1"73�. Note that the results for the
L = 1 and the L = 2 states are not connected. The reason
is that just before the L = 1 → L = 2 transition the critical
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current for the L = 1 state is strictly positive in the whole
ring and hence @∗ is not defined. Notice that the results in
Figure 20a and b oscillate around the average value @∗ =√
RiRo.
For even narrower rings the current in the ring is mostly

diamagnetic or paramagnetic and the region in the mag-
netic field over which both directions of current occur in the
ring becomes very narrow. This is illustrated in Figure 21
for a ring with outer radius Ro = 2"0� and inner radius
Ri = 1"8�. We plot in Figure 21a the flux through the hole,
which becomes very close to the external flux, that is, the
flux without any superconductor. In Figure 21b the value of
the current at the inner and the outer side of the ring is
shown, which illustrates nicely the fact that over large ranges
of the magnetic field the current in the ring can flow in one
direction. The free energy becomes minimal (Fig. 21c) at
a magnetic field where the current in the rings can flow in
both directions.

7. MULTIVORTEX STATES
Until now, we considered only small rings. In such rings, the
confinement effect dominates, and we found that only the
giant vortex states are stable. Now we will consider larger
wide superconducting rings in which multivortex states can
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nucleate for certain magnetic fields. This means that we are
no longer allowed to assume axial symmetry for the order
parameter.

For thin disks 	d � �) �� it is allowable to average the
GL equations over the disk thickness. Using dimensionless
variables and the London gauge div �A = 0 for the vector
potential �A, we write the system of GL equations in the
following form

	−i ��2D − �A�2� = �	1− �� �2� (41)

− >3D
�A = d

�2
�	z��j2D (42)

where

�j2D = 1
2i
	� ∗ ��2D� −� �� ∗

2D��− �� �2 �A (43)

is the density of superconducting current. The superconduct-
ing wavefunction satisfies the following boundary conditions

	−i ��2D − �A�� ��r= �Ri = 0 (44)

	−i ��2D − �A�� ��r= �Ro = 0 (45)
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and �A = 1
2H0@�e# far away from the superconductor. Here

the distance is measured in units of the coherence length
�, the vector potential in c�/2e�, and the magnetic field in
Hc2 = c�/2e�2 = �

√
2Hc. The ring is placed in the plane

	x) y�, the external magnetic field is directed along the z
axis, and the indices 2D and 3D refer to two- and three-
dimensional operators, respectively.

To solve the system of Eqs. (41) and (42), we general-
ized the approach of [15] for disks to our fat ring configura-
tion. We apply a finite difference representation of the order
parameter and the vector potential on a uniform Cartesian
space grid (x) y), with a typical grid spacing of 0"15� and
use the link variable approach [51] and an iteration proce-
dure based on the Gauss–Seidel technique to find � . The
vector potential is obtained with the fast Fourier transform
technique, where we set �A�x�=RS)�y�=RS = H0	x)−y�/2 at the
boundary of a larger space grid (typically, RS = 4Ro).

To find the different vortex configurations, which include
the metastable states, we search for the steady-state solu-
tions of Eqs. (41) and (42) starting from different randomly
generated initial conditions. Then we increase/decrease
slowly the magnetic field and recalculate each time the exact
vortex structure. We do this for each vortex configuration in
a magnetic field range where the number of vortices stays
the same. By comparing the dimensionless Gibbs free ener-
gies of the different vortex configurations

F = V −1
∫
V
72	 �A− �A0� · �j2d − �� �48d�r (46)

where integration is performed over the sample volume V )
and �A0 is the vector potential of the uniform magnetic field,
we find the ground state. The dimensionless magnetization,
which is a direct measure of the expelled magnetic field from
the sample, is defined as

M = �H� −H0

4�
(47)

where H0 is the applied magnetic field. �H� is the magnetic
field averaged over a sample/detector surface area S.

As an example we take a fat ring with outer radius Ro =
4"0�, thickness d = 0"005�) � = 0"28, and different values
of the inner radius. Figure 22a shows the free energy for
such a ring with inner radius Ri = 0"4� as a function of the
applied magnetic field H0. The different giant vortex states
are given by the thin solid curves and the multivortex state
by the thick solid curves. The open circles indicate the tran-
sitions from the multivortex state to the giant vortex state.
In such a ring, multivortex states exist with winding number
L = 3 up to 7. For L = 3) 4, and 5 multivortices occur both
as metastable states and in the ground state, while for L = 6
and 7 they are only found in the metastable state. Notice
there is no discontinuity in the free energy at the transitions
from the multivortex state to the giant vortex state for fixed
winding number L. Figure 22b shows the magnetization M
for this ring as a function of H0 after the field H is aver-
aged over the superconducting ring (without the hole). The
dashed curves give the results for the different L states, the
thin solid curves are the results for the ground state, the
thick solid curves are the results for the multivortex states,
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solid curves and the multi-vortex states by the thick solid curves. (b) The
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ducting ring only. The different L states are given by the dashed curves,
the ground state by the thin solid curves, and the multivortex states
by the thick solid curves. The transitions from the multivortex state
to giant vortex state are indicated by the open circles. Reprinted with
permission from [39], B. J. Baelus et al., Phys. Rev. B 61, 9734 (2000).
© 2000, American Physical Society.

and the open circles indicate the transition from the multi-
vortex state to the giant vortex states. Notice that the latter
transitions are smooth; there are no discontinuities in the
magnetization.

Now, we investigate the flux # through the hole for the
L = 4 multivortex and giant vortex state for the case of the
above ring. Figure 23 shows the flux # through a circular
area of radius @ for different values of the applied magnetic
field H0. Curves 1, 2, 3, and 4 are the results for H0/Hc2 =
0"72, 0"795, 0"87 (i.e., multivortex states), and 0"945 (i.e.,
giant vortex state), respectively. There is no qualitative dif-
ference between the four curves, that is, no qualitative dif-
ference between the multivortex states and the giant vortex
state. In the inset, we show the flux through the hole with
radius Ri = 0"4� and through the superconductor + hole as
a function of the applied magnetic field for a fixed value of
the winding number; that is, L = 4. The solid circles indicate
the magnetic fields considered in the main figure and the
open circle indicate the position of the transition from mul-
tivortex state to giant vortex state. The slope of the curves
increases slightly at the applied magnetic field, where there
is a transition form the multivortex state to the giant vor-
tex state. This agrees with the result for a disk [16] that
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Phys. Rev. B 61, 9734 (2000). © 2000, American Physical Society.

the giant ↔ multivortex transition is a second-order phase
transition.

The Cooper pair density �F�2 for the previous four config-
urations is shown in Figure 24. The darker the region, the
larger the density and thus vortices are located at the white
regions. At the magnetic field H0/Hc2 = 0"72 (Fig. 24a) we
clearly see three vortices. With increasing magnetic field,
these vortices start to overlap and move to the center
(Fig. 24b and c) and finally they combine to one giant vortex
in the center (Fig. 24d). Please note that a theory based on
the London limit will not be able to give such an intricate
behavior, because in such a theory vortices are point-like
objects.

The free energies of the different vortex configurations
were calculated for different values of the hole radius which
we varied from Ri = 0 to Ri = 3"6�. From these results
we constructed an equilibrium vortex phase diagram. First,
we assumed axial symmetry, where only giant vortex states
occur and the order parameter is given by �	 �@� = F 	@�eiLC .
In the phase diagram (Fig. 25) the solid curves separate
the regions with different numbers of vortices (different L
states). In the limit Ri → 0 we find the previous results
of [16] for a superconducting disk. The radius of the giant
vortex RL in the center of the disk increases with increas-
ing L, because it has to accommodate more flux; that is,
RL/� ∼ √

L/	H0/Hc2�. Hence, if we make a little hole in
the center of the disk, this will not influence the L→ L+ 1
transitions as long as Ri � RL as is apparent from Figure 25.
For a sufficiently large hole radius Ri, the hole starts to
influence the giant vortex configuration and the magnetic
field needed to induce the L→ L + 1 transition increases.
For example, the transition field from the L = 7 state to the
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L = 8 state reaches its maximum for a hole radius Ri ≈ 2"0�
which occurs for H0/Hc2 ≈ 1"5. The above rough estimate
gives RL/� ∼ 2"16, which is very close to RL/� ∼ 2"0" Fur-
ther increasing Ri, the hole becomes so large that more and
more flux is trapped inside the hole, and consequently a
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smaller field is needed to induce the L→ L+ 1 transition.
Because of our finite grid size, we were limited to Ri ≤ 3"6�.
The results we find for Ri = 3"6� are extrapolated to # =
	L+ 1/2�#0 for Ri = Ro. The thick curve in Figure 25 gives
the superconducting/normal transition. For low values of Ri,
this critical magnetic field is independent of Ri, because
the hole is smaller than the giant vortex state in the center
and hence the hole does not influence the superconducting
properties near the superconducting/normal transition. For
Ri � 2"0�, this field starts to increase drastically. Therefore,
more and more L states appear. In the limit Ri → Ro, the
critical magnetic field is infinite and there are an infinite
number of L states, which is a consequence of the enhance-
ment of surface conductivity for very small superconducting
samples [18].

Next, we consider the general situation where the order
parameter is allowed to be a mixture of different giant vor-
tex states and thus we no longer assume axial symmetry of
the superconducting wavefunction. We found that the tran-
sitions between the different L states are not influenced by
this generalization, but that for certain magnetic fields the
ground state is given by the multivortex state instead of the
giant vortex state. In Figure 25 the shaded regions corre-
spond to the multivortex states and the dashed curves are
the boundaries between the multivortex and the giant vor-
tex states. For L = 1, the single vortex state and the giant
vortex state are identical. In the limit Ri → 0, the previous
results of [16] for a superconducting disk are recovered. For
increasing hole radius Ri, the L = 2 multivortex state dis-
appears as a ground state for Ri > 0"15�. If Ri is further
increased, the ground state for L = 5 up to L = 9 changes
from giant vortex state to multivortex state and again to
giant vortex state. For example, for Ri = 2"0� the multi-
vortex state exists only in the L = 9 state. Notice that for
small Ri the region of multivortex states increases and con-
sequently the hole in the center of the disk stabilizes the
multivortex states, at least for L > 2. For large Ri, that is,
narrow rings, the giant vortex state is the energetic favorable
one because confinement effects start to dominate, which
impose the circular symmetry on F. For fixed hole radius
Ri ≤ 2"0� and increasing magnetic field we find always at
least one transition from giant vortex state to multivortex
state and back to giant vortex state (re-entrant behavior).
Note that the ground state for L ≥ 10 is in the giant vortex
state irrespective of the value of the magnetic field. Near
the superconducting/normal transition the superconducting
ring is in the giant vortex state because now superconductiv-
ity exists only near the edge of the sample and consequently
the superconducting state will have the same symmetry as
the outer edge of the ring and thus it will be circular
symmetric.

Finally, for L ≥ 3 the multivortex state does not neces-
sarily consist of L vortices in the superconducting material.
Often it consists of a combination of a big vortex trapped
in the hole and some multivortices in the superconducting
material. This is clearly shown in Figure 26 where a contour
plot of the local magnetic field is given for a superconduct-
ing disk with radius Ro = 4"0� and thickness d = 0"005� with
a hole in the center with radius Ri = 0"6� (Fig. 26a) and
Ri = 1"0� (Fig. 26b). As usual we took � = 0"28. The dashed
thick circle is the outer radius, while the small solid black

circle is the inner radius of the ring. Low magnetic fields
are given by light regions and darker regions indicate higher
magnetic fields. In this way, multivortices in the supercon-
ducting area are dark spots. In Figure 26a the local mag-
netic field is shown for an applied magnetic field H0/Hc2 =
0"895. Although the winding number is L = 4, there are only
three vortices in the superconducting material and one vor-
tex appears in the hole in the center of the disk. The phase
difference is always given by >� = L × 2�, with L as the
winding number. In Figure 26b a contour plot of the local
magnetic field is shown for a ring with Ri = 1"0�, which
leads to L = 6 at H0/Hc2 = 1"145. Only four vortices are
in the superconducting material and one giant vortex is in
the center (partially in the hole) with L = 2. Note that the
flux # through the hole equals # ≈ 0"19#0 for the case of
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Figure 26a and # ≈ 0"36#0 for the case of Figure 26b and
is thus not equal to a multiple of the flux quantum #0.

8. ASYMMETRIC RINGS
So far, we gave an overview of the influence of the size of
the hole on the vortex configuration and the critical param-
eters for superconducting rings of different sizes. For small
rings, only the axially symmetrical situation occurs, that is,
the giant vortex states. For large rings the multivortex state
can be stabilized for certain values of the magnetic field.
In the next step, the axial symmetry is purposely broken by
moving the hole away from the center of the superconduct-
ing disk over a distance a.

As an example, we consider a superconducting disk with
radius Ro = 2"0� and thickness d = 0"005� with a hole
with radius Ri = 0"5� moved over a distance a = 0"6�
in the x direction. Figure 27 shows the free energy and
magnetization (defined through the field expelled from the
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Figure 27. The free energy (a) and magnetization after averaging over
the superconducting ring only (b) as function of the applied magnetic
field for a superconducting disk with radius Ro = 2"0� and thickness
d = 0"005� with a hole with radius Ri = 0"5� moved over a distance a =
0"6� in the x direction. The solid curve indicates the ground state; the
dashed curve indicates the results for increasing and decreasing field.
The vertically dotted lines separate the regions with different vorticity
L. The insets show the Cooper pair density at magnetic field H0/Hc2 =
0"145, 1"02, 2"145, and 2"52, where the ground state is given by a state
with L = 0) 1) 2, and 3, respectively. High Cooper pair density is given
by dark regions, while light regions indicate low Cooper pair density.
Reprinted with permission from [39], B. J. Baelus et al., Phys. Rev. B
61, 9734 (2000). © 2000, American Physical Society.

superconducting ring without the hole) as a function of
the magnetic field. The solid curve indicates the ground
state, while the dashed curves indicate the metastable states
for increasing and decreasing fields. The vertically dotted
lines separate the regions with different winding number
L. Notice that hysteresis is only found for the first transi-
tion from the L = 0 to the L = 1 state and not for the
higher transitions, which are continuous. At the transition
from the L = 1 state to the L = 2 state and further to
the L = 3 state, the free energy and the magnetization vary
smoothly (see Fig. 27a and b). In the insets of Fig. 27a, we
show the Cooper pair density for such a sample at the mag-
netic fields: H0/Hc2 = 0"145, 1"02) 2"145, and 2"52, where
the ground state is given by a state with L = 0) 1) 2, and 3,
respectively. High Cooper pair density is indicated by dark
regions, whereas light regions indicate low Cooper pair den-
sity. For H0/Hc2 = 0"145, we find a high Cooper pair den-
sity in the entire superconducting ring. There is almost no
flux trapped in the circular area with radius smaller than
Ro. After the first transition at H0/Hc2 ≈ 0"75, suddenly
more flux is trapped in the hole, which substantially lowers
the Cooper pair density in the superconductor. Notice that
the trapped flux tries to restore the circular symmetry in the
Cooper pair density and that the density of the supercon-
ducting condensate is largest in the narrowest region of the
superconductor. The next inset shows the Cooper pair den-
sity of the L = 2 state where an additional vortex appears.
Some flux is passing through the hole (i.e., winding num-
ber equals 1 around the hole), while one flux line is passing
through the superconducting ring and a local vortex (the
normal region with zero Cooper pair density) is created. In
the L = 3 state superconductivity is destroyed in part of the
sample which contains flux with winding number L = 2 and
the rest of the flux passes through the hole. Hence, by break-
ing the circular symmetry of the system, multivortex states
are stabilized. Remember that for the corresponding sym-
metric system, that is, a = 0, only giant vortex states were
found.

Having the magnetic fields for the different L → L + 1
transitions for superconducting rings with different positions
of the hole, that is, different values of a, we constructed the
phase diagram shown in Figure 28. The thin curves (solid
curves when the magnetization is discontinuous and dashed
curves when the magnetization is continuous) indicate the
magnetic field at which the transition from the L state to
the L+ 1 state occurs, while the thick solid curve gives the
superconducting/normal transition.

To show that the stabilization of the multivortex state
due to an off-center hole is not peculiar for Ro = 2"0�, we
repeated the previous calculation for a larger superconduct-
ing disk with radius Ro = 5"0� and thickness d = 0"005�
containing a hole with radius Ri = 2"0�. In Figure 29a the
Cooper pair density is shown for such a system with the
hole in the center, while in Figure 29b the hole is moved
away from the center over a distance a = 1"0� in the nega-
tive y direction. The externally applied magnetic field is the
same in both cases, H0/Hc2 = 0"77, which gives a winding
number L = 4 and L = 5 for the ground state of the sym-
metric and the nonsymmetric geometry, respectively. The
assignment of the winding number can be easily checked
from Figure 29c and d which shows contour plots of the
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Physical Society.

corresponding phase of the superconducting wavefunction.
If the hole is at the center of the disk, the ground state is
a giant vortex state. If the center of the hole is moved to
the position 	x/�) y/�� = 	0)−1�, two vortices appear in the
superconducting material while the hole contains three vor-
tices. Notice that in this case, although the magnetic field is
kept the same and the amount of superconducting material
is not altered, changing the symmetry of the system alters
the winding number.

9. SADDLE POINT STATES
Up to now we only discussed stable vortex configurations,
which correspond to minima in the free energy landscape.
These minima are separated from each other by saddle
points (Fig. 30). Therefore, the states corresponding to the
saddle points (i.e., the saddle point states) describe the tran-
sition from one vortex state to another. In other words, by
studying the saddle point states, we can investigate the flux
entree and expulsion in mesoscopic rings; that is, how does
the vortex enter or leave the superconductor?

We considered superconducting rings with inner radius
Ri, outer radius Ro, and thickness d [52]. These meso-
scopic superconducting systems are immersed in an insu-
lating medium in the presence of a perpendicular uniform
magnetic field H0. To solve this problem, we follow the
numerical approach of Schweigert and Peeters [8]. For very
thin rings, that is, Wd � �2, with W = Ro −Ri as the width
of the ring, the demagnetization effects can be neglected
and the Ginzburg–Landau functional can be written as

G = Gn +
∫
d�r
(
��� �2 + �

2
�� �4 +� ∗L̂�

)
(48)
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Figure 30. Schematical view of the free energy in functional space
depicting two minima with L = 2 and L = 3 and the saddle point con-
necting them. The Cooper pair densities of these three states are shown
in the insets. High (low) Cooper pair density is given by dark (light).
Reprinted with permission from [8], V. A. Schweigert and F. M. Peeters,
Phys. Rev. Lett. 83, 2409 (1999). © 1999, American Physical Society.
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where G and Gn are the free energies of the superconduct-
ing and the normal states, � is the complex order parame-
ter, and � and � are the GL coefficients which depend on
the sample temperature. L̂ is the kinetic energy operator for
Cooper pairs of charge e∗ = 2e and mass m∗ = 2m; that is,

L̂ = 	−i� �� − e∗ �A/c�/2m∗ (49)

where �A = �e#H0@/2 is the vector potential of the uniform
magnetic field H0 written in cylindrical coordinates @ and #.

By expanding the order parameter � = ∑
i Ci�i in the

orthonormal eigenfunctions of the kinetic energy operator
L̂�i = 5i�i [5, 6, 15, 16], the difference between the super-
conducting and the normal state Gibbs free energy can be
written in terms of complex variables as

F = G−Gn = 	�+ 5i�CiC∗
i +

�

2
A
ij
klC

∗
i C

∗
j CkCl (50)

where the matrix elements Aijkl =
∫
d�r�∗

i �
∗
j �k�l are cal-

culated numerically. The boundary condition for these �i,
corresponding to zero current density in the insulator
media, is given by Eq. (15). These eigenenergies 5i and
the eigenfunctions �i depend on the sample geometry. For
thin axial symmetric samples the eigenfunctions have the
form �j=	n)l�	@) #� = exp	il#�fn	@�, where l is the angular
momentum and the index n counts different states with the
same l and equals the number of nodes in the radial direc-
tion. Thus, the order parameter � can be written as

F =∑
n

∑
l

Cn)l�n)l (51)

We do not restrict ourselves to the lowest Landau level
approximation (i.e., n = 1) and expand the order parame-
ter over all eigenfunctions with energy 5i < 5∗, where the
cutting parameter 5∗ is chosen such that increasing it does
not influence the results. The typical number of complex
components used is in the range N = 30–50. Thus the super-
conducting state is mapped into a 2D cluster of N particles
with coordinates 	xi) yi�↔ 	Re	Ci�) Im	Ci��, whose energy
is determined by the Hamiltonian (50). The energy land-
scape in this 2N + 1 dimensional space is studied where the
local minima and the saddle points between them will be
determined together with the corresponding vortex states.

To find the superconducting states and the saddle point
states we use the technique described in [8]. A particular
state is given by its set of coefficients HCiI. We calculate the
free energy in the vicinity of this point �G =G	Cn�−G	C�
where HCnI is the set of coefficients of a state very close to
the initial one. This free energy is expanded to second order
in the deviations � = Cn − C,

�G = Fm�∗m + Bmn�n�∗m +Dmn�∗n�∗m + c"c" (52)

where

Fm = 	�+ 5i�Cm + �Amjkl CjC∗
kCl (53)

Bmn = 	�+ 5m�Imn + 2�Amnkl CkC
∗
l (54)

Dmn = �Amnkl CkCl (55)

and Imn is the unit matrix. Using normal coordinates �m =
xkQ

k
m we can rewrite the quadratic form as �G = 2	Lkxk +

?kx
2
k�. To find the eigenvalues ?k and the eigenvectors Lk

we solve numerically the equation
∣∣∣∣∣
B +Re	D� Im	D�

Im	D� B −Re	D�

∣∣∣∣∣ "
∣∣∣∣∣
Re	Qk�

Im	Qk�

∣∣∣∣∣ = ?k
∣∣∣∣∣
Re	Qk�

Im	Qk�

∣∣∣∣∣
(56)

Starting from a randomly chosen initial set of coefficients,
we calculate a nearby minimum of the free energy by mov-
ing in the direction of the negative free energy gradient −Lk.
The set of coefficients of this minimum then determines the
ground state or a metastable state. Starting from the initial
set of coefficients we can also calculate a nearby saddle point
state by moving to a minimum of the free energy in all direc-
tions, except the one that has the lowest eigenvalue. In this
direction we move to a local maximum. Repeating this pro-
cedure for many randomly chosen initial sets of coefficients
HCiI for fixed magnetic field, we find the different possible
superconducting states and saddle point states. To calculate
the magnetic field dependence we start from a supercon-
ducting state at a certain field and we change the applied
field by small increments. By moving into the direction of the
nearest minimum or saddle point, the corresponding state
will be found for the new magnetic field, provided that the
field step is small enough.

Just like for the discussion of the stable states, we also
make a distinction between small and large rings for the
discussion of the saddle point states. As mentioned above, in
small rings only giant vortex states are stable, while in larger
rings it is possible that multivortex states are stabilized.

9.1. Small Rings: Giant Vortex State

As an example, we consider a superconducting ring with
radius Ro = 2"0� and hole radius Ri = 1"0�. In Figure 31 the
free energy is shown as a function of the applied magnetic
field for the different L states (solid curves) together with
the saddle point states (dashed curves). We find giant vor-
tex states with L = 0) 1) 2) 3, and 4. Comparing this result
with the result for a disk with radius R = 2"0�, we find that
more L states are possible and the superconducting/normal
transition moves to larger magnetic fields [39]. The inset
shows the energy barrier U for the transitions between the
different L states as a function of the difference between
the applied magnetic field H0 and the L → L + 1 transi-
tion field HL→L+1. For increasing L, the height of the energy
barrier and the difference between the penetration and the
expulsion field decreases. The energy barrier near its max-
imum can be approximated by U/F0 = Umax/F0 + �	H −
Hmax�/Hc2) and we determined the slope �L→L+1; �0→1 =
−0"8 for H � Hmax and 0"9 for H � Hmax, �1→2 = −0"6
for H � Hmax and 0"75 for H � Hmax, �2→3 = −0"3 for
H � Hmax and 0"42 for H � Hmax, and �3→4 = −0"013 for
H � Hmax and 0"038 for H � Hmax. The slope decreases
again for increasing L and the absolute value of the slope
for H �Hmax is smaller than that for H �Hmax for every L.

Next, we investigate the 2 ↔ 3 saddle point. At H0/Hc2 =
2"01 (expulsion field) and 2"535 (penetration field) the sad-
dle point state equals the giant vortex states with L = 3
and L = 2, respectively. The transition between these two
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Figure 31. The free energy for a superconducting ring with radius Ro =
2"0� and hole radius Ri = 1"0� as a function of the applied magnetic
field for the different giant vortex states (solid curves) and for the saddle
point states (dashed curves). The inset shows the energy barrier U for
the transitions between different L states as a function of the difference
between the applied magnetic field H0 and the L → L + 1 transition
field HL→L+1. Reprinted with permission from [52], B. J. Baelus et al.,
Phys. Rev. B 63, 144517 (2001). © 2001, American Physical Society.

giant vortex states is illustrated in Figure 32a–d which shows
the spatial distribution of the superconducting electron den-
sity �� �2 corresponding with the open circles in the inset of
Figure 31 at H0/Hc2 = 2"1, 2"2, 2"315 (i.e., the barrier max-
imum), and 2"4, respectively. High (low) density is given by
dark (light) regions. With increasing field one vortex moves
from inside the ring, through the superconducting material,
to outside the ring. From Figure 32c one may infer that
the Cooper pair density is zero along a radial line and that
the vortex is, in fact, a sort of line. That this is not the
case can be seen from the left inset of Figure 33, which
shows the Cooper pair density �F�2 along this radial line for
H0/Hc2 = 2"315. The Cooper pair density in the supercon-
ducting material is zero only at the center of the vortex,
which is situated at xmin/� ≈ 1"5, and �� �2 is very small oth-
erwise; that is, �� �2 < 0"01. In Figure 33 the position of the
vortex (i.e., of xmin) is shown as a function of the applied
field. Over a narrow field region the vortex moves from the
inner boundary toward the outer boundary. From H0/Hc2 =
2"01–2"25 the center of the vortex is still situated in the hole,
but the vortex already influences the superconducting state
(see, e.g., Fig. 32a and b). From H0/Hc2 = 2"36–2"535 the
center of the vortex lies outside the ring, but it still has an
influence on the saddle point (see, e.g., Fig. 32d). In the
region H0/Hc2 = 2"25–2.36 the center of the vortex is sit-
uated inside the superconductor. This is also illustrated by
the contour plot (right inset of Fig. 33) for the phase of the
order parameter at H0/Hc2 = 2"315, corresponding with the
open circle in Figure 33. When encircling the superconduc-
tor near the inner boundary of the ring, we find that the
phase difference >� is equal to 2 × 2� which implies vor-
ticity L = 2. When encircling the superconductor near the
outer boundary, we find vorticity L = 3. If we choose a path
around the vortex (located at xmin), the phase changes with
2� and thus L = 1. At the transition field 	H0/Hc2 = 2"315�
the center of the vortex of the saddle point is clearly not
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Figure 32. The spatial distribution of the superconducting electron den-
sity �� �2 of the transition between the giant vortex states with L = 2
and L = 3 for a superconducting ring with Ro = 2"0� and Ri = 1"0� at
H0/Hc2 = 2"1 (a), 2"2 (b), 2"315 (c), and 2"4 (d). High density is given
by dark regions and low density by light regions. Reprinted with per-
mission from [52], B. J. Baelus et al., Phys. Rev. B 63, 144517 (2001).
© 2001, American Physical Society.

situated at the outer boundary as was the case for supercon-
ducting disks (see e.g., [8, 52]).

9.2. Large Rings: Multivortex States

First, we consider superconducting rings with radius Ro =
4"0� and hole radius Ri = 1"0�. In Figure 34 the free energy
is shown as a function of the applied magnetic field. The
different L states are given by solid curves for giant vortex
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Figure 33. The radial position of the vortex line in the saddle point for
the 2 ↔ 3 transition through the superconductor with radius Ro = 2"0�
and Ri = 1"0�. The left inset shows the Cooper pair density along the
x-direction at H0/Hc2 = 2"315, and the right inset is a contour plot of
the phase of the order parameter at H0/Hc2 = 2"315. Reprinted with
permission from [52], B. J. Baelus et al., Phys. Rev. B 63, 144517 (2001).
© 2001, American Physical Society.
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states and dashed curves for multivortex states, and the sad-
dle point states are given by the dotted curves. The open
circles correspond to the transition between the multivortex
state and the giant vortex state for fixed L. These transi-
tions occur at HMG/Hc2 = 0"93, 1"035, and 1"14 for L = 4, 5,
and 6, respectively. Notice that for such a small hole in the
disk the maximum number of L (i.e., L = 10) is the same
as for the disk case without a hole. The spatial distribution
of the superconducting electron density �� �2 is depicted in
the insets (a–c) of Figure 34 for the multivortex state with
L = 4 at H0/Hc2 = 0"8, L = 5 at H0/Hc2 = 0"9, and L = 6 at
H0/Hc2 = 1"0, respectively. High (low) Cooper pair density
is given by dark (light) regions. Notice that there are always
L− 1 vortices in the superconducting material and one vor-
tex appears in the hole, that is, in the center of the ring.

The energy barriers for the transitions between the dif-
ferent L states are shown in Figure 35 as a function of the
applied magnetic field. By comparing this with the energy
barriers for a disk with no hole [52], we see that the barrier
heights and the transition fields are very different. Therefore
we show in the insets of Figure 35 the maximum height of
the energy barrier Umax and the L↔ L + 1 transition field
Htr as a function of L for superconducting disks with no hole
(squares) and with a hole of radius Ri = 1"0� (circles), 2"0�
(triangles), and 3"0� (stars). In all cases the height of the
energy barrier decreases and the transition fields increase
with increasing L. By comparing the situation with no hole
and that with a small hole with Ri = 1"0�, we see that the
barriers for L ≤ 1 are higher for the disk with a hole with
Ri = 1"0� than for Ri = 0"0�, whereas they are smaller when
L > 1. Notice also that the value of the L→ L+1 transition
field is sensitive to the presence of the hole with radius
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Figure 34. The free energy for a superconducting ring with Ro = 4"0�
and Ri = 1"0� as a function of the applied magnetic field for the dif-
ferent L states (solid curves for giant vortex states and dashed curves
for multivortex states) and the saddle point states (dotted curves). The
open circles correspond to the transition between the multivortex state
and the giant vortex state for fixed L. The inset shows the spatial distri-
bution of the superconducting electron density �� �2 for the multivortex
state with L = 4 at H0/Hc2 = 0"8 (a), L = 5 at H0/Hc2 = 0"9 (b), and
L = 6 at H0/Hc2 = 1"0 (c). High Cooper pair density is given by dark
regions; low Cooper pair density by light regions. Reprinted with per-
mission from [52], B. J. Baelus et al., Phys. Rev. B 63, 144517 (2001). ©
2001, American Physical Society.
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Ri = 1"0� for small L and insensitive for larger L. The rea-
son is that for small L > 0 such a central hole always has
one vortex localized inside, which favors certain vortex con-
figurations above others, whereas for larger L in both cases
only giant vortices appear with sizes larger than the hole size
and the presence of the hole no longer matters. For larger
holes the energy barrier decreases more slowly, because the
free energy of the different L states shows a more paraboli-
cal type of behavior as a function of the magnetic field. The
transition field has a much smaller dependence on the radius
of the hole. Notice that the transition field for Ri = 3"0� is
linear as a function of L for small holes and L ≤ 9. This is
in good agreement with the results in the narrow ring limit,
where the transition between states with different vorticity
L occurs when the enclosed flux # equals 	L+ 1/2�#o [48].

Next, we investigate the saddle point states in these super-
conducting rings. We make a distinction between different
kinds of saddle point states: (1) between two giant vortex
states, (2) between a multivortex and a giant vortex state,
(3) between two multivortex states with the same vorticity
in the hole and different vorticity in the superconducting
material, and (4) between two multivortex states with the
same vorticity in the superconducting material but differ-
ent vorticity in the hole. The first saddle point transition
was already described for the case of small superconducting
rings (see Figs. 32 and 33). Next, we study the saddle point
state between a multivortex state with L = 5 and a giant vor-
tex state with L = 4 for the previously considered ring with
radius Ro = 4"0� and hole radius Ri = 1"0�. Figure 36a–f
shows the Cooper pair density for these saddle point states
at H0/Hc2 = 0"83, 0"88, 0"93, 0"965 (i.e., the barrier maxi-
mum), 1"03, and 1"06, respectively. High (low) Cooper pair
density is given by dark (light) regions. For increasing field
one vortex moves to the outer boundary, while the others
move to the center of the ring where they create a giant
vortex state. Note that the giant vortex state is larger than
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Figure 36. The Cooper pair density for the saddle point state transition
between a multivortex state with L = 5 and a giant vortex state with
L = 4 at H0/Hc2 = 0"83 (a), 0"88 (b), 0"93 (c), 0"965 (d), 1"03 (e),
and 1"06 (f). High Cooper pair density is given by dark regions and
low Cooper pair density by light regions. Reprinted with permission
from [52], B. J. Baelus et al., Phys. Rev. B 63, 144517 (2001). © 2001,
American Physical Society.

the hole and therefore it is partially situated in the super-
conductor itself.

To study saddle point transitions between different mul-
tivortex states we have to increase the radius of the ring to
favor the multivortex states. Therefore, we consider a ring
with radius Ro = 6"0� and hole radius Ri = 2"0�. Figure 37
shows the free energy of multivortex states with L = 8
and L = 9. In both cases three vortices are trapped in the
hole. The lower insets show the spatial distribution of the
superconducting electron density �� �2 at the transition field
H0/Hc2 = 0"695 for L = 8 and L = 9. It is clear that there
are only five and six vortices in the superconducting mate-
rial, respectively. The free energy of these multivortex states
is shown by solid curves, whereas the saddle point energy
between these states is given by the dashed curve. Notice
further that there is no transition from the multivortex states
to the giant vortex states with L = 8 and 9 as long as these
states are stable. The spatial distribution of the supercon-
ducting electron density �� �2 for this saddle point state is
depicted in the upper insets at the magnetic fields H0/Hc2 =
0"63, 0"695 (the barrier maximum), and 0"76, respectively.
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Figure 37. The free energy of the multivortex states with L = 8 and
L = 9 (solid curves) and the saddle point state (dashed curves) between
these multivortex states for a superconducting ring with Ro = 6"0� and
Ri = 2"0� as a function of the applied magnetic field. The lower insets
show the spatial distribution of the superconducting electron density
�� �2 at the transition field H0/Hc2 = 0"695 for L = 8 and L = 9. The
upper insets show the spatial distribution of the superconducting elec-
tron density �� �2 for the saddle point states indicated by the open cir-
cles, that is, at H0/Hc2 = 0"63 (a), 0"695 (b), and 0"76 (c). High Cooper
pair density is given by dark regions and low Cooper pair density by
light regions. Reprinted with permission from [52], B. J. Baelus et al.,
Phys. Rev. B 63, 144517 (2001). © 2001, American Physical Society.

For increasing field one vortex moves from the supercon-
ducting material to the outer boundary and hence the vor-
ticity changes from L = 9 to L = 8" Notice that the vorticity
of the interior boundary of the ring does not change.

The fourth type of saddle point state to discuss is the
L → L + 1 transition between two multivortex states with
the same vorticity in the superconducting material but with
a different vorticity in the hole. For Ro/� = 4 and Ro/� = 6
we did not find such transitions regardless of the hole radius.
This means that at least for these radii there is no transition
between such states that describes the motion of one vortex
from the hole through the superconducting material toward
the outer insulator.

Finally, we investigated the influence of the hole radius
on the barrier for a fixed outer ring radius. Figure 38a shows
the maximum barrier height, that is, the barrier height at
the thermodynamic equilibrium L→ L + 1 transition, as a
function of the hole radius Ri for a ring with radius Ro =
4"0� for the transition between the Meissner state and the
L = 1 state (solid curve) and for the transition between
the L = 1 state and the L = 2 state (dashed curve). For
increasing hole radius, the barrier height of the first transi-
tion rapidly increases in the range Ri = 0"1� to Ri = 1"5�
and decreases slowly afterward. For a superconducting disk
with radius Ro = 4"0� with a hole in the center with radius
Ri = 1"5� the maximum barrier height for the 0 → 1 tran-
sition is twice as large as that for a superconducting disk
without a hole. The barrier height of the second transition
first decreases, then rapidly increases in the range Ri = 0"6�
to Ri = 2"5� and then slowly decreases again. In this case
the maximum barrier height for a superconducting disk with
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Phys. Rev. B 63, 144517 (2001). © 2001, American Physical Society.

a hole with radius Ri = 2"5� is three times as large as that
for a superconducting disk without a hole. Hence, changing
the hole radius strongly influences the maximum height of
the barrier. In Figure 38b we plot the characteristic mag-
netic fields of the barrier as a function of the hole radius
(i.e. the transition magnetic field Htr), the expulsion mag-
netic field He, and the penetration magnetic field Hp for the
0 → 1 transition by solid curves and for the 1 → 2 transition
by the dashed curve. For the 0 → 1 transition the charac-
teristic magnetic fields decrease with increasing hole radius.
For the 1 → 2 transition the characteristic magnetic fields
first increase to a maximum and then decrease. This behav-
ior was already encountered in Figure 25. Notice that the
position of the minimum in Umax coincides with the position
of the maximum in Htr.

10. EXPERIMENTAL RESULTS
Two different types of experiments have been performed on
single mesoscopic rings: resistivity measurements and mag-
netization measurements.

To measure the resistivity, leads are attached to the sam-
ple and a transport current is applied through the leads.
By measuring the resistivity of the non-fully superconduct-
ing state one can obtain information about the supercon-
ducting/normal transition. Most of the time this information
is plotted in a H − T phase diagram, which shows transi-
tions between vortex states with different vorticity L. With
this technique it is possible to investigate the dependence
of the critical magnetic field and temperature, but it does
not provide any information about the real vortex structure.
Another restriction is that the leads can influence the result.

Hall magnetometry is revealing itself as a powerful tool
for obtaining information on a single mesoscopic supercon-
ductor away from the superconducting/normal phase bound-
ary, that is, deep inside the superconducting state. Thin
superconducting samples are placed on top of a Hall probe
created in a two-dimensional electron gas. In the ballistic
regime the Hall resistance is directly proportional to the
average of the magnetic field through the junction [44]. The
averaged value of the magnetic field � �H� in the junction
area is determined by the expulsion of the field by the super-
conductor, which is placed on top of the junction. Because
the magnetization is given by the difference between the
averaged field and the applied field, one can obtain the mag-
netization of single superconductors and compare them with
the theoretical values (see, e.g., [13, 14]). By using this tech-
nique, it has been possible to show that a single mesoscopic
superconductor in a magnetic field does not exhibit the stan-
dard magnetization dependencies of bulk superconductors.

10.1. Resistivity Measurements

Moshchalkov et al. [19] performed resistivity measurements
on a square Al dot and on a square Al ring with connected
leads (see the insets of Fig. 39). The sample geometry was
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defined by combining electron beam lithography and lift-off
techniques. The resistance of the 25-nm-thick Al samples
was measured using a four-probe technique with an alter-
nating current resistance bridge. The normal state resistivity
@ ≈ 4"5× 10−6 M cm of the Al structures as well as the resis-
tance ratio R	300 K�/R	4"2 K� ≈ 2"1 indicate a pronounced
metallic character. Detailed atomic force microscopy and
scanning electron microscopy studies of the Al films confirm
the presence of a smooth and continuous film surface.

The normal superconductivity phase boundary was con-
structed in the H − T phase diagram by measuring
the temperature shift of the midpoint of the normal-to-
superconducting resistive transition at different magnetic
fields. The latter was always applied perpendicular to the
plane of the sample. The square symbols in Figure 39 give
the superconducting phase boundary in the H − T /Tc plane
for the 1 ;m × 1 ;m Al square ring and the circular sym-
bols for the 1 ;m × 1 ;m filled Al square. The solid lines
in Figure 39 correspond to calculations based on the linear
Ginzburg–Landau theory. The dashed line shows the phase
boundary for a straight wire. The phase boundary for the
square ring shows classic Little–Parks oscillations, which are
related to fluxoid quantization in the ring.

The phase boundary for the ring can be obtained by aver-
aging the one-dimensional result [31] over the different radii
imposed by the finite linewidth of the ring [48]. Such a cal-
culation results in

Tc	H�− Tc	H = 0�
Tc	H = 0�

=
(
��	0�wH√

3-0

)2

= �2	0�
RiRo

(
L− �HRiRo

-0

)2

) (57)

where Ri and Ro are the inner and outer boundaries of the
ring, respectively. The first term gives a monotomic shift
of Tc	H�. The second term describes the oscillatory Tc	H�
variation caused by the change of orbital quantum number
L with increasing magnetic flux. Using the actual sample
dimensions the theoretical phase boundary was calculated
(see the solid lines in Fig. 39), which agrees well with the
experimental data.

10.2. Magnetization Measurements

Pedersen et al. [3] performed magnetization measurements
of a micron-sized superconducting aluminium loop placed
on top of a ;-Hall magnetometer. The ;-Hall magnetome-
ter was etched out of a GaAs/Ga0"7Al0"3As heterostructure.
A symmetrical 4 ;m × 4 ;m Hall geometry was defined
by standard electron beam lithography on top of the het-
erostructure. In a later processing step a lift-off mask was
defined on top of the ;-Hall probe by electron beam lithog-
raphy. After deposition of a d = 90-nm-thick layer of alu-
minium and lift-off the sample looked as shown in Figure 40.
The mean radius of the aluminium loop is R = 2"16 ;m and
the average wire width w is 316 ± 40 nm. The supercon-
ducting coherence length was estimated to be approximately
�o = 180 nm, corresponding to a bulk critical field of Hc2 =
-0/2��2o ≈ 100 G. By using the expression

n-0 = n
h

2e
= >	;0H��R

2 (58)

NBI 2 . 5KV x 15 , 000
1 µm

7 mm

Figure 40. Scanning electron microscope image of a ;-Hall probe, the
cross-section of the etched ;-Hall probe is 4× 4 ;m2. The mean radius
of the superconducting aluminium loop deposited on top of the ;-Hall
magnetometer is 2"16 ;m, and the difference between the outer and
inner radius is 314 nm. Reprinted with permission from [3], S. Pedersen
et al., Phys. Rev. B 64, 104522 (2001). © 2001, American Physical Society.

where A = �R2 is the area of the loop given by its mean
radius R, it is found that a single flux jump (n = 1) corre-
sponds to a magnetic field periodicity given by >	;0H� =
1"412 G for the ring shown in Figure 40.

In Figure 41 the measured local magnetization ;0M
detected by the ;-Hall is shown as a function of magnetic
field intensity ;0H . The measurement was performed at T =
0"36 K on the device of Figure 40. The curve shows a series of
distinct jumps corresponding to abrupt changes in the mag-
netization of the superconducting loop. The difference in the
magnetic field intensity between two successive flux jumps is
approximately given by >	;0H� = 1"4 G or >	;0H� = 2"8 G
which corresponds to either single or double flux jumps (n =
1 or n = 2). Large flux jumps 	n > 1� or flux avalanches
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Figure 41. Measured magnetization ;0M detected by the ;-Hall probe
as a function of magnetic field intensity ;0H of the device presented in
Figure 40. The curve displays distinct jumps corresponding to the abrupt
changes in magnetization of the superconducting loop when the sys-
tem changes state. The measurements were performed at T = 0"36 K.
Reprinted with permission from [3], S. Pedersen et al., Phys. Rev. B 64,
104522 (2001). © 2001, American Physical Society.
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occur when the system is trapped in a metastable state. It
was generally observed that these flux avalanches become
more pronounced with decreasing temperature, at low mag-
netic field intensities, and for wide loops. Furthermore the
flux avalanches were sensitive to the cooling procedure. The
energy barrier causing the metastability of the eigenstates of
the loop is due to either the Bean–Livingston surface barrier
or the volume barrier, or even an interplay of both [53–55].

In Figure 42 the magnetic field intensity difference
between successive jumps >	;0H� is given as a function of
the magnetic field intensity. One can see that the magnetic
field intensity difference between the observed jumps is, to a
high degree of accuracy, given by integer values of 1"412 G,
that is, the flux quantum. For magnetic fields lower than
40 G double flux jumps dominate, whereas at higher mag-
netic fields only single flux jumps are observed. The figure
shows both an up-sweep and a down-sweep as indicated by
the arrows. Pedersen et al. [3] also studied thicker loops
where the flux avalanches are much more pronounced.

In Figure 42 it is seen that a small systematic variation
of the value of the flux jumps occurs when the magnetic
field intensity is changed. This fine structure appears as a
memory effect in the sense that with increasing (decreasing)
magnetic field intensity the size of the flux jumps decreases
(increases). Thus these deviations depend not only on the
size of the magnetic field intensity, but also on which direc-
tion the magnetic field intensity was swept during measure-
ments. The data presented in Figure 42 have been replotted
in Figure 43 in the following way. Eq. (58) is used to calcu-
late the effective radius R of the superconducting loop and
this radius was plotted as a function of the magnetic field.
The dotted horizontal lines in Figure 43 represent the mean
inner Ri and outer radius Ro determined from the scanning
electron microscope picture. It is seen that as the magnetic

–100 –50 0 50 100
–3

–2

–1

0

1

2

3

µ0H [Gauss]

∆(
µ 0

H
)

[1
.4

12
G

au
ss

]

Figure 42. The magnetic field intensity difference >	;0H� between two
successive jumps in magnetization given in units of 1"412 G correspond-
ing to a single flux quantum -0 = h/2e. The plotted jumps are given as
a function of magnetic field intensity. The measurement was performed
at T = 0"36 K. The positive (negative) flux values correspond to the
case in which ;0H was decreased (increased) during the measurements.
Arrows indicate sweep direction. Reprinted with permission from [3],
S. Pedersen et al., Phys. Rev. B 64, 104522 (2001). © 2001, American
Physical Society.

field intensity is changed from negative to positive values,
the effective radius, as defined from the flux quantization
condition of the loop, changes from inner to outer radius
and vice versa. This is in agreement with the results of [39].

For a superconducting loop at low magnetic field inten-
sities, it is expected that the appropriate effective radius
is given by the geometrical mean value of the outer and
inner radius R = √

RiRo [39, 50, 56] (see also Section 6).
This is indeed in good agreement with the observed behav-
ior around zero magnetic field (Fig. 43). In the regime of
high magnetic field the concept of surface superconductiv-
ity becomes important and the giant vortex state will nucle-
ate on the edges of the loop [38, 39, 56]. In this regime
two degenerate current carrying situations are possible [48];
hence the giant vortex state can either circulate the loop
clockwise or anti-clockwise.

Later, Vodolazov et al. [57] studied multiple flux jumps
and irreversible behavior of thin Al superconducting rings
using ballistic Hall magnetometry. The technique employs
small Hall probes microfabricated from a high-mobility 2D
electron gas. The rings, having radii R � 1 ;m and width
w ranging from 0"1 to 0.3 ;m, were placed directly on
top of the microfabricated Hall crosses, which had approxi-
mately the same width b of about 2 ;m (see micrograph in
Fig. 44 for a ring with an artificial defect, i.e., an identation).
These experimental structures were prepared by multistage
electron beam lithography with in accuracy of alignment
between the stages of better than 100 nm. The rings stud-
ied in this work were thermally evaporated and exhibited
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Figure 43. Effective radius R calculated by using Eq. (58). The data
points are the same as those presented in Figure 42. Because the mea-
surements were performed by stepping the magnetic field intensity with
a finite step, the effective radius is only measured with a precision of
approximately 40 nm. The filled (open) dots correspond to single flux
jumps n = 1 (double flux jumps n = 2). The horizontal lines correspond
to the outer and inner radius determined from the SEM pictures. The
arrows indicate sweep direction. It is seen that as the magnetic field
intensity is changed the effective radius changes between inner and
outer radius of the loop, a change that depends on sweep direction and
magnetic field intensity. The large spread of the data at high magnetic
fields corresponds to regions where the amplitude of the oscillations
measured by the Hall probe are small. Reprinted with permission from
[3], S. Pedersen et al., Phys. Rev. B 64, 104522 (2001). © 2001, American
Physical Society.
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Figure 44. A micrograph of the superconducting ring placed on top of
a Hall bar. An artificial defect (narrowing of the ring cross-section) is
intentionally made by electron beam lithography. Reprinted with per-
mission from [57], D. Y. Vodolazov et al., Phys. Rev. B 67, 054506
(2003). © 2003, American Physical Society.

a superconducting transition at about 1.25 K. The super-
conducting coherence length was �	T = 0� � 0"18 ;m. The
latter was calculated from the electron mean free path l �
25 nm of macroscopic Al films evaporated simultaneously
with the Al rings.

Rings with and without an artificial defect were studied. In
Figure 45a and b the full magnetization loop of such a ring
with parameters R= 1"0±0"1 ;m and w = 0"25±0"05 ;m is
shown for, respectively, a ring without and with an artificial
defect at T � 0"4 K. The experimental value for the coher-
ence length obtained from the mean free path is given by
�	0� � 0"18 ;m. In Figure 46 the low free part of the virgin
magnetization curve is presented for a ring without (solid
curve) and with (dotted curve) an artificial defect. From the
figures one can notice the nonunity of the vorticity jumps for
the ring without artificial defects; that is, >L = 3 in the low
magnetic field region, >L = 2 in the intermediate H region,
and >H = 1 near Hmax. In the ring with approximately the
same mean radii and width but containing an intentionally
introduced artificial defect, jumps with >L = 1 are mostly
observed.

To understand the multiflux jumps one has to go beyond
theories based on thermodynamical equilibrium states. Not
only metastable states have to be considered but also the
transitions between them. This necessitates the study of
time-dependent phenomena [57, 58] which will be presented
in the next section.

11. DYNAMIC TRANSITIONS BETWEEN
METASTABLE STATES

For systems that exhibit a series of metastable states and
that may be brought far from equilibrium, the dynamics will
be very important. For such systems the fundamental prob-
lem is to determine the final state to which the system will
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Figure 45. Magnetic field dependence of the magnetization of the ring
without (a) and with (b) an artificial defect at T � 0"4 K. Parameters of
the rings (width and radii) are the same within experimental accuracy.
Reprinted with permission from [57], D. Y. Vodolazov et al., Phys. Rev.
B 67, 054506 (2003). © 2003, American Physical Society.

transit (see, e.g., [59]). Vodolazov et al. [58] presented a
detailed study of the dynamics in a mesoscopic supercon-
ducting ring [58]. This system is a typical example of the
above mentioned systems in which a set of metastable states
exist. They showed that the final state depends crucially on
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Figure 46. Magnetic field dependence of the virgin magnetization of a
ring without (solid curve) and with (dotted curve) an artificial defect.
The dotted curve is shifted for clarity by 0.6. Reprinted with permission
from [57], D. Y. Vodolazov et al., Phys. Rev. B 67, 054506 (2003). ©
2003, American Physical Society.
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the ratio between the relaxation time of the absolute value
of the order parameter and the relaxation time of the phase
of the order parameter.

To solve this problem a numerical study of the time-
dependent Ginzburg–Landau equations was presented in
[58]. In their approach the self-field of the ring (which is
valid if the width and thickness of the ring are less than
�, the London penetration length) could be neglected and
hence the distribution of the magnetic field and the vec-
tor potential are known functions. The time-dependent GL
equations in this case are

u

(
9F

9t
+ i�F

)
= 	� − iA�2F + F	1− �F�2�+ P (59)

>� = div	Im	F∗	� − iA�F�� (60)

where F = �F�ei# is the order parameter, the vector potential
A is scaled in units -0/	2��� (where -0 is the quantum of
magnetic flux), and the coordinates are in units of the coher-
ence length �	T �. In these units the magnetic field is scaled
by Hc2 and the current density, j , by j0 = c-0/8�2�2�. Time
is scaled in units of the Ginzburg–Landau relaxation time
QGL = 4�'n�2/c2, the electrostatic potential, �, is in units of
c-0/8�2��'n ('n is the normal state conductivity), and u
is a relaxation constant. In their numerical calculations they
used the new variable U = exp	−i ∫ A dr� which guarantees
gauge invariance of the vector potential on the grid. They
also introduced small white noise P in their system, the size
of which is much smaller than the barrier height between
the metastable states.

The parameter u is considered as an adjustable param-
eter, which is a measure of the different relaxation times
(for example, the relaxation time of the absolute value of
the order parameter) in the superconductor. This approach
is motivated by the following observations. From an analysis
of the general microscopic equations, which are based on
the BCS model, the relaxation constant u was determined in
two limiting cases: u = 12 for dirty gapless superconductors
[60] and u = 5"79 for superconductors with weak depair-
ing [61, 62]. However, this microscopic theory is built on
several assumptions, for example, that the electron–electron
pairing interaction is of the BCS form, which influences
the exact value of u. On the other hand, the stationary
and time-dependent Ginzburg–Landau equations, Eqs. (59)
and (60), are in some sense more general and their general
form does not depend on the specific microscopic model,
but the values of the parameters, of course, are determined
by the microscopic theories. (For a discussion of this ques-
tion see also [63, 64] and for a review of different types
of time-dependent Ginzburg–Landau equations we refer to
[48, 65–67].)

11.1. One-Dimensional Rings

If the width of the ring is much smaller than � and �⊥ =
�2/d (d is the film thickness), it is possible to consider
the ring, of radius R, as a one-dimensional object and the
strictly one-dimensional Eqs. (59) and (60), which model
the dynamics of a ring with small width, have to be solved.
The vector potential is equal to A = HR/2, where H is the
applied magnetic field.

As shown in [68, 69] the transition of the superconducting
ring from a state with vorticity L = ∮

�#ds/2� (which in
general can be a metastable state) to a state with a differ-
ent vorticity occurs when the absolute value of the gauge-
invariant momentum p = �#− A reaches the critical value

pc =
1√
3

√
1+ 1

2R2
(61)

For simplicity, consider that the magnetic field is increased
from zero (with initial vorticity of the ring L = 0) to the
critical Hc where p becomes equal to pc (for L = 0 one
has Hc = 2pc/R). In this case p = −A and Eq. (61) can be
written as

-c/-0 =
R√
3

√
1+ 1

2R2
(62)

For this value of the flux the thermodynamical equilibrium
state becomes Leq = Int	-c/-0�. For example, if R = 10�
one finds Leq = 6 (Fig. 47). The fundamental question one
wants to answer is What will be the actual value of the vorticity
of the final state? Will it be the thermodynamic equilibrium
state or a metastable one? This answer is obtained from a
numerical solution of the time-dependent Ginzburg–Landau
equations.

In the numerical calculation Vodolazov et al. considered
two different rings with radius R = 10� and R = 15�. These
values were chosen such that the final state exhibits several
metastable states and, in principle, transitions can occur with
jumps in L that are larger than unity. For R = 10�, >L may
attain values between 1 and 6 and for R = 15� it may range
from 1 to 9. Smaller rings have a smaller range of possible
>L values. They found that rings larger than R = 15� did
not lead to new effects. In their numerical simulations they
increased H gradually from zero to a value Hc + >H (they
took >H = 0"036Hc for R = 10� and >H = 0"012Hc for
R = 15�) during a time interval >t, after which the magnetic
field was kept constant. The magnetic field >H and time >t
range were chosen sufficiently large to speed up the initial
time for the nucleation of the phase slip process but still
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Figure 47. Dependence of the free energy of the one-dimensional ring
(with R = 10�) on the applied magnetic field for different vorticity L.
Reprinted with permission from [58], D. Y. Vodolazov and F. M. Peeters,
Phys. Rev. B 66, 054537 (2002). © 2002, American Physical Society.
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sufficiently small to model real experimental situations in
which H is increased during a time much larger than u · QGL
(e.g., for Al QGL	T = 0� � 10−11 s). A change of >H and
>t, within realistic boundaries, did not have an influence on
their final results.

Their detailed numerical analysis showed that the vortic-
ity L of the final state of the ring depends on the value
of u and is not necessarily equal to Leq. The larger u is,
the larger the vorticity after the transition. The final state is
reached in the following manner. When the magnetic field
increases, the order parameter decreases (inset of Fig. 48a).
First, in a single point of the ring a local suppression of the
order parameter occurs, which deepens gradually with time
during the initial part of the development of the instability.
This time scale is taken as the time in which the value of
the order parameter decreases from 1 to 0.4 in its minimal
point. When the order parameter reaches the value ∼0"4 in
its minimal point the process speeds up considerably and the
order parameter starts to oscillate in time at this particular
point of the ring (Fig. 48a). Also at the same time oscillatory
behavior of the superconducting js = Re	F∗	−i� − A�F�
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Figure 48. Dependence of the order parameter (a), the superconduct-
ing js (b), and the normal jn (c) current density in the point where the
minimal (thick curves) and the maximal (thin curves) values of the order
parameter are reached as a function of time for u = 3, R = 10 (dotted
curves), and R = 15 (solid curves). For both rings we took >t = 100,
the time interval over which the magnetic field is increased to its value
Hc [inset of (a)]. Reprinted with permission from [58], D. Y. Vodolazov
and F. M. Peeters, Phys. Rev. B 66, 054537 (2002). © 2002, American
Physical Society.

(Fig. 48b) and the normal jn = −�� (Fig. 48c) current den-
sity is found at the point where the minimal value of the
order parameter is found. At other places in the ring such
oscillatory behavior is strongly damped (see, e.g., the thin
curves in Figure 48). After some time the system evolves
to a new stable state, which in the situation of Figure 48 is
L = 3 for R = 10 and L = 5 for R = 15�.

In [58] the dependence of the dynamics of �F� on u in the
minimal point was also investigated. With increasing value of
u it was found that (1) the number of phase slips (or equiv-
alently the number of oscillations of the order parameter at
its minimal point) increases and hence >L also increases,
and (2) the amplitude of those oscillations decreases with
increasing u.

The above results lead to the conclusion that in a super-
conducting ring there are two characteristic time scales.
First, there is the relaxation time of the absolute value of the
order parameter Q�F�. The second time scale is determined
by the time between the phase slips (PSs), that is, the period
of oscillation of the value of the order parameter in its min-
imal point. Below it is shown that the latter time is directly
proportional to the time of change of the phase of the order
parameter Q# and is connected to the relaxation time of the
charge imbalance in the system.

In Figure 49 the distribution of the absolute value of the
order parameter F and the gauge-invariant momentum p
are shown near the point where the first PS occurs for a ring
with radius R = 10� and u = 3 at different times: just before
and after the first PS which occurs at t � 2"7QGL. Before
the moment of the phase slip the order parameter decreases
while after the PS it increases. To understand this different
behavior, Eq. (59) is rewritten separately for the absolute
value �F� and the phase # of the order parameter

u
9�F�
9t

= 92�F�
9s2

+ �F�	1− �F�2 − p2�) (63)

9#

9t
= −� − 1

u�F�2
9jn
9s
" (64)
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Figure 49. Distribution of the absolute value of the order parameter
(a) and gauge-invariant momentum (b) near the phase slip center at
different moments of time for a ring of R = 10� and with u = 3. The
phase slip occurs at t � 2"7QGL. Reprinted with permission from [58],
D. Y. Vodolazov and F. M. Peeters, Phys. Rev. B 66, 054537 (2002).
© 2002, American Physical Society.
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Here s is the arc coordinate along the ring, and we used
the condition div	js + jn� = 0. It is obvious from Eq. (63)
that if the right-hand side (RHS) of Eq. (63) is negative �F�
decreases in time and if the RHS is positive �F� will increase
in time. Because the second derivative of �F� is always posi-
tive [at least near the phase slip center (Fig. 49a)] the differ-
ent time dependence of �F� is governed by the term −p2�F�.
From Figure 49b it is clear that after the phase slip the
value of p is less than before this moment, with practically
the same distribution of �F�. This fact is responsible for an
increase of the order parameter just after the moment of the
phase slip. But at some moment of time the momentum p
can become sufficiently large, making the RHS of Eq. (63)
negative and as a consequence �F� starts to decrease.

Based on their numerical calculations they stated that for
every value of the order parameter in the minimal point,
there exists a critical value of the momentum pmin

c such that
if the value of the momentum in this point is less than pmin

c ,
the order parameter will increase in time. In the opposite
case the order parameter decreases, which leads ultimately
to the phase slip process. Therefore, after a phase slip p
increases fast enough such that at some moment the condi-
tion pmin > pmin

c is fulfilled, the order parameter will start to
decrease, which leads then to a new phase slip process.

Vodolazov et al. [58] concluded that the change of p (or
phase of the order parameter) with time and of �F� with
time has a different dependence on u. They found that with
increasing u the time relaxation of �F� becomes larger with
respect to the relaxation time for p (e.g., the amplitude of
the oscillations in �F� decreases). Moreover, the relaxation
time for p depends not only on u but also on the history
of the system: the larger the number of phase slips which
have occurred in the system the longer the time becomes
between the next two subsequent phase slips. To understand
such behavior one has to turn to Eq. (64).

Numerical analysis shows that the second term in the
RHS of Eq. (64) is only important for some distance close
to the PS center. This distance scale is nothing either than
the length over which the electric field penetrates the super-
conductor. This can be checked directly by solving Eqs. (59)
and (60) for this situation. But this length is the decay length
�Q of the charge imbalance in the superconductor (see, e.g.,
[48, 67]). Numerically it is found that �Q varies with u (in
the range u = 1− 100) as �Q ∼ u−0"27, which means that the
relaxation time of the charge imbalance is QQ ∼ �2

Q ∼ u−0"54.
If we take the derivative 9/9s on both sides of Eq. (64)

and integrate it over a distance of �Q near the PS center (far
from it we have jn ∼ 0) we obtain the Josephson relation (in
dimensionless units)

d>#

dt
= V ∼ jn	0��Q (65)

where ># = #	+�Q�−#	−�Q� is the phase difference over
the PS center which leads to the voltage V = −	�	+�Q�−
�	−�Q�� and where jn	0� is the normal current (or elec-
tric field in our units) in the point of the phase slip. From
Eq. (65) it follows immediately that the relaxation time for
the phase of the order parameter near the PS center is

Q# ∼ 1
�Q��jn	0���

(66)

where �·� means averaging over time between two con-
secutive phase slips. This result allows one to qualitatively
explain the numerical results. Indeed, from Figure 48c it
is apparent that ��jn	0��� decreases after each PS and as
a result it leads to an increase of Q#. With increasing u,
�Q decreases and Q# increases. Fitting the data (Fig. 50)
leads to the dependencies Q# ∼ u0"21 and Q# ∼ u0"23 for
rings with radius R = 10� and R = 15�, respectively (here
Q# was defined as the time between the first and the sec-
ond PS). This is close to the expected dependencies that
follow from Eq. (66) and from the above dependence
of �Q	u�. In addition, Eq. (66) allows us to explain the
decrease of Q# with increasing radius of the ring (see inset
in Fig. 50). Namely, during the time between two PSs the
gauge-invariant momentum decreases as >p ∼ 1/R (because
�# increases as ∼2�/2�R) in the system. Far from the PS
center the total current becomes practically equal to js ∼ p.
Because div	js + jn� = 0 in the ring, one finds directly that
during this time the normal current density in the point of
the PS also decreases as ∼1/R. Taking into account Eq. (66)
one can conclude that Q# should vary as ∼1/R (at least for
a large radius and for the first PS). The behavior shown in
the inset of Figure 50 is very close to such a dependence (it
is interesting to note that in contrast to Q# the time Q�F� is
practically independent of R).

On the basis of their results Vodolazov et al. [58] made
the following statement: when the period of oscillation (time
of change of the phase of the order parameter) becomes of
the order, or larger, than the relaxation time of the absolute
value of the order parameter the next PS becomes impossi-
ble in the system.
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Figure 50. Dependence of the initial nucleation time t0 (curves 1 and
2), the relaxation time of the order parameter Q�F� (which for definite-
ness we defined as the time of variation of the order parameter from
0"4 until the first PS (curves 3 and 4), and the relaxation time of the
phase of the order parameter Q# [we defined it here as the time between
the first and second PS (curves 5 and 6)] are shown as function of
the parameter u. Dotted (solid) curves are for a ring with radius R =
10 	15�. The dashed curve corresponds to the relaxation time of the
charge imbalance (as obtained from the expression QQ = 5"79�2

Q). In
the inset, the dependence of Q# on the ring radius is shown for different
values of the parameter u. Reprinted with permission from [58], D. Y.
Vodolazov and F. M. Peeters, Phys. Rev. B 66, 054537 (2002). © 2002,
American Physical Society.
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Above it was found that the time scale governing the
change in the phase does not coincide with the relaxation
time of the absolute value of the order parameter. This dif-
ference is essentially connected with the presence of an elec-
trostatic potential in the system. To demonstrate this the
following numerical experiment was performed. Vodolazov
et al. neglected � in Eq. (59) and found that the number of
PSs is now independent of u and R, and >L equals unity.
Moreover, it turned out that the time scale t0 is an order
of magnitude larger. This clearly shows that the electrostatic
potential is responsible for the appearance of a second char-
acteristic time which results in the above mentioned effects.

In an earlier paper [68] the question of the selection of
the metastable state was already discussed for the case of a
superconducting ring. However, Tarlie and Elder neglected
the effect of the electrostatic potential and found that tran-
sitions with >L > 1 can occur only when the magnetic
field (called the induced electromoving force (emf) in [68])
increases very quickly. In their case these transitions were
connected to the appearance of several nodes in F along the
perimeter of the ring and in each node a single PS occurred.
Vodolazov et al. [58] reproduced those results and found
such transitions also for larger values of >H . However, sim-
ple estimates show that to realize such a situation in prac-
tice it is necessary to have an extremely large ramp of the
magnetic field. For example, for Al mesoscopic samples with
�	0� = 100 nm and R = 10� the corresponding ramp should
be about 103–104 T/s. With such a ramp the induced nor-
mal currents in the ring are so large that heating effects will
suppress superconductivity.

The transitions between the metastable states in the ring
are not only determined by u and R, but also the pres-
ence of defects plays a crucial role. Their existence leads
to a decrease of >L. This is mainly connected to the fact
that with decreasing pc (as a result of the presence of a
defect) the value of ��jn	0��� decreases even at the moment
of the first PS (because ��jn	0��� cannot be larger than
��js	0��� � pc) and hence Q# increases. This can also be
explained in terms of decreasing degeneracy of the system.
For example, if one decreases pc with a factor of two (e.g.,
by the presence of defects) it leads to a twice smaller value
for -c and Leq. But the numerical analysis of Vodolazov
et al. showed that the effect of defects is not only restricted
to a decrease of pc and Leq. To show this they simulated a
defect by including another material with a smaller or zero
Tc. This is done by inserting in the RHS of Eq. (59) an addi-
tional term @	r�F where @	r� is zero except inside the defect
where @	r� = � < 0. The magnetic field was increased up
to Hc of the ideal ring case. It was found that the number
of PSs was smaller compared with these for a ring without
defects. The calculations were done for defects such that
pc was decreased by less than a factor of 2 in comparison
to the ideal ring case. In contrast, a similar calculation for
a ring with nonuniform thickness/width showed that, even
for “weak” nonuniformity (which decreases pc by less than
20%), >L was larger than for the ideal ring case and the
final vorticity approaches Leq. This remarkable difference
between the situation for a defect and the case of a nonuni-
formity may be traced back to the difference in the distri-
bution of the order parameter: even in the absence of an

external magnetic field the defect leads to a nonuniform dis-
tribution of the order parameter, which is not so for the
nonuniform ring case.

11.2. Two-Dimensional Rings

The results of the previous section were based on a one-
dimensional model that contains the essential physics of the
decay and recovery of the superconducting state in a ring
from a metastable state to its final state. However, even
when the effect of the self-field can be neglected, the finite
width of the ring may still lead to important additional
effects (e.g., a finite critical magnetic field). To include the
finite width of the ring into our calculation Vodolazov et al.
[58] considered the following model. They took a ring of
mean radius R = 12�, width 3"5�, and thickness less than
� and �. These parameters are close to those of the ring
studied experimentally in [3] (see Section X) and they are
such that the self-field of the ring can still be neglected. The
magnetization curves obtained for such a ring are shown in
Figure 51 as a function of the magnetic field and for two
values of u. Those results were obtained from a numeri-
cal solution of the two-dimensional Ginzburg–Landau equa-
tions [Eqs. (59) and (60)]. The magnetic field was changed
with steps >H over a time interval that is larger than the
initial part of the phase slip process t0.

From Figure 51 it can be noted that the value of the vor-
ticity jumps, >L, depends sensitively on the parameter u.
The PSs occur in one particular place along the perime-
ter of the ring. However, in contrast to the previous one-
dimensional case, >L depends also on the applied magnetic
field. The reason is that for a finite width ring the num-
ber of metastable states decreases with increasing magnetic
field [70]. It means that the system cannot be moved far
from equilibrium with a large superconducting current den-
sity (because the order parameter is strongly suppressed by
the external field) at high magnetic field. Hence, the value
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of ��jn	0��� will be much smaller in comparison to the one
at low magnetic fields, and Q# is larger or comparable with
Q�F� even for high values of u and even for the first PS. Thus,
the effect of a large magnetic field for a finite width ring is
similar in some respects to the effect of defects for a one-
dimensional ring.

The numerical results are in qualitative agreement with
the experimental results of Pedersen et al. [3] (see
Fig. 41). Unfortunately, no quantitative comparison is pos-
sible because of a number of unknowns, for example, the
value of pc [it is necessary to have the dependence ofM	H�
as obtained starting from zero magnetic field]; the value of
� is not accurately known, and hence the ratio R/� can only
be estimated. The values of both these parameters have a
strong influence on the value of the vorticity jumps >L.

For the two-dimensional ring the modified critical
momentum can be written as [57]:

pc =
1√
3

√
1−

(
H

Hmax

)2

+ 1
2R2

(67)

Note that now pc decreases with increasing magnetic field.
This automatically leads to a decreasing value of the jump
in the vorticity >L at high magnetic field, because in [58] it
was shown that

>Lmax = Nint	pcR� (68)

where Nint	x� is the nearest integer of x.
To check the validity of Eq. (67) a numerical simulation of

the two-dimensional Ginzburg–Landau equations [Eqs. (59)
and (60)], was performed for a ring with R = 5"5� and w =
1"5� (for these parameters the theoretical findings fit the
experimental results of Geim et al. [57]). In Figure 52 the
magnetization, the order parameter and the gauge-invariant
momentum p are shown as function of the applied mag-
netic field. The magnetic field was cycled up and down from
H < −Hmax to H > Hmax. The condition (67) leads to an
hysteresis of M	H� and to a changing value of the jump
in the vorticity in accordance with the change in pc. The
main difference between the theoretical prediction (67) and
the results of the numerical calculations of Vodolazov et al.
appears at fields close to Hmax. Apparently it is connected
to the fact that for the considered ring the distribution of
the order parameter along the width of the ring is appre-
ciably nonuniform at H � Hmax and as a consequence the
one-dimensional model breaks down.

Finally, Vodolazov et al. also considered the same ring
with a defect. The effect of the defect was modelled by intro-
ducing in the RHS of Eq. (59) the term −@	s�F (s is the arc
coordinate) where @	s� = −1 inside the defect region with
size � and @	s� = 0 outside. This leads to the results shown
in Figure 53 forM	H�, �F�	H�, and p	H�. Due to the pres-
ence of the defect, pc already differs from Eq. (67) at low
magnetic field [pc	H = 0� � 0"33 at given “strength” of the
defect] and as a result only jumps with >L = 1 are possible
in such a ring. In this case the pc and �F� also depend on the
applied magnetic field with practically the same functional
dependence on H as Eq. (67).

The numerical results of Vodolazov et al. can be com-
pared to the experimental results of Geim et al. [57].
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√
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√
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where H0 � 13G is the displacement of the maximum of M	H� from
the H = 0 line. Reprinted with permission from [57], D. Y. Vodolazov
et al., Phys. Rev. B 67, 054506 (2003). © 2003, American Physical Society.

Figures 52a and 45a are qualitatively very similar. For exam-
ple, the theory describes: (1) the hysteresis; (2) the nonunity
of the vorticity jumps, that is, >L = 3 in the low magnetic
field region, >L= 2 in the intermediate H region, and >L=
1 near Hmax [theoretically (experimentally) one found 6(5),
13(21), and 22(18) jumps with respectively, >L = 3, 2, and
1]; and (3) the nonsymmetric magnetization near ±Hmax for
a magnetic field sweep up and down.

In the ring with approximately the same mean radii
and width but containing an intentionally introduced arti-
ficial defect, jumps with >L = 1 are mostly observed (see
Fig. 45b). The reason is that an artificial defect considerably
decreases the critical value pc (and hence the field Hen; see
dotted curve in Fig. 46). From Figures 52(c) and 53(c) it is
clear that the maximum value pidc � 0"54 for a ring without
a defect and pdc � 0"35 for a ring with a defect. The ratio
pdc /p

id
c � 0"65 is close to the ratio of the field of the first

vortex entry Hd
en/H

id
en � 0"67 obtained from experiment (see

Fig. 46). From Figure 52c it is easy to see that for a ring
without a defect at p � 0"35 there are only jumps with >L =
1. But if we slightly increase p then jumps with >L = 2 can
appear in the system. So one can conclude that p = 0"35 is
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close to the border value that separates regimes with jumps
in vorticity of >L = 1 and >L = 2. Thermal fluctuations
may influence the value of >L and in particular for a pc
value close to this border value. This is probably the rea-
son why in the experiment (Fig. 45b) occasional jumps with
>L = 2 are observed, which are absent in the simulation
(Fig. 53a).

12. PHASE SLIP STATES
The nonuniform superconducting state in a ring in which the
order parameter vanishes at one point is called the phase
slip state. This state is characterized by a jump of the phase
by � at the point where the order parameter becomes zero.
In uniform rings such a state is a saddle-point state and con-
sequently unstable. However, for nonuniform rings with, for
example, variations of geometrical or physical parameters or
with attached wires, this state can be stabilized and may be
realized experimentally.

In recent years [70–72] the existence of a single-connected
state in a ring was proposed theoretically. Such a state
implies that the relation between the phase # of the order
parameter F = fei#, the current density j , and the magnetic

flux - through the ring (which follows from the single val-
uedness of F; see, [73]),

∮ j

f 2
ds = 2�n−- (69)

is no longer valid (the flux is expressed in -0/2� and the
current density in j0 = c-0/4�2�2�; � is the London pen-
etration length, � is the coherence length, and -0 is the
quantum of magnetic flux). The reason is that the order
parameter in such a single-connected state is zero at one
point. Moreover, it was claimed that under certain con-
ditions, that is, radius of the ring less than � and the
flux through the ring of about 	n + 1/2�-0, this state may
become metastable in some range of magnetic fields [73].

Together with Vodolazov we revisited this problem [75]
and we showed that a state where the order parameter van-
ishes in one point is still double-connected and that Eq. (69)
remains valid for such a state. We propose to call such a
state a one-dimensional vortex state (ODV state), because
like for an ordinary 2D Abrikosov vortex, there is a jump in
the phase of the order parameter of � at the point where
F = 0. In contrast to a 2D Abrikosov vortex the ODV is
an unstable structure in an uniform ring. However, if some
inhomogeneities are present in the ring (defects, nonuni-
form thickness or nonuniform width of the ring, on attached
superconducting wires) the ODV structure can be stabilized
and may consequently be realized experimentally.

Consider a ring with thickness d � � and width w � �.
In addition, let the radius of the ring R be much larger
than w. Under these conditions we can neglect the screening
effects and the problem is reduced to a one-dimensional
one. The distribution of the current density j and the order
parameter F of the system at a temperature not far from the
critical temperature Tc is described by the one-dimensional
Ginzburg–Landau equation (plus the condition divj = 0)

d2f

ds2
+ f 	1− f 2 − p2� = 0 (70)

dj

ds
= d

ds
f 2p = 0 (71)

where the gauge-invariant momentum p = �#−A is scaled
in units of -0/	2���, the length of the ring is L = 2�R, and
the circular coordinate s is in units of the coherence length
�. In these units, the magnetic field is scaled in units of the
second critical field, Hc2, and the magnetic flux in -0/2�.

The coupled Eqs. (70) and (71) have to be solved with the
boundary condition F	−L/2� = F	L/2�. We use the method
proposed in [76] (see also [55]). These equations have the
first integral

1
2

(
df

ds

)2

+ f 2

2
− f 4

4
+ j2

2f 2
= E (72)

From a formal point of view, Eq. (72) is nothing other
than the condition of conservation of energy for some “par-
ticle” with “coordinate” f and “momentum” j . The role
of “time” is played [76] by the circular coordinate s. In
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Figure 54 we show the dependence of the “potential energy”
of this system

U	f � = f 2

2
− f 4

4
+ j2

2f 2
(73)

for different values of j . Possible solutions of Eqs. (70) and
(71) are in the region where confined “trajectories” of our
virtual particle exist. This is possible for currents 0 < j ≤ jc
(jc =

√
4/27j0 is the depairing current density).

Using Eq. (72) we can immediately write the solution of
Eqs. (70) and (71) for the ring

√
2s =

∫ t
t0

dt√
	t − t0�	t1 − t0�	t2 − t0�

= 2√
t2 − t0

F

(
sin−1

√
t − t0
t1 − t0

)

√
t1 − t0
t2 − t0

)
(74)

where t	s�= f 2	s�, F 	C)m� is the elliptic integral of the first
kind and t0 ≤ t1 ≤ t2 are the solutions of the cubic equation

t3 − 2t2 + 4Et − 2j2 = 0 (75)

Using the boundary condition for f we may conclude that
for a given current there exist a maximum number of three
solutions. There are two uniform solutions [in the points of
the minimum E = Emin and the maximum E = Emax of the
“potential energy” (73)] and one nonuniform solution with
energy Emin < E < Emax, which is defined by the equation

L =
√

8
t2 − t0

K

(√
t1 − t0
t2 − t0

)
(76)

where K	m� is the complete elliptic integral of the first
kind. Numerical analysis of Eq. (76) for 0 < j < jc shows
that there is a minimal value for the ring length Lmin for
which there exists a solution for this equation. When j →
jc, Lmin → � and in the opposite limit j → 0 one can
show that Lmin → �. The latter corresponds to a ring radius
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Figure 54. Dependence of the “potential energy” U	f � for different val-
ues of the current j: (1) j = 0"01, (2) j = 0"05, (3) j = 0"15, and (4)
j = jc =

√
4/27. Reprinted with permission from [75], D. Y. Vodolazov

et al., Phys. Rev. B 66, 054543 (2002). © 2002, American Physical Society.

R = 1/2 (or �/2 in dimensional units). For a radius R > 1/2
metastable states may exist and superconductivity is present
for any value of the magnetic flux (at least in our one-
dimensional model) [73, 77].

In principle, Eqs. (74)–(76) define the nonuniform solu-
tion of Eqs. (70) and (71) for a ring. Unfortunately, even
using the explicit Kordano expressions for the roots of
Eq. (75) the results are rather complicated for arbitrary val-
ues of the current j . However a tractable analytical solution
is possible if we consider the case for low currents j � 1 for
which the roots of Eq. (75) are simplified to

t0 � j2/2E) (77)

t1 � 1−√
1− 4E (78)

t2 � 1+√
1− 4E (79)

After inserting these results into Eq. (76) we obtain the
“energy.” For L � � the “energy” E � 1/4 is practically
independent of L [e.g., for L= 8 the difference 1/4−E	L=
8� is less than 0.002]. Also in the limit L− � � 1 we found
that the “energy” E is independent of j

E	L� � 1
2

(
L− �
�/8

)2

(80)

In the limit j � 1 we can also find the dependence of t	s�
near the minimum point of t	s�

t	s� = 2j2 + s2/2) L� �) s � 1 (81)

t	s� = j2/2E + 2Es2) L− � � 1) s � 1 (82)

Using Eqs. (81) and (82) it is easy to show that in the limit
j → 0 the gauge-invariant momentum is given by

p	s� = j/t	s� = j

�j� 	� + 2�m��	s� (83)

where �	s� is the Dirac delta function and m is an integer.
As a result the integral

lim
j→0

∮ j

f 2
ds = lim

j→0

∮
p	s� ds

= #	+5�− #	−5� = ># = ±	� + 2�m� (84)

for arbitrary ring size. Combining Eq. (84) with Eq. (69) it
is easy to show that if - = 	k + 1/2�#0 (k is an integer)
a solution of Eq. (70) can be found which vanishes at one
point.

In previous studies of this state [71–73], Eq. (83) was not
taken into account (only the absolute value of the order
parameter was found). Furthermore, in [73] it was claimed
that for small rings there is a magnetic field region in which
such a state exists and is metastable. But we find that in this
region this state even does not exist (except in one point)
because Eq. (69) is not fulfilled!

The distribution of the order parameter as obtained in
[75] may also be applied to a ring in which some part of
the ring consists of a normal metal. Then at the boundary
between the normal metal and the superconductor the con-
dition F � 0 is fulfilled (if the normal part is longer than �)
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and the distribution of the density �F	s��2 coincides with the
one obtained in [73] (but the phase #	s� will be different
for our previous ring geometry). Besides we cannot call such
a state single-connected as in [71–73] because the relation
(69) is valid even for this case. Therefore, it is better to call
this state a ODV state because like the 2D Abrikosov vortex
there is a point where �F� = 0 and the phase of the order
parameter exhibits a jump equal to k� (as the Abrikosov
vortex with orbital momentum 2�k). A numerical calcula-
tion shows that, as in the case for an ordinary Abrikosov
vortex in superconductors where such a state is stable, the
phase jump is always equal to �; that is, k = 1.

The numerical analysis of the time-dependent Ginzburg–
Landau equations showed that this state is unstable for
a uniform ring. However for rings with nonuniform width
(thickness) or attached wires a nonuniform distribution of
the order parameter becomes possible [71, 72, 78, 79] and
for small rings with L ∼ � this state is realized in practice
(besides for the case of a ring, a ODV state can also exist
in the Wheatstone bridge [80, 81]). In Figure 55 the dis-
tribution of the absolute value and the phase of the order
parameter is shown for different values of the magnetic field
for a nonuniform ring. We used the model of [71] in which
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Figure 55. Distribution of the absolute value (a) and phase (b) of the
order parameter at different values of the magnetic flux: (1) - =
0"45-0, (2) - = 0"49-0, (3) - = 0"498-0, (4) - = 	0"5 − 0�-0, (5)
- = 	0"5+0�-0, (6) - = 0"502-0, (7) - = 0"51-0, and (8) - = 0"55-0.
Note that the order parameter for - = -0/2+� is the same as that for
- = -0/2 − � when � < -0/2. In the insets (a) fmin and (b) the phase
difference ># near the point s/L = 3/4 are shown as a function of -.
Reprinted with permission from [75], D. Y. Vodolazov et al., Phys. Rev.
B 66, 054543 (2002). © 2002, American Physical Society.

the width of the ring was varied as

w	s� = 1+w0 sin
(
2�s
L

)
(85)

The parameters used are w0 = 0"1 and L = 3"25. It is seen
that with increasing magnetic flux the magnitude of the
order parameter f decreases in the thinner part of the ring
(at s/L = 3/4) and becomes zero when -/-0 = 1/2. In [72]
it was found that the ODV state is only possible at - =
	n+ 1/2�-0. The reason is now clear—only at this value of
the magnetic flux were the phase difference near the point
where the order parameter is zero be compensated for by
the term 2�n − - and the current density will be equal to
zero. It is interesting to note that the current density is also
zero for - = n-0 even in the case of a nonuniform ring, but
for values of the flux where the ODV state does not exist.
At these values of the magnetic flux the order parameter
is uniform along the ring and the term 2�n is completely
compensated for by the term - in Eq. (69).

Above we showed that the ODV state can be realized by
varying the geometrical parameters of the ring. But there
are two alternative experimental approaches to realize the
ODV state in the ring. First, it is possible to include an other
phase in the ring. This leads to the appearance of a weak
link in the sample and if the radius of the ring is less than
some critical value (about �) it also leads to the existence
of the ODV state in the ring at - = 	n+ 1/2�-0. We mod-
eled this situation by introducing an additional term @	s�f
in Eq. (70), and, as an example, we took @	s� = −��	s� and
�= 1 (it should be noted that qualitatively the results do not
depend on the specific value of �). We will not present the
numerical results of the modified Ginzburg–Landau equa-
tions, but we found that they are qualitatively similar to the
behavior of f and # shown in Figure 56. When approach-
ing the flux - = 	n + 1/2�-0 the order parameter reaches
zero in the defect point and a jump in the phase equal to
� occurs. Secondly, such a ODV state should also appear in
small rings with attached wire(s). As was shown in [78, 79]
an attached wire leads to a nonuniform distribution of the
order parameter in the ring. In Figure 56 the dependence
of the current j in such a ring on the flux through the ring
is shown (see also [79]). As for nonuniform rings, where the
parameters chosen such that the ODV state may exist, there
is no hysteresis in such a system [72]. In addition, for rings
with an attached wire the dependence dj/d- on - has two
maxima in the range 	0) 1� for small L in contrast to the
case for nonuniform rings (see [72]).

Small inhomogeneities in rings give us the unique possi-
bility to study states close to the ODV state because there is
no sharp transition from the state with finite order param-
eter to a state with vanishing order parameter at one point
(see Fig. 55). The latter is, in some sense, a “frozen” slip
phase state. A small variation of the flux through the ring
near - = -0/2 leads to a change of ># by 2� (from −�
to +� with a concomitant change of the current from −0
to +0; see Fig. 55b). As a result an additional phase circu-
lation

∮
�#ds = 2� appears in the system, not because the

magnetic flux - is changed, but because the term
∮
j/f 2ds

changes from −� to +� [see Eq. (69)]. When such a jump
occurs �# does not change in the ring, except near the point
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Figure 56. The current in the ring as a function of the flux. The dif-
ferent curves are for different circumference of the ring: (1) L = 1, (2)
L = 2, (3) L = 3, (4) L = 3"5, and (5) L = 4. For L = 4 the ODV
state does not exist in the ring and hysteresis appears. In the inset the
dependence of dj/d- on the flux - is shown for rings with lengths
L = 1, 2, 3, and 3.5 (curves 1, 2, 3, and 4, respectively). Note that there
are two maxima in the range 	0) 1�. With increasing length the two
maxima merge into one and when one approaches the critical length
dj/d- diverge at - = -0/2. Reprinted with permission from [75], D.
Y. Vodolazov et al., Phys. Rev. B 66, 054543 (2002). © 2002, American
Physical Society.

where f = 0, and as a result the current density in the sys-
tem changes continuously. In the usual case transitions of
the vorticity from a state with phase circulation 2�n to a
state with phase circulation 2�	n + 1� leads to a jump in
the current everywhere in the ring because

∮
�#ds changes

by 2� and the order parameter and the current density are
finite everywhere in the system.

To supplement the above study we also made a numeri-
cal study of a nonuniform ring of finite width and thickness
by implementing our previous finite difference solution of
the coupled nonlinear Ginzburg–Landau equations [52]. As
an example we took the following parameters: outer radius
of the ring Ro = 2�, radius of the hole Ri = 1"5�, dis-
placement of the hole from the center a = 0"4�, ring thick-
ness d = 0"001�, and Ginzburg–Landau parameter � = 2. In
Figure 57 the dependence of the Gibbs free energy F and
the magnetization M = −9F /9H of this system on the mag-
netic field are shown. As in the case of our one-dimensional
ring these dependencies are reversible, and there are mag-
netic fields at which the magnetization is equal to zero (at
these points the free energy has a local maximum). We
found that the distribution of the order parameter and the
phase in the ring (see inset of Fig. 58) is similar to analogous
distributions for the above one-dimensional ring (Fig. 55)
at low magnetic fields. However, a difference with the one-
dimensional system is that the phase circulation increase of
2� [between points (2) and (3) in Fig. 58] does not occur at
the magnetic field value where the free energy has a local
maximum (and zero magnetization). With decreasing width
of the ring this point shifts toward the local maximum in the
free energy.

It is interesting to note that for the system correspond-
ing to Figure 57 the vortex enters through the thinnest part
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Figure 57. The Gibbs free energy and the magnetization (right lower
inset) of the asymmetric ring (upper inset) as function of the applied
magnetic field. Reprinted with permission from [75], D. Y. Vodolazov
et al., Phys. Rev. B 66, 054543 (2002). © 2002, American Physical Society.

of the ring for the first three maxima in the free energy
while for the highest magnetic field maxima (i.e., H/Hc2 �
4"6) the vortex enters through the thickest part of the ring
(see Fig. 59). Because the width of the thicker part of the
ring (=0"9�) is considerable larger than that of the thinner
part (=0"1�) and is of order �, the ODV for H/Hc2 � 4"6
becomes the usual two-dimensional vortex. As a result the
order parameter is equal to zero only in one point along
the radial coordinate and the circulation of the phase of the
order parameter now is also a function of this coordinate
(see Fig. 59). When the vortex enters/exits the ring at low
magnetic fields there is also a slow dependence of the order
parameter on the radial coordinate along the thinnest part
of the ring. Therefore, we can conclude that in a ring with
finite width the one-dimensional vortex is transformed into
the usual two-dimensional vortex.
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of the ring. The open circle on F 	H� indicates the position at which the
vorticity increases from 0 to 1. Reprinted with permission from [75], D.
Y. Vodolazov et al., Phys. Rev. B 66, 054543 (2002). © 2002, American
Physical Society.
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Physical Society.

The process of the appearance of a stable vortex in a ring
with finite width is similar to the creation of a phase slip
in wires of finite width in the presence of a transport cur-
rent. In the latter case the distribution of the gauge-invariant
momentum is not exactly uniform over the wire width. The
maximum value of p is obtained at the edges and as a result
the order parameter vanishes first in these points. When a
phase slip is created the distribution of the order param-
eter is not uniform over the width. With decreasing wire
width this nonuniformity decreases, but it will be uniform,
strictly speaking, only in the limit w → 0. With increasing
wire width the phase slip transforms to the ordinary pro-
cess of vortex/antivortex pair nucleating at the edges, pen-
etrating deep into the superconductor and annihilating. In
nonuniform rings the distribution of p over the width is
nonuniform and in contrast to wires with transport current,
it is nonsymmetric with respect to the ring width. Suppres-
sion of the order parameter first occurs only on the outer
side (when increasing the magnetic field) or on the inner
side (when the magnetic field is decreasing). As in the case
of an one-dimensional ring we may call this state a stable
(“frozen”) phase slip state if the width of the ring, where
the vortex penetrates, is less than �.

The ODV state of a nonuniform ring is very similar to
the saddle-point state as found in [52] for a uniform ring
of finite width and in [8] for the case of a disk. Note that
for an uniform ring with zero width the nonuniform solu-
tion [Eq. (75)] corresponds to a saddle point of F 	F�. In
Figure 60 the gradual decrease of the hysteresis with increas-
ing displacement a of the hole from the center of the ring
is shown. It is seen that with increasing a the region where
metastable states exist decreases and ultimately vanishes for
some critical displacement ac. The saddle point states (only
shown for a = 0, by the thin full curve) approach the stable
phase slip state when a = ac.

In [39] nonuniform superconducting rings of finite width
were also investigated, but with a larger ring radius (see also
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Figure 60. The Gibbs free energy F 	H� at low magnetic fields for dif-
ferent displacements a of the hole from the center of the ring. The thin
solid curve (for a = 0) corresponds to the saddle point state. Reprinted
with permission from [75], D. Y. Vodolazov et al., Phys. Rev. B 66,
054543 (2002). © 2002, American Physical Society.

Section 8). It was found that for low magnetic fields F 	H�
is irreversible but for high magnetic fields the dependence
F 	H� was reversible. In high fields the transition from a
state with vorticity one to another state occurred through
the same scenario as discussed above. A similar state was
also considered in [82, 83] in the framework of the linearized
Ginzburg–Landau equations for a nonuniform ring of finite
width. In such a system the vortex may be stable in some
magnetic field region. In [83] analytical results for the mag-
netic field ranges where the vortex enter through the thinner
part of the ring and through the thicker part were obtained.
Our calculations generalize this result to lower tempera-
tures (i.e., where the nonlinear Ginzburg–Landau equations
have to be used) and with inclusion of the nonzero demag-
netization factor of the ring. We found dependence of the
Gibbs free energy (and magnetization) of this sample on the
applied magnetic field. Our results also allowed us to com-
pare the results of the one-dimensional model with the full
two-dimensional one.

The ODV (or stable phase slip) state may be observed
by magnetic experiments. Magnetic susceptibility is propor-
tional [55] to dj/d- and the ODV state exhibits some char-
acteristic peculiarities as was shown in the inset of Figure 56.
Magnetization M is proportional to the current j and hence
M	H� is reversible, for samples where the ODV state exists
(see Fig. 56 and inset of Fig. 58). Furthermore M = 0 at
- � 	n+ 1/2�-0. Alternatively, because at - = 	n+ 1/2�-0
there is a point in the ring where the order parameter is
equal to zero, this state may be found by transport measure-
ments. For example, in [84] the dependence of the resistance
of a hollow cylinder with radius of order � was studied at
temperature T < Tc far from Tc. At - = -0/2 the resistance
	R� exhibited a maximum but the value of R was a factor
of 3 less than the normal state resistance Rn. If the cylinder
has a nonuniform thickness the ODV state can be realized
as a stable state when - = -0/2, and it will lead to a resis-
tive (but superconducting) state even for very small currents
and naturally the resistance of such a state will be less than
Rn as was found by Liu et al. [84].
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GLOSSARY
Giant vortex state State in which all the vortices are com-
bined in the center into one big vortex corresponding with
one minimum in the Cooper pair density.
Mesoscopic superconductors Superconductors with sizes
comparable to the coherence length and the penetration
depth.
Multivortex state State in which all the vortices are sepa-
rated from each other.
Phase slip center The point in a quasi-one dimensional
(with cross-section less than �) superconductor where a
jump by 2� in the phase occurs when the order parameter
becomes equal zero. The appearance of a phase slip center
in superconducting wires with transport current leads to a
finite resistivity of the sample.
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1. INTRODUCTION
Poor solubility of a drug is in most cases associated with
poor bioavailability, at least bioavailability problems. About
10% of the present drugs are poorly soluble, about 40%
of the drugs in the pipeline possess a poor solubility, and
even 60% of drugs coming directly from synthesis have a
solubility below 0.1 mg/mL [1]. The problem is even more
pronounced than in the past because more and more new
drugs are poorly soluble in aqueous media and simultane-
ously in organic media. This excludes previous formulation
approaches such as dissolution of the drugs in solvent mix-
tures (e.g., ethanol/water) or dissolving them in oils or the
lipophilic phase of microemulsions. In the case of too low
oral bioavailability of poorly soluble drugs, in most cases,
parenteral administration is not an alternative. Injection vol-
umes are either too high because of the very low solu-
bility, or the drugs cannot be dissolved at all. The injec-
tion of crystalline microparticulate drug dispersions would

even worsen the situation compared to oral administration
because the body fluid volume at the injection site is very
limited. From this, new smart technological formulations for
improved delivery are required to overcome this problem of
most newly developed drugs, and to make them available to
the patient. Improved formulations are even necessary at a
much earlier state in the drug discovery process. A pharma-
cological screening for activity and side effects is not possible
without having reached a sufficient availability in the blood.
According to the biopharmaceutical classification, drugs

with poor solubility fall either in class II or class IV. Class II
drugs show poor solubility, but good permeability, which
means that their bioavailability problems can be overcome
when improving the solubility. Class IV drugs are character-
ized by simultaneously poor solubility and low permeability.
In this case, improving the solubility will not or will little
improve the bioavailability. Therefore, the attempts to find
improved formulations are mainly targeting class II drugs.
The “specific” formulation approaches are characterized in
that they are working only with a very limited number of
specific molecules which “fit.” For example, molecules need
to fit in size to be complexed by cyclodextrins or for effi-
cient solubilization by mixed micelles. The molecules need
to have the right structure to sufficienty interact with the
surfactants forming the micelles. This limited applicabil-
ity is clearly proven by the very low number of products
on the market being based on such formulation principles.
Much more attractive are the “generalized” formulation
approaches; a very simple and effective one is micronization.
Any drug can be micronized independent of its structure.
In the past, this worked for quite a number of drugs; how-
ever, it is not effective anymore for the new drugs exhibit-
ing even lower saturation solubilities. Consequently, the
next step after “micronization” was “nanonization,” which
means that, instead, producing ultrafine drug microparti-
cles (mean diameter approximately 2–10�m), one produces
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superfine drug nanocrystals (approximately 100 nm to just
below 1000 nm). To be more precise, a drug showing poor
solubility means that it has a low saturation solubility which
is typically correlated with a low dissolution velocity dc/dt.
The terms “solubility” and “saturation solubility” are used
synonymously. In case a drug—despite having a low satu-
ration solubility—dissolves very fast and has a good perme-
ability, this should not cause any bioavailability problems.
However, this is normally not the case with poorly soluble
drugs because, according to the law of Noyes–Whitney, the
dissolution velocity dc/dt is directly correlated to the sat-
uration solubility cs . The principle of micronization is to
increase the surface area A to which dc/dt is also directly
correlated. Nanonization is taking the increase in surface
area A one dimension further than micronization. There are
also some additional features of drug nanocrystals improv-
ing the dissolution velocity (increase in dissolution pressure,
reduction of diffusional distance h), discussed below, which
further improve the enhancement of bioavailability.
There is a limited number of technologies around to

produce drug nanocrystals; basically, one can differenti-
ate between “bottom-up” techniques and “top-down” tech-
niques. All of them are patent protected, which means
that it is a “closed market” and dominated by only a few
companies. The different technologies are briefly discussed
and compared, and advantages and disadvantages high-
lighted. The main focus is on drug nanoparticles produced
by milling or by high-pressure homogenization using prefer-
entially piston-gap homogenizers. Special emphasis is given
to the large-scale production, including regulatory aspects—
important criteria for entering the market with a product.

2. GENERAL FEATURES
OF DRUG NANOCRYSTALS

The law of Noyes–Whitney describes the dissolution velocity
[2]:

dm

dt
= DA

h

cS − cx (1)

D is the diffusion coefficient, A is the surface area, cs is the
saturation solubility, cx is the bulk concentration, and h is
the so-called “diffusional distance” over which the concen-
tration gradient occurs (note: division of the equation by the
volume v leads to dc/dt). It is obvious that an increase in A
increases the dissolution velocity. To illustrate this, the sur-
face area was calculated for a 100 mg dose of drug assuming
that the drug powder is a finely milled powder of 50 �m
particles, micronized powder of 5 �m particles, and nano-
nized powder of 200 nm particles (assumed drug density
2.0 g/cm3:

• 50 �m particles: 6�03× 10−3 m2

• 5 �m particles: 0.0599 m2

• 200 nm particles: 1.50 m2.

The Kelvin equation [3] describes the vapor pressure above
very fine liquid droplets in a gas phase, for example, during
the spray drying process. It describes the vapor pressure as

a function of the droplet radius, which means as a function
of the droplet curvature:

ln
Pr

P�
= 2�Mr

rRT�
(2)

where Pr is the dissolution pressure of a particle with the
radius r , P� is the dissolution pressure of an infinitely large
particle, � is the surface tension, R is the gas constant, T is
the absolute temperature, r is the radius of the particle, Mr

is the molecular weight, and � is the density of the particle.
The basic information is that the vapor pressure above a

flat surface and a slightly curved surface are identical; going
to a strongly curved surface (i.e., typically particles below
1–2 �m) leads to an increase in vapor pressure (Fig. 1).
The situation at the liquid–gas interface can directly be

transferred to the situation at the solid–liquid interface,
which means that the vapor pressure of the liquid corre-
sponds to the dissolution pressure of the solid (drug). It is
known that different liquids have different vapor pressures;
for example, comparing ether, water, and oil (Fig. 2), the
same compound-specific differences are, of course, valid for
solid materials. Consequently, different drugs have different
dissolution pressures at identical particle size.
Based on the Kelvin equation, the relative increase in

vapor pressure as a function of decreasing particle size was
calculated [4]; as model compounds, three liquids were cho-
sen having distinct differences in vapor pressure. Oleic acid
has a relatively low vapor pressure (boiling point: 350 �C)
[5], water has a relatively high vapor pressure (boiling point:
100 �C) [6], and ether, as a highly volatile liquid, possesses
the highest vapor pressure (boiling point: 35 �C) [7]. The
vapor pressure was normalized, which means that only the
relative increase was calculated when reducing the size lead-
ing to characteristic functions (Fig. 2).
Water and ether represent compounds of good and very

good solubility; the relative increase takes place below the
known threshold size of approximately 1.0 �m, but is not
very pronounced. Oleic acid represents the poorly soluble
drug (low vapor pressure = low dissolution pressure). The
first slight increase is already observed below approximately
2.0 �m, being very distinct below the well-known 1.0 �m and
highest below 200 nm (Fig. 2, upper curve). It is noteworthy
that the increase in relative pressure going from 200 nm

Dissolution pressure (∆p ~ 1/r) CsN > CsM

Substance layer
(flat surface)

Large particle

(slight curvature)
Nanosuspension

(strong curvature)

Figure 1. Vapor pressure above differently curved surfaces of liquids
occurring at the liquid–gas interface, corresponding to the dissolution
pressure at the interface solid–liquid, as a function of the curvature
(drug, CsM/CsN—saturation solubility of microparticles and nano-
particles, respectively). Modified with permission from [10], R. H.
Müller et al., “Emulsions and Nanosuspensions for the Formulation of
Poorly Soluble Drugs,” 1998. © 1998, Medpharm Scientific Publishers.
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Figure 2. Compound-specific differences in the vapor pressure (disso-
lution pressure) of different liquids (different drugs) as a function of
droplet (particle) size.

down to 100 nm is similarly large as going from 1.0 �m
to 200 nm. That means, to obtain extremely fast dissolving
particles in the blood, a size of 100 nm (or even below)
would be ideal.
According to the textbooks, the saturation solubility is a

compound-specific constant depending only on the temper-
ature. This is valid for the powders of daily life. However, as
outlined above, it changes below a particle size of approx-
imately 1–2 �m. Saturation solubility is an equilibrium
of molecules dissolving and molecules recrystallizing; the
increase in dissolution pressure shifts the equilibrium, thus
resulting in a higher saturation solubility. Therefore, drug
nanoparticles are characterized by an increase in satura-
tion solubility cs . According to Noyes–Whitney, the increase
in cs—in addition to A—further increases the dissolution
velocity. The final saturation solubility achieved is, of course,
compound-specific based on the differences in compound-
specific dissolution pressures (cf. Fig. 2).
The dissolution velocity is reversly proportional to the dif-

fusional distance hH , which means that reducing hH leads to
a further increase in dissolution velocity. According to the
Prandtl equation, the diffusional distance hH decreases for
very small particles [8]:

hH = k
L1/2/V 1/2 (3)

In this equation, hH is the hydrodynamic boundary layer
thickness, k is a constant, L is the length of the surface in
the direction of the flow, and V is the relative velocity of
the flowing liquid against a flat surface.
However, due to some parameters which cannot be speci-

fied as actual figures, the decrease in hH can hardly be calcu-
lated. Therefore, publications dealing with hH focus rather
on direct measurement of the increase in dissolution velocity
to have an idea of the quantity of this effect [8].
To clarify the definitions, we must differentiate between

dissolution rate (velocity) and the so-called “intrinsic disso-
lution rate.” The dissolution rate just quantifies the observed
dissolution velocity of the powder; therefore, for example,
rock candy sugar has a slower dissolution rate than the
same amount of sugar in a crystalline form. However, when
expressing it as an intrinsic dissolution rate, the intrinsic dis-
solution rates are identical because the intrinsic dissolution

rate refers to the respective surface unit. Based on the sur-
face unit, the intrinsic dissolution rates for both sugars are
identical. Based on the outline above regarding the increases
in dissolution pressure, the increase in saturation solubility
and the reduction in diffusional distance h, the intrinsic dis-
solution rate increase when one moves in the range below
approximately 1 �m. Therefore, the nanonization not only
increases the measured dissolution rate due to enlargement
of the surface A, but additionally the intrinsic dissolution
rate as well [9, 10].
It should be noted that the described effects are valid

for any identically sized drug nanocrystal independent of
its method of production. It does not matter if the drug
nanocrystal has been produced, for example, by precipita-
tion, pearl milling, or high-pressure homogenization. For a
crystal of a given size (and identical physical state, crys-
tallinity), the same physical effects occur. Therefore, no pro-
duction method can claim that its nanocrystal has a special
feature because it is produced in a certain way.
However, differences in identically sized drug nano-

crystals can occur when they show differences in their crys-
talline character, which means the polymorphic form or the
fraction of an amorphous drug. It is well documented in
the literature that amorphous drugs have a higher saturation
solubility than crystalline forms. Therefore, in theory, it is
beneficial to have an amorphous drug nanocrystal. However,
there are two major challenges for these systems:

1. to provide a reproducible and functioning technology
to produce 100% amorphous particles, and

2. to guarantee its unchanged amorphous character dur-
ing the shelf life of the product.

There is the general feeling that things are much eas-
ier when one immediately begins with a 100% crystalline
nanoparticle. The question of shelf-life stability is therefore
the major concern with regard to these technologies for
amorphous particles—despite the very attractive feature of
a further increase in dissolution rate. From the viewpoint of
physics, the increase in saturation solubility of amorphous
products can be explained by the Ostwald–Freundlich equa-
tion. The Ostwald–Freundlich equation is derived from the
Kelvin equation, and describes the saturation solubility as a
function of the particle size [11]:


1− �n
RT

M
ln

S2
S1

= 4 
!

(
1
d2

− 1
d1

)
(4)

The parameters are as follows:

� = dissociation grade
n = number of ions
R = gas constant
M = molecular weight
S1 = saturation concentration of population 1
S2 = saturation concentration of population 2
 = interfacial energy
" = density
d1 = diameter of population 1
d2 = diameter of population 2.

In a simplified way, amorphous products can be considered
as powders with a very small (indefinite) particle size, thus
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exhibiting a higher saturation solubility compared to crys-
talline particles. As an aside, to complete the theoretical
considerations, the Ostwald–Freundlich equation also con-
tains the interfacial tension � (solid/liquid interface). Thus,
it explains and describes the different saturation solubilities
obtained with polymorphic forms. The polymorphic forms
have different energy contents; consequently, they are dif-
ferent in the interfacial tension at the solid/liquid interface,
thus resulting in different saturation solubilities.
It should also be considered that energy input to create

drug nanocrystals can theoretically lead to a change in poly-
morphic forms. In tabletting technology, it is described that
high compression pressures can induce a transform of a
lower energetic form to a higher energetic form (e.g., par-
tial transition from I to II) [12]. Therefore, when pro-
ducing drug nanocrystals, intensive characterization of the
crystalline character after production and—in the case of
totally or partially amorphous nanoparticles or nanocrystals
of higher polymorphs—the monitoring of the crystalline sta-
tus during the shelf life of the product are important. Again,
the most convenient approach is to create drug nanocrystals
that are completely crystalline, and preferentially having the
polymorph I. It should be noted that about 50% of the drugs
exhibit polymorphism; therefore, this characterization is of
great importance.

3. “BOTTOM-UP” TECHNOLOGIES FOR
DRUG NANOCRYSTAL PRODUCTION
(HYDROSOLS, NanoMorphTM)

Bottom-up technology means that one starts from the
molecular level, and goes via molecular association to the
formation of a solid particle. That means that we are
discussing classical precipitation techniques by reducing the
solvent quality, for example, by pouring the solvent into a
nonsolvent or changing the temperature or a combination
of both. Precipitation is a classical technique in pharmaceu-
tical chemistry and technology. The Latin terminology is via
humida paratum (v.h.p.) [13], which means being prepared
via a liquid process (solutions are made to obtain a fine pow-
der (precipitate) dispersed in a “wet” environment). Well-
known old examples of the pharmacopea are the mercury
ointments (e.g., Unguentum Hydrargyri cinereum, German
Pharmacopea no.6, 1926). Because it is a long-known pro-
cess in pharmacy, a clear outline is necessary to document
the innovative height of patent applications based on this
process.
The soundness of a patent regarding such a technology

(of course, the soundness of patents in general), and espe-
cially in case they are challenged, is a very important factor
for companies when deciding to place a formulation devel-
opment on such a technology.
The so-called “hydrosols” were developed by Sucker

and co-workers [14–17] at the Sandoz Company (nowadays
Novartis). The drug is dissolved in a solvent, and the solvent
is added to a nonsolvent to initiate the fast precipitation of
a finely dispersed product. To achieve this, it is necessary
to pass the so-called Ostwald–Mier area very quickly, which
means reducing the solvent quality very quickly [18]. This is
achieved by adding the solvent to a nonsolvent; doing it the

other way around would lead to larger crystals. The formed
crystals need to be stabilized by surfactants or polymers to
avoid growth of the nanocrystals to microcrystals. In general,
it is recommended to lyophilize the product to preserve the
nanometer character of the particles [16]. The technology
is to some extent complex (e.g., the preservation of particle
size), and excludes all molecules which are poorly soluble
in aqueous and organic media. To our knowledge, no prod-
ucts based on this technology are marketed by Novartis. An
additional problem is, for example, solvent residues; removal
makes the process more costly.
The particles generated by precipitation, as, for example,

by Sucker, are in most cases crystalline in nature; in contrast
to this, the company Knoll (nowadays owned by Abbott) cre-
ates amorphous particles by a precipitation technique [19].
The product is NanoMorphTM. As outlined above, an addi-
tional positive feature is a further increase in the dissolution
velocity due to the amorphous character of the product. The
precipitation in the amorphous form is achieved by an aque-
ous polymer solution (company brochure; www.soliqs.com).
However, for a commercial product, it is necessary to pre-
serve the amorphous character during the shelf life to avoid
changes in bioavailability caused by a reduction in the dis-
solution velocity due to the transfer of the amorphous drug
to a crystalline drug.
A precipitation technology was also described by Müller

and co-workers (Kiel University, Germany), dissolving the
drug in a water-miscible solvent, for example, isopropanol
or acetone [20, 21]. The particles are stabilized in the nano-
meter range by selecting stabilizers possessing optimal affin-
ity to the particle surface, and stabilizing the precipitated
particles in the nanometer range. Examples of stabilizers
are agar, calcium caseinate, dextran 200, gelatin A, hydrox-
yethylcellulose, hydroxyethylstarch, hydroxypropylcellulose,
polyvinylpyrrolidone, and polyvinylalcohol [22]. The opti-
mum stabilizer might differ from one drug to the next
because each drug nanocrystal shows differences in surface
properties, such as the presence of functional groups on
the surface, surface hydrophobicity, and surface wetability.
To transform the particles into a dry product, spray drying
is described [23, 24].
The advantage of the precipitation techniques is that rel-

atively simple equipment can be used. For example, the
solvent can be poured into the nonsolvent with a constant
velocity in the presence of a high-speed stirrer. Very ele-
gant approaches are the use of static mixers or micromix-
ers [25, 26] which simulate the precipitation conditions in
a small volume (i.e., simulating lab scale conditions), but
being simultaneously a continuous process. In the case of
micromixers, scaling up can be performed in a simple way
just by so-called “numbering up,” which means arranging
many micromixers in parallel [27, 28]. The equipment is rel-
atively simple, and in the case of large conventional static
mixers, of relatively low cost (this is not necessarily valid for
the micromixers). However, there are some major general
disadvantages of the precipitation techniques.

1. The drug needs to be soluble in at least one solvent
(thus excluding all new drugs that are simultaneously
poorly soluble in aqueous and in organic media).

2. The solvent needs to be miscible with at least one
nonsolvent.
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3. Solvent residues need to be removed, thus increasing
production costs.

4. It is a little bit tricky to preserve the particle character
(i.e., size, especially the amorphous fraction).

In general, it is recommended that a second consecutive pro-
cess be performed for particle preservation, that is, spray
drying or lyophilization.

4. “TOP-DOWN” TECHNOLOGIES
There are basically two “top-down” techniques, which means
starting from a large powder and performing a size dimi-
nution:

1. pearl ball milling [13] and
2. high pressure homogenization.

The milling technique was developed and patented by the
Nanosystems Company, which was acquired by the élan
Company a few years ago. There are two techniques based
on high-pressure homogenization in water: the microflu-
idizer technology developed by the RTP Company [29], and
the DissoCubes® technology developed by Mülller et al.
[30], nowadays both owned by the company SkyePharma
PLC (www.skyepharma.com). Recently, SkyePharma PLC
acquired RTP Pharma, which means that the high-pressure
homogenization in water is on hand. The third technique
is homogenization in media, other than 100% water, which
means the Nanopure technology, which is currently owned
by Pharmasol GmbH (www.pharmasol-berlin.com).

4.1. Pearl Milling (NanocrystalsTM)

Liversidge and co-workers developed the milling process to
yield the so-called (NanocrystalsTM [31]. The mills used
by the élan Company are basically containers with small
pearls, beads, or balls which can have different sizes, a typ-
ical size being 1–2 mm (Fig. 3). The drug powder is dis-
persed in a surfactant solution, and the obtained suspension
is poured into the mill. In the milling process, the pearls are
moved, either by using a stirrer or by moving the mill con-
tainer itself. The drug particles are disintegrated between
the moving pearls. This process is accompanied by the ero-
sion of milling material from the pearls, a phenomenon well
known for these mills and documented in the literature [32].

stirrer
pearls

Figure 3. Principle of pearl mill type; pearls are moved by the stirrer.

Typical milling materials are glass or zirconium oxide. Buch-
mann et al. reported on the generation of glass particles
with a size of a few micrometers during the milling process.
The accepted contamination in a product originating from
the production equipment used is normally limited in the
very low parts-per-million range (e.g., 10 ppm). Depending
on the desired small size, the hardness and the crystallinity
of the material, and milling forces present, the milling pro-
cedure can last from hours or days up to one week. Of
course, the contamination increases with the milling time
and hardness of the drug material. Some years ago, the
NanoSystems Company replaced zirconium oxide by hard
polystyrene beads as the milling material. The milling tech-
nique clearly has some advantages:

1. simple technology
2. low-cost process regarding the milling itself
3. large-scale production possible to some extent (batch
process).

Large-scale production is stated only to “some extent.” This
should be explained by a model calculation. A pearl mill
of 1000 L volume containing milling pearls in hexagonal
packaging has 76% pearls (760 L) and 24% void volume
available for the drug suspension (240 L). The solid con-
centration in the suspension is limited; it should not be
too pasty because such a highly viscous system is no longer
processable. Assuming a suspension with 20% solid would
mean that 20% of the 240 L suspension is drug (48 L).
This is equivalent to 96 kg of drug (assumed drug density:
2.0 g/mL). Depending on the density of the milling mate-
rial used (glass: approximately 2–3 g/mL, zirconium oxide:
5.9 g/mL, and hard polystyrene: 1.05 g/mL), the weight of
the milling material and suspension will be in the range of
1–2 tons plus the weight of the mill itself. The batch can-
not be increased by just multiplying the dimensions of pearl
mills [33].
As disadvantages, we can see:

1. potential erosion from the milling material leading to
product contamination

2. duration of the process not being very production
friendly

3. potential growth of germs in the water phase when
milling for a long time

4. time and costs associated with the separation proce-
dure of the milling material from the drug nanoparticle
suspension, especially when producing parenteral ster-
ile products.

The contamination issue is controversially discussed between
the believers in the technology and colleagues who are more
skeptical. The company SkyePharma PLC presented data
wherein they found 70 ppm contamination in a drug suspen-
sion when milling with zirconium oxide pearls [34]. Recently,
the élan Company made an oral presentation about intra-
venous drug nanocrystal suspensions, giving a figure of
70 ppm solid contamination (polystyrene) in the produced
drug nanosuspension [35]. The solid contamination was
determined by dissolving all of the other parts of the particle
suspension, and subsequent filtering of the solution through
a 0.2 �m filter to collect nondissolved contamination (i.e.,
eroded polystyrene). It should be kept in mind that the
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concentration of the contamination increases when remov-
ing the water phase of a nanocrystal suspension to obtain
a dry product. Of course, the contamination is “diluted”
when incorporating the drug nanocrystals into the matrix of
a tablet or of pellets. Regarding the figure given by élan,
it was not specified how hard the drug was and how long
the milling time was, two factors affecting the extent of con-
tamination. Irrespective of the discussion of the contamina-
tion issue, élan was successful in getting the first oral prod-
uct approved, Rapamune®. According to the Rapamune®

information package, the tablet is the “dry” alternative to
an orally administered solution of Rapamune®. Compared
to the solution, the oral bioavailability of the nanocrystal
tablet is even slightly higher (approximately 27% higher
relative to the oral solution). The bioavailabilities of the
nanocrystal tablet and solution are in a similar range; pro-
duction of the nanocrystal tablet is therefore mainly seen
for reasons of convenience, which means easier administra-
tion, and less as a final approach to reach sufficiently high
bioavailability of a poorly soluble drug. Independent of this,
from our point of view, Rapamune® can be seen as a very
important milestone because it demonstrates that the drug
nanoparticles/nanocrystals are a suitable technology for the
pharmaceutical market. It is an important proof of princi-
ple for the drug nanocrystal itself—independent of which
technology was used to produce it.

4.2. Homogenization in Water (DissoCubes®)

Homogenization in water is performed either using the
Microfluidizer® as a high-pressure homogenizer (RTP)
[36] or, alternatively, piston-gap homogenizers (SkyePharma
PLC) [30]. The Microfluidizer® (Fig. 4) realizes the jet
stream principle, which means that two streams of liquid/
suspension hit each other on the front, leading to particle
disintegration [26]; different types of interaction chambers
are available (“Y” type and “Z” type) (Fig. 5, upper and
lower part, respectively). The smallest particle size obtained
depends on the power density achieved in the disintegra-
tion volume. The power density is defined as power/volume
unit (watt/m3. A measure for the power is the homogeniza-
tion pressure. Homogenization pressure in Microfluidizer®

machines are, for example, 40,000 psi/2760 bar, and for the
lab scale mode 120B Microfluidizer®, 15,000 psi/1035 bar.
Maximum pressures achievable with piston-gap homoge-
nizers are, for example, 1600 bar with the LAB 40 and
Gaulin 5.5, and 2000 bar with the Rannie 118 from APV
(APV, Unna, Germany). The Stansted Company can pro-
duce homogenizers up to 3500 bar and above [37]. From
this, in principle, with given material, the microfluidizer
120B cannot produce such a small particle size as the other
lab scale homogenizers with their higher power densities.
The examples in the Mikrofluidizer patent [36] described
the use of 50 or even up to 100 homogenization cycles to
produce drug nanoparticles. This leads to high production
times, and is not friendly for the production process. From
our investigations, we observed disintegration to real drug
nanoparticles only with “soft” drugs. For hard crystalline
drugs, the mean diameter stayed in the very low microme-
ter range. According to the theoretical considerations above

cooler
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pressure
pump

1st Interaction

chamber

2nd

Interaction

chamber

Pre-dispersion

Figure 4. Basic principle of Microfluidizer® with the first interaction
chamber plus second interaction chamber.

(cf. Section 2), this does not utilize all of the benefits of
the real drug nanoparticles. In addition, it might be easier
to obtain similar particle sizes with other techniques. In the
case of highly efficient jet milling, laser diffractometery par-
ticle diameters of 2–3 �m (diameter 50%) can be obtained.
Regarding potential product contamination, no published
data were available to us when writing this chapter. Clear
disadvantages can be summarized [38]:

1. a relatively high number of required homogenization
cycles (up to 100), leaving the production technology
user unfriendly

2. a potentially larger content of microparticle diame-
ters above 1 �m, not fully providing real drug nano-
particles.

Piston-gap homogenizers are based on a different homog-
enization principle. Liquid/suspension is streaming through
a narrow gap with a very high streaming velocity. A typi-
cal arrangement for this technology is to place the disper-
sion (emulsion or suspension) in a cylinder with a piston;
a pressure is applied to the piston, pressing the suspension
through a gap at the end of the cylinder (Fig. 6). In the
Micron LAB 40, the cylinder has a diameter of 3.0 cm, and
the narrow gap just has a width of only 25 �m; this nar-
rowing by a factor of 120,000 leads to extremely high flow
velocities up to 200–300 m/s [39]. For some homogenizer
types, velocities up to 1000 m/s are given. According to the
patent of DissoCubes®, the reason for disintegration of the
particles is the cavitation occurring in this gap. According to
the Hagen–Poiseulle equation, the flow rate in the system
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(upper)

(lower)

Figure 5. The “Y” interaction chamber (upper) and the “Z” interac-
tion chamber (lower) of the Microfluidizer®. Adapted with permission
from [26], R. H. Müller and B. H. L. Böhm, “Dispersion Techniques
for Laboratory and Industrial Scale Processing,” 2001. © 2001, Wis-
senschaftliche Verlagsgesellschaft mbH.

of different diameters is equal at each diameter. According
to the Bernoulli equation, the sum of static and dynamic
pressure is constant at each diameter of the system [40]:

Ps +
1
2
�V 2 = K (5)

where PS is the static pressure, 1/2�V 2 is the dynamic pres-
sure (Pdyn), and K is a constant.

Gap in form of a
ring

Product
collection

Pre-emulsion

3 cm

Figure 6. Principle arrangement in piston-gap homogenizer of LAB
type (note: some parts are out of proportion (piston, gap) for reasons
of clarity).

In the gap, the dynamic pressure drastically increases (i.e.,
also streaming velocity), and simultaneously, the static pres-
sure decreases and falls below the vapor pressure of the
water at room temperature (Fig. 7). This leads to the boil-
ing of the water at room temperature, the formation of gas
bubbles which implode when the liquid leaves the gap being
under the normal pressure conditions again (=cavitation).
The formation of gas bubbles and their implosion cause
shock waves, leading to the destruction of the droplets in the
case of an emulsion and the diminution of particles in the
case of a suspension. Nowadays, bubble formation and not
the implosion is considered as the major reason for diminu-
tion. There are advantages of the piston-gap homogeniza-
tion technique:

1. the effective particle diminution
2. production lines can be qualified and validated
3. production lines already exist in industry, for example,
production of parenterals, and so on

4. no contamination, for example, iron content is below
1 ppm [41]

5. off-shelf equipment
6. simple process
7. low-cost process/low-cost equipment.

To summarize: homogenization with piston-gap homoge-
nizers has good potential to be used as a production tech-
nique because it fulfills the key industrial features such
as large-scale production and various regulatory aspects
[42–44].
The definition includes the term “homogenization” reduc-

tion of particle or droplet size and simultaneous narrowing
of the size distribution, that is, making the particle pop-
ulation not only smaller, but simultaneously more homo-
geneous in size [45, 46]. Figure 8 shows an EM graph of
a drug compound produced by high-pressure homogeniza-
tion; the crystals are relatively homogeneous in size and of
rather cuboid shape. The homogeneity in size is an essen-
tial prerequisite for the physical long-term stability, which
means avoiding Ostwald ripening and crystal growth. Ost-
wald ripening is caused by different saturation solubilities
in the vicinity of differently sized particles (cf. aspects of
dissolution pressure and saturation solubility of differently
sized particles outlined above). Figure 9 shows the situation
in the case where very differently sized particles are present.
Each particle is surrounded by a layer of saturated solu-
tion. Due to the smaller size, the saturation solubility in the
vicinity of the small particle (CsN ) is higher then the satu-
ration solubility in the vicinity of the microparticle (CsM ),

Ps

Pdyn

Ps

Ps

Pdyn Pdyn

Gap in
homogenizer

Figure 7. Change of static pressure (Ps and dynamic pressure (Pdyn as
a function of tube diameter according to Bernoulli.
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1 µm

Figure 8. EM graph of the model drug RMBB 98. Modified with per-
mission from [61], B. H. L. Böhm, Ph. D. Dissertation, 1999. © 1999,
Free University of Berlin.

which means that there is a concentration gradient between
the higher concentrated solution around the small particle
to the vicinity of the larger particle. Based on the gradient,
drug diffuses from the surrounding of the small particle to
the surrounding of the large particle. In this case, in the
surrounding of the small particle, the solution is no longer
saturated, which means that more drug dissolves, and the
size of the small particles reduces. Due to drug diffusion in
the vicinity of the large particle, a supersaturated solution
results, which leads to precipitation of the drug to the parti-
cle surface and crystal growth of the large particle. To avoid
this, it is necessary to have a uniform particle size, which
is achieved by the homogenization process. In the last ten
years of our drug nanocrystal research, we never observed
crystal growth in a nanosuspension produced by homoge-
nization. In case larger particles occurred during storage,
they were only aggregates of small drug nanocrystals due
to a suboptimal choice of surfactant or surfactant mixture.
The absence of Ostwald ripening is an amazing effect when
considering the high disperitivity and energy of the system.
Ostwald ripening is promoted in case a drug has a

higher solubility, and also shows pronounced solubility
increases/decreases as a function of temperature. Nano-
crystals are made from poorly soluble drugs; therefore, the
saturation solubility is a priori low, and in general, they show

Molecules

diffuse
across
gradient

CsN

CsMCsN > CsM

further
dissolution

super saturated solution

recrystallization

Figure 9. Principle of Ostwald ripening and crystals growth (for expla-
nation, see text).

little increase in solubility with an increase in temperature,
which means that temperature fluctuations during storage
will not lead to relevant increases or decreases with fluctuat-
ing temperature. There is a general experience; when differ-
ently sized particles are partially dissolved by an increase in
temperature, recrystallization occurring during a subsequent
temperature decrease will preferentially take place on the
large crystals, which means that, during temperature cycling
processes, small particles dissolve and the larger ones grow.

4.3. Homogenization in Water–Liquid Mixtures
and Nonaqueous Media (Nanopure®)

The DissoCubes® patent describes homogenization in pure
water as a dispersion medium; the rationale behind that is—
as explained in detail in the patent [30]—the cavitation is
seen as being responsible for the diminution of the particles.
To obtain cavitation in the dispersion medium, one needs to
have a high vapor pressure of the dispersion fluid at room
temperature. This is fulfilled with water, but not with other
liquids such as oils or liquid polyethylene glycol (PEG) 600.
In addition, homogenization at higher temperatures (e.g.,
80 �C) should be much more efficient than at room temper-
ature because the vapor pressure of water is much higher at
80 �C, thus leading to more extensive cavitation. The basics
of the Nanopure® technology [47] is that homogenization
was performed against these teachings, leading to a com-
parable or even improved product. Under the Nanopure®

technology, not only drugs, but also polymers can be pro-
cessed, leading to a product [48–56] with a mean diameter
in the nanometer range (nanoparticles) or a size of a few
micrometers (both particle ranges are covered).
At the beginning of the Nanopure® development, drug

suspensions in nonaqueous media were prepared, for exam-
ple, drug nanocrystals of cyclosporine (Table 1) and of
RMKP 22, the latter drug also being described in the
DissoCubes® patent [30]. Also for RMKP 22, a finely dis-
persed product was achieved (Table 2).
Based on the state of the art that homogenization with

100% water leads to a finely dispersed product, after homog-
enization with 0% water (e.g., liquid PEG), the range with
a water content between 0 and 100% water was investi-
gated. The drug RMKP22 was dispersed in dispersion media
with increasing water content, which means starting with
glycerol (0% water) and going up in water concentration
stepwise. An increase in the water content should promote
cavitation, and thus lead to more efficient diminution. The
result was that no product-relevant differences were found
(Table 3 [47]).
As pointed out above, the Nanopure® technology cov-

ers drugs and polymers to be transferred to nanoparticles or

Table 1. PCS characterization data of 1 and 5% cyclosporine
drug nanocrystal dispersion (dispersion medium: 1% Tween 80 in
propylenglycol).

Cyclosporine PCS diameter
concentration (%) (nm) Polydispersity index

1 203 0�132
5 182 0�131
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Table 2. LD diameters D 50% and D 95% of RMKP 22 homogenized
in aqueous surfactant solution at 1500 bar (ten cycles).

RMKP22 D 50% D 95%
concentration (%) (�m) (�m)

1 0�94 2�74
3 1�24 3�78

microparticles with a size of a few micrometers. The teach-
ing in the patent literature [57] was that disintegration of
polymeric material is more efficient:

1. when higher temperatures above the glass transition
temperature of the polymers are employed, for exam-
ple, 80 �C, and

2. that the use of plasticizers promotes the diminution of
polymers.

The rationale behind these two points was that soft polymers
can be easier disrupted. Polymers are getting softer above
their glass transition temperature or when admixing a plas-
ticizer. In the Nanopure® technology, just the opposite was
done, which means reducing the temperature below room
temperature. Examples were prepared at different tempera-
tures, showing that there was no product-relevant difference
in the obtained particle sizes of polymer particles (Fig. 10).
Based on these results, high-pressure homogenization at

and below the freezing point of water was performed, for
example, charcoal homogenized at −20 �C.
From the data, one can conclude that the temperature

has no obvious effect. It rather appears that, by using the
low temperature, polymeric material is less elastic and more
brittle; nonelastic material appears easier to be broken than
a flexible, more elastic one such as a softened polymer.
What are the advantages of suspensions produced by the

Nanopure® technology? Nonaqueous dispersion media can
be used to produce oral formulations, for example, drug
nanocrystals dispersed in liquid PEG 600 or miglyol/MCT oil
can be directly filled into soft gelatin capsules or sealed hard
gelatine capsules. Nanosuspensions in mixtures of water with
water-miscible liquids (e.g., ethanol, isopropanol) can be
used in the granulation process for tablet production; the
solvent mixture evaporates much better than water. Drugs
that are susceptible to hydrolysis in water can be prepared
as nonaqueous suspensions, for example, glycerol or propy-
leneglycol. Prior to intravenous injection, the glycerol drug
nanosuspensions can be diluted with water for injection to
yield an isotonic suspension. Alternatively, isotonic water–
glycerol mixtures can be directly homogenized. In the first
patent [30], cavitation was considered as the dominating fac-
tor for particle diminution; therefore, homogenization was

Table 3. Drug RMKP22 homogenized in water-free medium (glycerol)
and media of increasing water content (glycerol–water).

% water D 50% (�m) D 95% (�m)

0% (=100% glycerol) 1�28 3�85
30% 1�33 3�58
50% 1�19 3�09
100% (=pure water) 0�94 2�77
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Figure 10. Particle size characterization data of the polymer ethylcellu-
lose (laser diffractometery data, diameters 50, 90, and 95%) produced
by high-pressure homogenization at different temperatures. Adapted
with permission from [47], R. H. Müller et al., PCT Application
PCT/EP00/06535, 2000. © 2000,

only performed in pure water, and glycerol was added after-
wards to avoid an impairment of particle diminution effi-
ciency. Another option of the Nanopure® technology is the
production of aqueous polymer particle dispersions with a
diameter of a few micrometers. This could be an alternative
to polymer dispersion (e.g., Surelease, ethylcellulose) for the
coating of tablets which are now produced by using solvents.
Aqueous shellack dispersions produced have already been
described [58].

5. COMBINATION OF “BOTTOM-UP”
AND “TOP-DOWN” TECHNOLOGY
(Nanoedge®)

In 2001, the Baxter Company presented their Nanoedge®

technology at the annual meeting of the American Associ-
ation of Pharmaceutical Scientists (AAPS) in Denver, Co.
Nanoedge® is an aqueous suspension of drug nanoparticles
suitable for intravenous injection. The particles are prepared
basically by a high-pressure homogenization process, which
means either by microfluidization (RTP technology), homog-
enization in water using piston-gap homogenizers [30], or
alternatively, by a new production process developed by
Baxter [59]. This process is called the “microprecipitation
method,” and is a combination of precipitation followed by a
process with energy input (e.g., homogenization). According
to [59], the process includes three steps:

1. dissolving the organic compound in a water-miscible
first solvent to form a solution

2. mixing this solution with the second solvent to obtain
a “presuspension”

3. adding energy to this “presuspension” to form particles
having an average effective particle size of 400 nm–
2.0 �m.

The method can be applied to all drugs that are poorly
water soluble, that is, possess a solubility which is greater in
the water-miscible first solvent compared to the second sol-
vent which comprises an aqueous phase. Examples for the
first solvent are, for example, methanol, ethanol, glycerol,
and acetone. Adding the solvent to the nonsolvent is a classi-
cal precipitation process. A second energy-addition step fol-
lows, which leads to a particle suspension being crystalline in
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nature and having an improved physical stability compared
to a precipitated product.
According to the patent, the process can be separated

into three general categories; in addition there are two basic
preparation methods, A and B.
The steps of the process are identical for each of the cate-

gories, the categories themselves are distinguished based on
the physical properties of the drug after precipitation (prior
to the energy-addition step) and after the energy-addition
step.

Category I: The drug particles in the presuspension
are in an amorphous form, semicrystalline
form, or a supercooled melt.

Category II: The drug in the presuspension is in a crys-
talline form.

Category III: The organic compound is in a crystalline
form that has many imperfections, which
means, it is friable.

In each of the three categories, after the energy-addition
step, the drug nanocrystals are in a crystalline form, which
means a physically stable low-energy form with few imper-
fections. The energy-addition step is more effective, and
leads to smaller particles than the drug crystals in the presus-
pension which are, for example, in an amorphous form (cat-
egory I) or a crystalline form with a high friability (category
III). The physical properties of the drug particles are char-
acterized by DSC or X-ray. Which category of particles is
formed depends on many factors, for example, the chemical
nature and melting point of the drug, precipitation rate, sur-
factants present, and precipitation temperature. By adding
energy, the physical stability of the suspension is improved,
that is, by altering the lattice structure of the crystal to a low-
energy form. In addition, the added energy seems to have
an effect on the coating (surfactant layer) of the particle,
leading to a rearrangement and improved stabilizing effect.
The latter is concluded when comparing the physical stability
of precipitated suspensions with suspensions being exposed
to an additional energy-addition step, both dispersions hav-
ing a similar effective particle size between 200 nm and
2.0 �m.
In method A, the drug is dissolved in the first solvent.

A second aqueous solution is prepared containing one or
more surfactants; if necessary, the pH is adjusted to yield
optimum precipitation conditions. Then the first solution is
added to the second solution, the addition rate is chosen
depending on the batch size and precipitation kinetics for
the organic compound, and the solutions are under constant
agitation. If desired, the resulting particles can undergo an
annealing step to convert category I particles (amorphous,
semicrystalline, and supercooled) into a more stable solid
state. In the next step, energy is added, for example, by
subjecting the presuspension to sonication, homogenization
(piston-gap), microfluidization, or other suitable methods
providing cavitation, shear, or impact forces. Homogenizers
used are, for example, the Avestin apparatus EmulsiFlex-C
160 to promote a desired phase change into a more perfect
crystal; the sample might be subjected to higher tempera-
tures from about 30 to 100 �C during the energy-addition
step (annealing step). That means that annealing is basi-
cally performed by adding energy (homogenization, etc.),
and additionally by variation of temperature.

In method B—different from method A—the surfactant
or surfactant mixture is added to the first solution. In the
second step, the first solution is added to the second solu-
tion. This leads to a formation of more uniform, finer
particles compared to having the surfactant in the second
solution [60]. Drug examples processed are itraconazole and
carbamazepine.
A disadvantage of the microprecipitation method by Bax-

ter is that additional process steps are required compared
to direct homogenization of jet-milled drug powder (e.g.,
Nanopure® technology). The drug needs to be dissolved,
precipitated, and then the solvent needs to be removed
again, including analysis for solvent residues.
The advantages of the Baxter method are that the

problem of the precipitation technique—continuing crystal
growth after precipitation—has been overcome because the
particles are only an intermediate product to undergo subse-
quent diminution/annealing. In addition, by optimal choice
of precipitation conditions, more friable particles (semicrys-
talline, amorphous) can be produced which allow more
effective diminution in the subsequent high-pressure homog-
enization step. This is of special importance when the avail-
able jet-milled drug is highly crystalline and simultaneously
possesses a very hard crystal structure (high Mohs degree).
In such cases, the direct homogenization of the jet-milled
powder can require a higher number of homogenization
cycles, that is, longer production times. In the case of very
hard crystals, the maximum homogenization pressure appli-
cable during production (e.g., 2000 bar) might potentially
lead to a maximum dispersitivity being rather close to 1 �m,
and not in the preferred nanometer range.
At present, Baxter has various homogenization technolo-

gies, which means, depending on the properties of the drug
and the desired target, the optimal process method can be
chosen to minimize production time and costs.

6. PERSPECTIVES OF THE DRUG
NANOCRYSTAL TECHNOLOGY

As outlined above, there is a definite need to find a smart
formulation to overcome the bioavailability problems of
poorly soluble drugs. There will be a huge market for such
a formulation when looking at the percentages of the drugs
being poorly soluble. Preferentially, the formulation solution
should also cover drugs which are poorly soluble in aque-
ous media and simultaneously in nonaqueous, for exam-
ple, organic, media. Nanonization, that is, production of
drug nanocrystals by bottom-down technologies, definitely
appears as the most promising approach. The striking rea-
sons for this is that it is a general technology which can be
applied to any drug independent of its solubility properties;
in addition, the production process is simple in the case of
bottom-down techniques.
The area of pearl/ball milling is extensively covered by

élan/Nanosystems. The technology has a potential to be used
for oral products. Contamination issues might be less of a
problem when the milling times are short in the case of less
hard crystalline drugs or when contamination is removed by
a purification process. The feasibility has been proven by
the tablet Rapamune® being on the market. The technology
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appears more critical for parenteral products, for example,
IV, because higher regulatory requirements need to be met.
An alternative production technique, homogenization in

water, has been covered by the previously competing compa-
nies RTP (Microfluidizer® and SkyePharma PLC (piston-
gap homogenizer). This situation was clarified in the first
half of 2002 by SkyePharma PLC finally taking over RTP.
By the takeover, competition was reduced, leaving only
two in this market of drug nanocrystals. The Baxter Com-
pany is also using homogenization in water for its product
Nanoedge®.
Nanopure® technology is the new third way to produce

drug nanocrystals in this densely covered market. Nano-
pure® allows producing any product as produced by
SkyePharma PLC just by simply admixing water with a non-
aqueous medium, for example, a mixture of 10% ethanol
and 90% water. The ethanol is not critical at all for oral
products because, generally, the suspensions are spray dried.
In the case of using glycerol–water mixtures (97�5+ 2�5),
directly isotonic suspension for intravenous injection is
obtained. In addition, it has some interesting features when
homogenizing in water-free media. Drug nanocrystal sus-
pensions in miglyol/MCT oil or PEG 600 can directly be
filled into soft gelatine capsules. The drug nanocrystal sus-
pension can also be produced in melted PEG 6000; after
solidification of the PEG 6000, the drug nanocrystals are
fixed, and the powder can be coarsely milled and filled into
hard gelatine capsules. The coverage of low temperature
in water-free media is of interest for temperature-sensitive
drugs or molecules being susceptible to hydrolysis or/and
high temperature. To summarize, Nanopure® provides the
possibility to make at least an identical product or even an
improved product. Drug nanocrystal suspensions which are
not long term stable as aqueous suspensions can be formu-
lated as glycerol or oily suspensions. The Nanopure® tech-
nologies indeed provide an alternative choice for companies
with formulation problems, in addition to the other tech-
nologies on the market.
There is a definite need for a novel formulation of poorly

soluble drugs. In the laboratories, the drug nanocrystals—
independent of which top-down technology is employed for
their production—proved to be such a formulation; many
convincing data are available. The final criterion for a tech-
nology is its feasibility, proven by the appearance of products
on the market. Polymeric nanoparticles have been investi-
gated for almost 30 years; despite this huge input, to our
knowledge, no product is on the market (only polymeric
microparticles). In contrast to this, the first nanoparticle/
nanocrystal product Rapamune® has recently been
launched. Due to the huge number of drug candidates in
the pipeline, a high number of products should follow.

GLOSSARY
Drug nanocrystal Particle with a diameter between
approximately 5–10 nm up to 1000 nm, composed of a
pure drug without any matrix material. Drug nanoparticles
can be completely crystalline in nature, partially crystalline,
or amorphous, and are produced either by bottom-up
technologies or top-bottom technologies.

Drug nanosuspension Nanosuspension composed of drug
nanocrystals (cf. nanosuspension).
Nanosuspension In the strict sense, a suspension of drug
nanocrystals in a dispersion medium. Typically, the sus-
pension is stabilized by surfactants or polymeric stabiliz-
ers (stearic stabilization). The dispersion medium can be
water, mixtures of water with other water-miscible liquids,
or nonaqueous media such as oils, liquid polyethyleneglycol
(PEG).

REFERENCES
1. E. Merisko-Liversidge, “Particles 2002,” Orlando, FL, Abstract 45,
2002, p. 49.

2. A. T. Florence and D. Attwood, “Physichochemical Principles of
Pharmacy.” Chapman and Hall, New York, 1981.

3. D. J. W. Grant and H. G. Brittain, in “Physical Characterization
of Pharmaceutical Solids” (H. G. Britain, Ed.). New York: Marcel
Dekker, 1995.

4. R. H. Müller, K. Krause, and S. Anger (publication in preparation).
5. http://physchem.ox.ac.uk/MSDS/OL/oleic_acid.html.
6. “The Merck Index,” 12th ed. Merck & Co., Inc., Whitehouse Sta-
tion, NJ, 1996.

7. “Remington,” 15th ed. Mack Publishing, Easton, PA, 1975.
8. M. Mosharraf and C. Nyström, Int. J. Pharm. 122, 35 (1995).
9. C. Nyström and M. Bisrat, Int. J. Pharm. 47, 223 (1988).

10. R. H. Müller, S. Benita, and B. H. L. Böhm, Eds., “Emulsions and
Nanosuspensions for the Formulation of Poorly Soluble Drugs.”
Medpharm Scientific Publishers, Stuttgart, 1998.

11. R. Voigt, “Lehrbuch der Pharmazeutischen Technologie.” Verlag
Chemie, Berlin, 1984.

12. H. Kala, U. Haak, U. Wenzel, G. Zessin, and P. Pollandt, Pharmazie
42, 524 (1987).

13. “Hagers Handbuch der Pharmazeutischen Praxis.” Springer-Verlag,
Berlin, 1925.

14. M. List and H. Sucker, Patent GB 2200048, 1988.
15. P. Gassmann, M. List, A. Schweitzer, and H. Sucker, Eur. J. Pharm.

Biopharm. 40, 64 (1994).
16. R. H. Müller and G. E. Hildebrand, Eds., “Pharmazeutische Tech-

nologie: Moderne Arzneiformen 2. Aufl. Wissenschaftliche.” Ver-
lagsgesellschaft mbH, Stuttgart, 1998.

17. P. Gaßmann and H. Sucker, GB Patent 2200048; GB Patent
2269536, 1994.

18. P. H. List, “Arzneiformenlehre, p. 205.” Wissenschaftliche, Verlags-
gesellschaft GmbH, Stuttgart, 1982.

19. M. R. Violante and H. W. Fischer, U.S. Patent 4, 997, 454, 1991.
20. S. Schenderlein, M. Husmann, M. Lück, H. Lindler, and

B. W. Müller, “Proceedings of the 13th Symposium on Microencap-
sulation.” Angers, France, Sept. 7 2001, p-074.

21. B. W. Müller, EP 0 605 933, 1998.
22. N. Rasenack and B. W. Müller, Pharm. Res. 19, 1894 (2002).
23. R. Buscall and R. H. Otewill, pp. 141–217. Elsevier Applied Science

Publishers, London, 1986
24. R. H. Müller, K. Peters, and D. Craig, “International Symposium

on Control. Rel. Bioact. Material,” 1996, Vol. 23, pp. 925–926.
25. G. E. Hildebrand, J. Tack, and S. Harnisch, Patent WO 072955A1,

2000.
26. R. H. Müller and B. H. L. Böhm, “Dispersion Techniques for Labo-

ratory and Industrial Scale Processing.” Wissenschaftliche Verlags-
gesellschaft mbH, Stuttgart, 2001.

27. K. Schalper, S. Harnisch, R. H. Müller and G. E. Hildebrand, “4th
World Meeting on Pharmaceutics, Biopharmaceutics and Pharma-
ceutical Technology (APV, APGI),” Florence, 2002.

28. K. Schalper, Herstellen hochdisperser Systemen mit Kontu-
nierlichen Mikromischern, Ph.D. Dissertation, Dept. of Pharm.



638 Drug Nanocrystals of Poorly Soluble Drugs

Technology, Biotechnology & Quality Management, Free Univer-
sity of Berlin, 2003.

29. K. J. Illig, R. L. Mueller, K. D. Ostrander, and R. Jon, Pharm.
Technol. (Oct. 1996).

30. R. H. Müller, R. Becker, B. Kruss, and K. Peters, U.S. Patent 5,
858, 410, 1999.

31. G. G. Liversidge, K. C. Cundy, J. F. Bishop, and D. A. Czekai, U.S.
Patent 5,145,684, 1992.

32. S. Buchmann, W. Fischli, F. P. Thiel, R. Alex, and Mainz, “Proceed-
ings of the Annual Congress of the International Association for
Pharmaceutical Technology (APV),” 1994, p. 124.

33. R. H. Müller and K. Peters, “International Symposium on Control.
Rel. Bioact. Materials,” 1997, Vol. 24, pp. 863–864.

34. G. Vergnault, “Workshop ‘Nanobiotech Medicine,’ Nanobiotech
2001,” Münster, 2001.

35. M.R.Hilborn, “Particles 2002,”Orlando, FL, 2002,Abstract 48, p. 50.
36. P. Indu and S. Ulagaraj, U.S. Patent 5,922,355.
37. M. Freeman, New Drugs 2, 13 (2001).
38. B. H. L. Böhm, M. J. Grau, G. E. Hildebrand, A. F. Thünemann,

and R. H. Müller, “International Symposium on Control. Rel.
Bioact. Materials,” 1998, Vol. 25, pp. 956–957.

39. Company brochure, Niro-Soavi Deutschland, 2000.
40. H. Stricker, “(Hrsg.), Physikalische Pharmazie,” Wissenschaftliche

Verlagsgesellschaft GmbH, Stuttgart, Auflage, 1987.
41. K. P. Krause, O. Kayser, K. Mäder, R. Gust, and R. H. Müller, Int.

J. Pharm. 196, 169 (2000).
42. K. Krause and R. H. Müller, Int. J. Pharm. 214, 21 (2001).
43. R. H. Müller, K. Peters, R. Becker, and B. Kruss, “1st World

Meeting on Pharmaceutics, Biopharmaceutics and Pharmaceutical
Biotechnology (APGI/APV),” Budapest, 1995, pp. 491–492.

44. K. Peters and R. H. Müller, “Proceedings of the European Sympo-
sium on Formulation of Poorly Available Drugs for Oral Adminis-
tration, APGI/APV,” Paris, 1996, pp. 330–333.

45. B. Böhm and R. H. Müller, Pharm. Sci. Technol. Today 2, 336
(1999).

46. R. H. Müller, B. H. L. Böhm, and M. J. Grau, Pharm. Ind. 61, 74
(1999).

47. R. H. Müller, K. Mäder, and K. Krause, PCT Application
PCT/EP00/06535, 2000.

48. R. H. Müller and K. Peters, Int. J. Pharm. 160, 229 (1998).
49. C. Jacobs, O. Kayser, and R. H. Müller, Int. J. Pharm. 196, 161

(2000).
50. B. H. L. Böhm, D. Behnke, and R. H. Müller, “2nd World Meeting

on Pharmaceutics, Biopharmaceutics and Pharmaceutical Biotech-
nology (APGI/APV),” Paris, 1998, pp. 621–622.

51. M. J. Grau, O. Kayser, and R. H. Müller, Int. J. Pharm. 196, 155
(2000).

52. R. H. Müller, C. Jacobs, and O. Kayser, Adv. Drug Del. Rev. (ADDR)
47, 3 (2001).

53. C. Jacobs and R. H. Müller, Pharm. Res. 19, 189 (2002).
54. R. H. Müller and C. Jacobs, Int. J. Pharm. 237, 151 (2002).
55. A. Akkar and R. H. Müller, “Access of Therapeutics to the Brain,

8th UKICRS Symposium,” Belfast, 2003, Abstract Book, Poster 12.
56. K. Krause and R. H. Müller, Int. J. Pharm. 223, 89 (2001).
57. B. W. Müller, U.S. Patent application 08/531, 283, 20.09,

1995.
58. K. P. Krause and R. H. Müller, “28th International Symposium on

CRS,” San Diego, 2001, p. 722.
59. J. E. Kipp et al., U.S. Patent application 20020168402 A1, Nov. 14,

2002.
60. F. Sylvan, J. E. Lofroth, and B. Levon, U.S. Patent 5,780,062.
61. B. H. L. Böhm, “Herstellung und Characterisierung von Nano-

suspensionen als neue Arzneiform für Arzneistoffe mit geringer
Bioverfügbarkeit,” Ph.D. Dissertation, Dept. of Pharm. Technology,
Biotechnology & Quality Management, Free University of Berlin,
1999.



www.aspbs.com/enn

Encyclopedia of
Nanoscience and
Nanotechnology

Dye/Inorganic Nanocomposites

A. Lerf
Walther-Meissner-Institut für Tieftemperaturforschung, Garching, Germany
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1. INTRODUCTION
Pigments based on inorganic framework structures and
intercalated species have been known for a long time and
used by mankind for centuries: the semiprecious stone lapis
lazuli and Mayan blue. The first one is a natural occurring
mineral, which can be used for the preparation of a valu-
able and very expensive pigment. Its application in ancient
Egypt is questioned [1], but the original stone has been used
in many art objects for more than 5000 years (an example
is shown in Fig. 1) [2]. The origin of the blue color was
solved only recently [2]. The main component is a frame-
work silicate based on the sodalite-type cage. The colored
species is very probably the S−

3 radical anion [3]. The second
material mentioned has been used as a pigment for murals
and other art objects (an example is shown in Fig. 2 [4, 5]).
It is of purely artificial origin and its application goes back
in pre-Columbian times [4–6]. The blue color seems to be
caused by the intercalation of indigo in the channel-type clay

mineral palygorskite and/or sepiolite [4–6]. The brilliance
of the pigment could be influenced by metal nanoparticles
deposited on the pigment during preparation [6].

The most recent interest in dye/inorganic composites
has been devoted to the optic properties of the dyes and
their changes during adsorption/intercalation on inorganic
materials. Apart from the possible applications in photo-
catalysis, photoelectrochemistry, nonlinear optics, and opto-
electronics the photophysical properties of the dyes can be
easily monitored by ultraviolet-visible (UV-vis) spectroscopy
and allow some insight in the guest–guest interactions
under the conditions of constrained microenvironments in
the interlayer space of layered hosts or in the meso-
pores of three-dimensional open frameworks as in zeo-
lites or in other meso- and microporous materials [7–19].
A prerequisite for application of UV-vis spectroscopy is
that the solids are transparent for UV or visible light.
Nearly all materials discussed in the following are elec-
tric insulators with a rather big bandgap, thus fulfilling this
condition.

An enormous amount of material has been collected in
the last 20 years in this field of research and the interest in
dye/inorganic composites is still increasing. In order to cope
with this huge amount of literature we will cite as much
as possible previous review articles [7–19]. Original papers
are only cited if they appeared after the excellent review
of Ogawa and Kuroda [14] or if we need it for a peculiar
argumentation.

2. DYE/INORGANIC COMPOSITES
Adsorption and/or intercalation of organic molecules or
molecular cations is nearly as old as the field of interca-
lation; thus it dates back to the 1930s [20, 21]. At this
time intercalation of organic compounds was restricted to
clay minerals. The adsorption of various organic substances
by natural and chemically altered or heat-treated clays can
produce color changes in the clay. Well pronounced is the
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Figure 1. Photograph of an art piece containing lapiz lazuli (bracelet
with a scarabaeus, piece from the buriel chamber of Tutenchamun).
Photography provided by Dr. D. Wildung [2].

coloration of clays, which have been loaded with aromatic
amines. The coloration is caused by oxidation with oxygen
and/or by structural iron ions after intercalation via cation
exchange [22–26]. In [22] an exhaustive list of color form-
ing amines is given. However, only the color reaction of
benzidine has been studied in greater detail [24–26]. The
formation of crystal violet was observed as early as 1941, if
clays have been treated with dimethylaniline vapor [23]. Col-
ored complexes have also been obtained by the adsorption
of certain aromatic molecules on montmorillonites saturated
with transition metals in the interlayer space [27, 28]. A fur-
ther method to get coloration is by an acid–base reaction in
which the natural or the acid-treated clay behaves as an acid
and the adsorbed molecules, known as an acid–base indica-
tor, accept protons and change their color [24, 29]. Without
any chemical reaction clays became colored when loaded
with organic dye molecule cations or colored metal chelate
complexes via ion exchange. Staining of clays with dyes has
been used for the determination of the cation exchange
capacity, monitoring the surface acidity, colloidal properties,

Figure 2. Mural painting from Cacaxtla: The blue color is made from
the so-called Mayan blue; it is a intercalation complex of indigo in the
framework clay mineral palygorskite [4–6]. Reprinted with permission
from [4], C. Reyes-Valerio, http://www.azulmaya.com.

and redox active sites. These types of application have been
reviewed several times and shall not be discussed in detail
here [20, 21, 30–33].

For aniline and some aromatic heterocycles the color reac-
tion due to oxidation is only an intermediate state toward the
final formation of conducting polymers. The transformation
of aniline to polyaniline can be achieved by the external act-
ing oxidant sodium peroxodisulfate (e.g., in case of a zeolite
[33]) or by treating Cu2+ or Fe3+ loaded clays and zeolites
with aniline, pyrrol, or thiophene vapors [34–41].

The second wave of interest on the intercalation of col-
ored/or color forming species was devoted to those dye
systems, which are photosensitive and/or redox active. It
started soon after 1975 when Balzani et al. [42] proposed
several cyclic reactions involving transition metal complexes,
which would result in the net photodecomposition of water
either to H2, O2, or both (please note the temporal coinci-
dence with the first oil market crisis!). The key compound in
constructing redox cycles for photodecomposition of water
became the [Ru(bpy)3]2+ complex because of several attrac-
tive features [43–45]. The principal design of such a water-
splitting redox cycle is as follows [46–49]:

D + h� −→ D∗ �D = dye sensitive to visible light

= donor� (1)

D∗ +A −→ Dox +Ared (2)

Dox +OH− −→ D + 1
4
O2 +

1
2
H2O (3)

Ared +H+ −→ A+ 1
2
H2 (4)

Oxidation and reduction catalysts are necessary for steps (3)
and (4) in order to reduce the overpotentials of these reac-
tions. In Lehn’s experiments Pt and RuO2 played this role
[46, 47]. It became clear very soon that systems based on this
reaction sequence have little chance to be effective unless
one designs their architecture at a supramolecular level in
such a way to promote the electron transfer from D∗ to A,
to separate Dox and Ared to avoid recombination, to separate
catalytic sites for H2 and O2 [49, 50]. A crucial step in these
redox cycles is the electron flow from the excited sensitizer
to the first electron acceptor. First, metal complexes have
been used for this purpose [46–50]. Also semiconductors
have been proposed as a way of achieving charge separation
and have led to molecularly sensitized cyclic water cleavage
systems [51]. Nijs et al. introduced clay minerals to solve
the “architectural” problem. As electronically insulating but
negatively charged solids they can support the catalysts and
control the position of the ionic species in the medium [49].
About 1981 the methyl viologen system was introduced in
the redox cycles as the first electron acceptor of the excited
electrons of the sensitizers, maybe due to its fortunate redox
potential and its high stability against further chemical modi-
fications [52]. Later on the search for suitable, more complex
architectures of redox cycles for the photodecomposition of
water has been extended to further intercalating layered and
framework structures (see Sections 3 and 6.3).

The previous reaction cycle is the shortest functional
cyclic redox system (Fig. 3b, middle and bottom), which can
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Figure 3. Light driven redox reaction cycles in plant photosynthesis and
artificial water splitting system. (a) Electron transfer chains in plant pho-
tosynthesis [53] (top) and the arrangement of pigments in the reaction
center of the photosynthesis unit of Rhodopseudomonas sphaeroides
[54] (bottom). (b) Simplified representation of the redox system shown
in (a), top, using the terminology of Eqs. (1)–(4) (top), cyclic repre-
sentation of the equations applied to an artificial photochemical system
(middle), and a sketch showing the component assembly in the mixed
colloid system which is able to split water under illumination [49].

be used to mimic the light driven reaction sequence of plant
photosynthesis. Neglecting that the electron transfer steps in
plant photosynthesis (Fig. 3a) are much more complex than
those given in Eqs. (1)–(4) one will realize immediately that
there are two coupled simple redox cycles [cf. Fig. 3a (top)
and Fig. 3b (top)]. The first one is connected with the photo-
system (PS) I and the second with PS II. The electron of the
excited sensitizer of PS I (ChlaI-P700) is transferred through
some intermediate steps to the first stable electron acceptor
A—an Fe–S protein—and finally used for the production of
reducing equivalents NADPH2 (instead of H2�. This process
corresponds with Eq. (4). The oxidized state of the donor
(ChlaI-P700+ = Dox� is brought back to the initial state D =
ChlaI-P700 by the electron transfer from the first stable elec-
tron acceptor of the PS II and not directly from water; this
reduced acceptor is a reduced quinone. It is reduced due
to the electron transfer from the excited state of the ChlaII-
P680 = D+

II belonging to PS II. The oxidized state of P680+

gets its electron back from water under oxygen deliberation.
Figure 3a (bottom) shows the photosynthetic reaction center
of Rhodopseudomonas sphaeroides, which is very similar to
the reaction center of the LHCII of plants [53, 54]. It is the
place for charge separation and its proper function depends
crucially on the right architecture and spacing of the various
antenna and electron acceptor molecules. Compared with
this the solid-state model for reaction sequence Eqs. (1)–(4)
is rather “primitive” (Fig. 3b, middle and bottom). However,
it is really astonishing that it works so well, even if it did not
come to a technical application.

Despite the disappointing result of the efforts to mimic
photosynthesis it remains a valuable “by-product” of these
trials that the photophysical investigation of various light
sensitive and redox active systems brought insight in the
organization of complex molecules on the external and inter-
nal surfaces of intercalating hosts. In addition some of
the dyes investigated found applications as electron media-
tors in photocatalytic processes and clay-modified electrodes
[55, 56].

A new boost to the field of dye-inorganic compos-
ites comes from the demand of functional supramolecu-
lar arrangements in the strongly growing nanosciences. This
boost is also accompanied with a shift of interest, from pho-
tocatalysis to lasing, second harmonic generation (nonlinear
optics), spectral hole burning, quantum confinement, and
quantum superstructures. Before we get into the details of
these new developments we would like to remind the reader
about early trials to produce supramolecular functional units
by a sort of self-assembly.

Kuhn used in the 1960s the long-known Langmuir–
Blodgett technique [57–59] to produce organized arrange-
ments of molecules, which show properties depending on
this arrangement [60–63]. In his seminal article written in
1965 he formulated the principles of supramolecular chem-
istry [60]. Since his original text is so well written and clear
we cannot resist repeating here his original version [60]:

Die im folgenden zu beschreibenden Versuche gehen von der
Zielsetzung aus, einfachste organisierte Systeme von Molekülen
zu bauen, das heißt Anordnungen einzelner Moleküle, welche
Eigenschaften haben, die durch die Besonderheit der Anordnung
bedingt sind. Während die Moleküle schon in einfachsten biol-
ogischen Strukturen in hoch organisierter Weise assoziiert sind,
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fehlt es dem Chemiker an Methoden, um Moleküle in voraus-
geplanter Weise aneinanderzufügen. Er kann sehr komplizierte
Moleküle synthetisieren, aber er kann nicht wie die Natur Aggre-
gate von verschiedenen Molekülen in geplanter Ordnung bauen.

Man kann das ferne Ziel der Herstellung größerer organ-
isierter Assoziate von Molekülen in zwei Aspekten sehen. Ein-
erseits wird man bestrebt sein, einfache biologische Strukturen
nachzuahmen; andererseits wird man sich bemühen, ganz unab-
hängig vom Vorbild der Natur irgendwelche der Phantasie
entspringende Anordnungen von Molekülen herzustellen, die nüt-
zliche, von der genauen Anordnung der Moleküle im Aggregat
abhängige Eigenschaften haben und die somit Werkzeuge mit
molekular dimensionierten Bauelementen darstellen.

Kuhn and co-workers studied the photochemical proper-
ties of synthetic dye molecules (mainly cyanins) embedded in
membrane-like multilayer assemblies. These dye molecules
carry long-chain alkyl residues, which fit them in the mem-
brane forming amphiphiles. The authors studied mainly the
influence of the distance between the sensitizer molecules
and the acceptors on the fluorescence and phosphorescence
of the prime photon acceptors. A typical arrangement is
shown in Figure 4. It shows also a schematic view of the
Langmuir trough, the equipment used for preparation of
these assemblies. From the historical point of view it is of
interest to give also the sketch of Pockels showing her assem-
bly for measuring dense packing of monolayers. Figure 4d
is a microscope view of a ferritin assembly made by the
same technique and showing a highly ordered hexagonal
arrangement of the iron oxide cores. It corresponds very
well with recent arrangements of quantum dots [64]. These
studies have been continued by many other scientists in dif-
ferent fields of applications, like nonlinear optics, piezoelec-
tric devices, photoelectron transfer processes, photovoltaic
effects, electrochromic, thermochromic, and photochromic
devices, field effect devices, and various types of sensors
[65, 66]. As far as we know real applications of these systems
have not been achieved up to date, maybe due to problems
with long-term stability of these molecular assemblies, espe-
cially in aqueous media.

This may be one of the reasons the assembly of metal-
organic or organic dye species within inorganic crystalline
host materials by intercalation processes has been inves-
tigated. These inorganic hosts (mainly two-dimensional
anisotropic or zeolite-type materials) may lead to an
increased stability of the organic species, keep them sepa-
rated from other components in the surrounding medium,
and may support preorientation of the guest molecules
which could be of advantage for various applications. How-
ever, the uptake of bulky organic species in natural or
synthetic preformed hosts is rather limited and their ori-
entation is often dominated by the interaction of the
�-electron systems with the inorganic intracrystalline sur-
faces, thus preventing guest–guest interactions. On the other
hand the question arises whether the arrangement of the
dye molecules in the interlayer space is really of impor-
tance for electrochemical and photofunctional applications.
Cyclovoltaic studies of clay modified electrodes gave some
evidence that the capture of the redox mediators in the
interlayer galleries prevents the diffusion in the electrolyte
medium, but the amount of electroactive species is very low;
thus only those species very near the outer surface of the
crystals are really involved in the electrochemical processes
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Figure 4. Langmuir–Blodgett technique: (a) Drawing by A. Pock-
els showing her film balance. Reprinted with permission from [?],
A. Pockels. (b) Sketch of a modern Langmuir–Blodgett trough [65].
(c) Cut through a Langmuir–Blodgett assembly made of cyanins shown
in (d); the assembly is irradiated by UV light which is absorbed by
the sensitizer S. Zone 1, energy transfer from S to the acceptor A
at a distance of 50 Å, yellow fluorescence; zone 2, distance S to
A of 150 Å, no energy transfer, blue fluorescence of sensitizer S;
zone 3, sensitier S omitted, no fluorescence because the light is not
absorbed. If irradiated with blue visible light, which is absorbed by
A all three compartments show yellow fluorescence of A. Reprinted
with permission from [62], H. Kuhn and D. Möbius, Angew. Chem. 83,
672 (1971); Int. Ed. Eng. 10, 620 (1971). © 1971, VCH, Weinheim.
(d) Structural formula of the cyanins used to build the Langmuir–
Blodgett assembly shown in (c). In the sensitizer S oxygen is the
second heteroatom in the five-membered ring (R = O). In the accep-
tor A the heteroatom R corresponds to sulfur. (e) Ferritin assembly
adsorbed on a stearicacidmethylester/trimethyldodeclammoniumsulfate
film. Dense packing of the proteins as detected by the ferritin cores in
an electron microscope view [62].

[56, 67, 68]. Photophysical investigations have been car-
ried out mainly on dye molecules adsorbed to clay or Zr–
phosphate colloids prior to precipitation [14, 15]. Thus the
loading with the dyes is below the cation exchange capacity.
In these studies metachromic shifts of the absorption bands
have been observed which can be interpreted in terms of
dye aggregate formation [14, 15, 19, 32]. Since the space
limitations in the interlayer galleries prevents mainly aggre-
gate formation several authors conclude that these aggre-
gates are formed on the external surfaces of the colloids or
in the mesopores within the tactoid aggregates of partially
restacked layers of the host colloidal layers [14, 15]. Apart
from these problems of dye distribution in intra-crystalline
and external surfaces there is only information about the
layer distances which gives some idea about whether we have
dye molecules in the interlayer space or not.
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In case of co-adsorption/co-intercalation of more than one
dye species, which is of interest for the formation of photo-
functional units, the situation is even worse (see Section 6.2).
From the aforementioned problems one can conclude that
the distribution of both species in the intracrystalline and
external surfaces may be more or less random unless there
is a preferred aggregation of AB pairs with respect to AA
or BB interactions, or vice versa. Even if there is such a
preferred aggregation it is not quite certain that such AB
pairs will be unchanged if they are inserted in the interlayer
space, though the chance to plan the arrangement of sensi-
tizers and photon or electron acceptors is much lower than
in the case of the Langmuir–Blodgett multilayers.

In the inorganic/organic composites there is not only the
problem of planned distribution of different functional units
but also the problem of orientation of the dye loaded solid
particles. Due to the uniform size of the membrane forming
amphiphiles the dense packing of the molecules is possible
under the conditions of the Langmuir–Blodgett technique,
even in a macroscopic area. In case of the inorganic parti-
cles one has a particle size distribution, which does not have
be very regular. In case of anisotropic solids with a fortu-
nate aspect ratio the orientation of the particles parallel to
the layers should be without problems, at least in the proper
electrolyte medium. However, the orientation within the lay-
ers is nearly impossible if there is a particle distribution. It
will be hard also to have a dense packing of the particles
without any macroscopic voids.

In order to overcome all these problems completely
new preparation procedures have been developed: layer-by-
layer deposition [19, 69–72] and the in-situ synthesis of the
organic/inorganic composites [19, 73–75]. The prerequisite
for both techniques is a new class of dye molecule deriva-
tive which shows great potential to form stable well-ordered
assemblies on an inorganic solid template and in aqueous
solutions, respectively. In almost all cases they consist of the
aromatic dye unit with an elongated shape (azo-benzenes,
styryl compounds), with strong charge transfer interactions
(porphyrins or phtalocyanines without and with complexing
metals) or they are modified in such a manner that they
are substituted with long tails of alkyl chains and positively
or negatively charged head groups. The chromophor is in
the center of the molecule. Some systems used recently are
shown in the scheme. Up to now the first technique has been
applied to clay minerals, Zr-phosphate, and some layered
oxide systems forming new forms of clay modified electrodes
[71, 72] or photofunctional units with charge separation after
illumination [69].

The second is rather new. Structure directing assemblies
containing chromophores have been used as templates in
hydrothermal processes, in which the inorganic material is
deposited on the surfactant system. This follows the lines
of synthesis of the large pore zeolite analogs of MCM
type. In this procedure new dye/inorganic composites have
been obtained with the following inorganic matrices: M41S
[73, 74] and anionic clays [75]. In these samples completely
new arrangements of the chromophores have been realized
and the packing density seems to be higher than in the nor-
mal intercalation compounds.

Both methods may help to design the dye organization
but do not solve the problem of particle orientation and

the formation of micropores. One trial to tackle the prob-
lem of particle orientation is the successful directed growth
of zeolites with one-dimensional channels [13, 16, 76]. The
as-grown crystals are arranged in such a manner that the
channels are aligned perpendicular to the solid support.

The previous discussion was devoted mainly to the lay-
ered dye–inorganic host composites. Since about 1985 there
has been growing interest on dye species inserted in frame-
work structures like silica gels, zeolites, and zeolite-like
frameworks [8, 13, 16–19]. Due to the diameter of chan-
nels or supercages the dye–dye interactions are much more
restricted than in the case of layer composites and also the
dimension of the inserted dye molecules is restricted by the
size of the pores. In many cases only linear arrangements of
the long axis of the dye molecules in parallel channels are
possible. The rigid walls of the channels prevent large-scale
rotations and the diffusion of the molecules. These peculiar
and strongly restricted preorientations may be of advantage
for applications in quantum superstructures and other optic
and electronic devices. This preorientation is visualized in
the response to light of preferred polarization as shown in

(a)

(b)

50 µm

Figure 5. Azobenzene loaded AlPO4-5 crystals between polarizers
crossed at an angle of 70�, which gives optimal visual contrast (the direc-
tions of polarization are indicated by the crossed arrows). One crystal
marked with a pointer was irradiated: before (top) and after (bottom)
irradiation. Reprinted with permission from [77], K. Hoffmann et al.,
Adv. Mat. 9, 567 (1997). © 1997, VCH, Weinheim.
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Figure 5. The special microenvironment in these materials
may prevent also the diffusion out of the channel and will
lead to a higher chemical stability of the dye molecules. The
inclusion of rather big dyes during synthesis of the frame-
works will improve the stability and could be of advantage
for the application of the dye–zeolite composites as new pig-
ments. The new mesoporous systems with rather big channel
diameters are now accessible for a larger number of dyes
even those with more bulky shape [18].

3. HOST LATTICES AND GUEST SPECIES

3.1. Layered Host Lattices

Layered structures represent a very suitable matrix for inser-
tion of various guest species, because they are able to accom-
modate very large guest molecules in the interlayer space
by the free adjustment of the interlayer space [78–83]. The
number of host systems investigated with respect to the
uptake of dye molecular species is much more restricted
than the number of host systems known to undergo interca-
lation processes. Those host lattices for which dye intercala-
tion has been described are collected in Table 1 (whereas a
comprehensive list of layered host lattices for intercalation
is given in [83]). With the exception of 2H-TaS2 all com-
pounds listed in Table 1 are electronic insulators or wide gap
semiconductors.

The most important layered host materials are the so-
called 2:1 clay minerals, natural and synthetic ones. They
consist of two flat corner-shared Si–O tetrahedral networks
whose apices points toward each other and take part in the
formation of the central metal-oxide/hydroxide layer, which

Table 1. Layered solids used as hosts for dye intercalation reactions.

Solid type Formula of examples (mineral name) Ref.

(i) Uncharged layers
Metal dichalcogenides 2H-TaS2 [130–132]
Metal phosphorous MPS3 = Mn, Cd [223–225]

chalcogenides
Oxides V2O5 [122–127]
Metal oxyhalides FeOCl [128, 129]
Metal phosphates/phosphonates �-Zr(HPO4�2

�-Zr(RPO3�2; R= organic residue

(ii) Charged layers
(a) Positively charged [MII

1−xM
III
x (OH)2][Ax/n]mH2O [14, 105–108]

hydroxides [Hydrotalcite MII = Mg, Fe, Co, Ni, Mn, Zn;
type compounds MIII = Al, Fe, Cr, Mn, V;
(“anionic clays”)] An = inorganic or organic anions

(b) Negatively charged clays Nax(Al2−xMgx�(Si4O10�(OH)2 (montmorillonite) [14]
Cax/2(Mg3�(AlxSi4−xO10�(OH)2 (saponite) [14]
M(I)067(Mg265Li034�(Si4O10�(OH,F)2 (hectorite) [14]
Li08(Mg22Li08�(Si4O10�(F)2 [fluorohectorite (synth.)]
(Mg)x(Mg3−uAlyFe2+

v Fe3+
w � (Si4−zAlzO10�(OH)2; [32]

u = y + v +w; x = z− y −w (vermiculite)
Li(Mg2Li)(Si4O10�F2 (taeniolite) [88, 89]

Layered silicic acids Na2Si4O29 · nH2O (magadiite) [93]
Oxides Na2Ti3O7, K2Ti4O9 [111–120]

K4Nb6O17 · 3H2O
K[Ca2Nan−3NbnO3n+1], 3 < n < 7

Note: Their structures and intercalation chemistry are described in [78–83]. Literature directly related to dye intercalation is given in
the table.

is of the brucite-type structure (see Fig. 6). In the ideal
case all the octahedral holes are occupied by Mg (talc) or
Al ions (pyrophyllite) only (trioctahedral or dioctahedral,
respectively). Normally some of these ions are replaced by
other metal ions of the same or different positive charges.
Also the Si ions in the tetrahedral layers can be substituted
by Al3+ or Fe3+ ions. The substitution by other valent ions
leads to an overall negative charge of the clay layers, which
has to be compensated by hydrated cations in the interlayer
space (not shown in Fig. 6). These interlayer cations (nor-
mally alkali metal ions) can be exchanged easily by other
inorganic and a huge number of organic cations, including
cationic dyes. In addition these interlayer cations undergo
very peculiar interactions with neutral solvating species. The
well-developed intercalation chemistry of clay minerals is
the subject of many review articles, for example [20, 21, 83,
85–87]. The majority of the clays which have been used for
dye intercalation belong to the class of smectites character-
ized by a low negative charge. The most frequently used
minerals are the montmorillonites (dioctahedral); others are
the trioctahedral minerals hectorite, fluorohectorite (mostly
synthetic), saponites, and the synthetic laponite (similar to
hectorite) [14, 32]. Applications of higher charged 2:1 clay
minerals in dye intercalation are rare and restricted to some
vermiculites [32] and the synthetic fluoro-taeniolite [88, 89].
Most of the investigations concerning dye intercalation are
carried out in colloidal solutions of the clays because the
uptake of the dyes can be controlled much more easily than
the ion exchange of complex molecules in crystalline materi-
als [14, 15, 20, 21, 32] and easily monitored by UV-vis spec-
troscopy. This is the reason montmorillonite dominates in
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(a)

(b)

Figure 6. Structure of an isolated monolayer in 2:1 clays shown: per-
pendicular (a) and parallel (b) to the layers. The drawing is made
with a Cerius2 modeling unit. The crystallographic parameters adapted
from [84].

dye–clay composite research: It can be transferred easily in
the colloidal state and its colloidal solutions are well under-
stood and very stable [90–92]. Dyes to intercalate in clay
minerals have to be cationic. Very recently the first interca-
lation of a dye in the layered polymerized silicic acid mineral
magadiite has been described [93]. (Please note this silic acid
is structurally related to the tetrahedral layers of the clay
mineral host lattice [94].)

The next important layered host compounds are the lay-
ered Zr–phosphates/phosphonates. The �-modification of
Zr(HPO4�2 · xH2O, whose structure is shown in Figure 7,
is the most important member of this family of compounds
with respect to intercalation chemistry. The intercalation
chemistry of this host lattice is described several times
[96–99]. In Table 1 it is counted as a neutral compound.
Its intercalation chemistry is dominated by the presence of
weak Bronstedt acid groups. Compounds with functional
groups able to accept protons are the preferred guests and
for this reason the intercalation of complex species such as
the cyclodextrins or porphyrins has been achieved using their
amino derivatives. Ion exchange is possible in a medium
controlling the pH and is supported by the hydration water
or by other species propping open the interlayer space. For
example, the half-exchanged phase with the composition
ZrNaH(PO4�2 · 5H2O is formed at a pH > 2, whereas the
fully exchanged phase appeared at a pH > 6. In contrast less
hydrated large monovalent ions like Cs or highly hydrated
divalent ions are not able to replace protons at slightly

a

c

Zr
P
O

Figure 7. Perspective view of structure of �-zirconium phosphate,
�-Zr(HPO4�2. H2O (parallel to the layers) prepared with DIAMOND—
Visuelles Informationssystem für Kristallstrukturen (Professor
Dr. G. Bergerhoff, Bonn, Germany). The red dots in the interlayer
space are water molecules. Crystallographic data adapted from [95].

acidic or basic media [99]. They can form also colloidal solu-
tions [88], which can be used for the oriented deposition
of organic inorganic composites. Unique for all intercalat-
ing systems is the following property of the Zr–phosphate
system: If phosphoric acid is replaced by organic phospho-
nates (the chromophore is part of the organic moiety) and
these are brought to reaction with Zr ions [71, 72] a solid
is formed which has the same arrangement of the Zr–PO4
units as in the purely inorganic �-Zr(HPO4�2 · xH2O. Thus,
the Zr4+/phosphate/phosphonate system is an ideal candi-
date for layer-by-layer deposition of inorganic/organic mul-
tilayer assemblies. Their structure is not only determined by
the bonding restrictions of the Zr–phosphate arrangement
but also by the structure directing influence of the organic
counterpart. However, it should be noted that the product
of this assembly is no longer an intercalation compound but
a three-dimensional covalent network with alternating inor-
ganic/organic layers [69, 71, 72].

A very interesting and versatile class of host lat-
tices is the so-called “anionic clays” [100, 101]. Their
chemical composition is given by the general formula
[(M2+�1−x(M3+�x(OH)2]x+(Am−�x/m · nH2O where M2+ =
Mg, Ni, Fe and M3+ = Al, Cr, Fe. The preferred anion in
these compounds is CO2−

3 , which can be replaced easily by
other ions, even very complex ones via ion exchange reac-
tions [100, 101]. A strongly related group of intercalation
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compounds can be achieved, if gibbsite is treated with an
excess of Li salts [102–104]. The resulting composition of
this reaction is [LiAl2(OH)6]X · nH2O with X = Cl, Br,
NO−

3 . The structure of both series of compounds consists
of a brucite-type hydroxide layer structure and the anions
are inserted between these hydroxide layers. In case of the
gibbsite the Li ions are inserted in the empty octahedral
lattice sites of the Al(OH)3/gibbsite layers. Figure 8 shows
this structure for the example [LiAl2(OH)6]NO3. Apart from
porphyrin derivatives dye anions have been intercalated in
the layered hydroxides only recently [105–108]. Because
these compounds can be prepared at relatively moderate
temperature it is possible to obtain dye–MOH composites
by direct synthesis in the presence of the organic moiety as
structure directing medium [75]. In order to be inserted in
these compounds the chromophore systems should be mod-
ified with functional groups giving them an excess negative
charge.

There is a large number of layered ternary or quaternary
oxides of titanium and mixed systems containing titanium
and niobium [14, 109, 110]. The layers consist of Ti/Nb-
oxygen octahedra sharing edges and corners. The most
compact slabs are observed for oxides AxTi2−xMxO4; they
consist of a double plane of edge-sharing octahedra similar
to the array observed along the (110) plane of the sodium
chloride structure. The layers of the other compounds are
deduced from that structure by shearing the layers in the
direction perpendicular to its plane every second, third, or

ab

c

Al

Li

O
N

Figure 8. Perspective view of the structure of [LiAl2(OH)6]NO3, pre-
pared with DIAMOND. The metalhydroxide layers are built by a hexag-
onal dense packing of OH and metal atoms occupying all octahedral
holes. It is isomorphous with the structure of CdJ2 or the TiS2 layers.
The nitron atoms (blue balls) are surrounded by six oxygen atoms (red
balls) in the interlayer galleries. This is due to the rotation symmetry
of the triangular NO−

3 . Crystallographic data adapted from [104].

fourth octahedron [109]. Thus the layers are no longer flat
but corrugated as shown in Figure 9 for Na2Ti3O7. Very
peculiar is the structure of K4Nb6O17 · 3H2O: the corru-
gated Nb-oxygen layers are stacked in such a manner that
two types of alternating interlayers with different reactivi-
ties are formed (Fig. 9) [112–114]. The interlayer galleries
of these oxides are accessible for guest species only, if the
potassium ions have been replaced with hydrated protons
[109]. For the intercalation of more complex species it is

c

a 0-2
Ti+4
Na+1

c

b Nb

K

0

Figure 9. Perspective view of the structure of: Na2Ti3O7 (top) and
K4Nb6O17 · 3H2O (bottom) prepared with DIAMOND. Please note the
two kinds of interlayer space which behave differently in intercalation
processes. Crystallographic data adapted from [111, 112].
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of advantage to use organo-ammonium-exchanged materials
as intermediates (propping-open method [83]). The num-
ber of dye species intercalated, of course cationic species
only, is rather small [14]. The reason they found attention
in context of photochemistry was their ability to split water
[14, 115–118]. The deposition of Pt and/or NiO may support
this process [115, 118]. Some of these oxides can form col-
loidal solutions, which allow the layer-by-layer assembly [72,
119, 120].

The just mentioned binary oxide (V2O5� is applied in
intercalation reactions as a xerogel which exhibits a layered
structural organization by stacking of the V2O5 sheets sep-
arated by water layers. The insertion of ions and organic
molecules is governed by a variety of interaction mecha-
nisms: hydrogen bonding, protonation, and charge trans-
fer. Its intercalation chemistry has been reviewed by Livage
[121]. Apart from the formation of conducting polymers
[122, 123] and the intercalation of benzidine [124] and the
electron donor tetrathiafulvalene [125] the intercalation of
dye species is rather new [126, 127].

The other uncharged host lattices mentioned in Table 1
play a minor role in the intercalation of dye species. The
metal phosphorous chalcogenides [78] are known to interca-
late just the hemicyanine/stilbazolium and the [Ru(bpy)3]2+

complex [14]. The intercalation of cationic species in this
host lattice is accompanied by a loss of structural metal
atoms. To the best of our knowledge FeOCl is known to
intercalate TTF derivatives and no other dye species [128,
129]. The uptake of this donor leads to a reduction of the
host iron atoms. It cannot be excluded that further dye
species can be intercalated in these host lattices.

2H-TaS2 is the only metal-like conductor in the com-
pounds listed in Table 1. Up to now only the intercalation
of crystal violet [130], methyl viologen [131], and methy-
lene blue [132] has been demonstrated. Because the sample
is an electronic conductor the intercalation can be carried
out electrochemically. It is interesting to note that in case
of methylene blue the packing density and the arrangement
of the dye molecules can be influenced depending on the
reaction conditions [132] (see also Section 4). The resulting
products are superconductors with rather high Tc values in
comparison to other organic intercalates [131, 133].

3.2. Framework Structures

The framework structures used for the formation of
dye/inorganic nanocomposites are collected in Table 2. Most
of these frameworks are based on the main the group ele-
ments Si, Al, P. These elements are surrounded by four
oxygen ions in tetrahedral coordination and these tetrahe-
dra share corners with neighboring tetrahedra. Due to the
kind of linking of the tetrahedra a huge number of amor-
phous and crystalline phases can be imagined and many of
them are realized [134]. The variety based on Si only and
Si/Al is enormous. Whereas in case of the silica gels the
occluded wholes vary in size and the linkage of the tetra-
hedra is more or less random, the crystalline phases show
very regular distribution of cages, supercages, and channels
depending on the preparation conditions and the size of
the template used during synthesis. In case of the pure sil-
ica systems the species formed are the so-called chrathrasils

[135]. In order to insert dye species they have to be applied
as templates during synthesis. These systems are inclusion
compounds where the structure of the host is directed from
the included guest and the guest cannot leave after synthesis.
Only some metal complexes with interesting photofunctions
have been inserted in such sort of frameworks [16, 136].

Replacing part of the silicon atoms by aluminum lead to
the huge family of natural and synthetic zeolites [134, 137].
Due to this replacement the framework carries negative
charges, which has to be compensated by cations in the
cages. The Si–Al–O networks in the zeolites are built in such
a way that two- or three-dimensionally intersecting chan-
nels allow exchange with chemical species in the surround-
ing of the solids. At the intersection of channel systems
large supercages appear which allow the in-situ synthesis
(“ship in a bottle” strategy) of rather complex molecules
from smaller building units. The size of the species, which
can be inserted from the outside, is, however, restricted by
the smallest dimension of the channels. The channel width
of most natural zeolites is normally too small for the uptake
of the rather big dye species. Therefore, the zeolites used
for dye insertion are the synthetic variants with pore size in
the order of 7 Å. Table 2 gives a collection of them with
the relevant channel and cage dimensions. A frequently used
framework is ZSM 5 whose structure is shown in Figure 10.
Isostructural to this framework is silicalite, the end-member
of the ZSM family without any Al in the structure [139].

In 1982 a new class of microporous framework was dis-
covered replacing Si by Al and P [140]. The compounds are
isoelectronic to SiO2 and the overall structure is dominated
from tetrahedral networks [134, 141]. However, new theo-
retically possible structures are realized and some of them
have rather big channel diameters of about 11 Å (Table 1).
In all the systems of this family (AlPO4-5, AlPO4-11, VPI-5)
used in the preparation of dye–inorganic nanocomposites
the channels are arranged parallel to each other as shown
in Figure 11. It is possible to replace a small fraction of alu-
minum by Si, Fe, or other transition metals. In case of Si
the framework again gets a negative charge, which is com-
pensated by cations in the channels [146–148]. The structure
seems to be unchanged. Up to now mainly those systems
have been used for dye insertion, which has the same struc-
ture as AlPO4-5 [149, 150].

A new family of molecular sieves (M41S) with an open
pore diameter of 15 to 100 Å has been described in 1992
[151, 152]. They are based on silica and are grown in the
presence of amphiphilic ammonium ions as templates, which
are applied in such a concentration that they form hexag-
onal cylinders. The resulting silica solids are arranged in a
honeycomb packing of channels with an open pore diameter
of 15 to 100 nm. The inorganic matrix is stable after removal
of the template at least to temperatures up to 500 �C. The
empty channel can be filled easily with other organic species.
In these large pore systems there is nearly no restriction
of the shape of the guests. In addition rather complex dye
species can be dissolved in the surfactants and, thus, inserted
during synthesis [19, 153–156, 178, 179].

Using the method applied to the synthesis of phthalocya-
nine encapsulated in MCM 41 Zhou et al. could get simi-
lar mesoporous dye-loaded systems with VOx, FeOx, MoO3,
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Table 2. Framework structures [10, 134].

Effective window Pore shape
Compound size (Å) and size (Å) Dimensionality

Sodalite 2.3 cage (6.6) three
Zeolite A 4.2 cage (11.4) three
Zeolites X, Y 7.4 cage (11.8) three
ZSM-5 53× 56� 51× 55 channel two, intersecting

Mordenite 70× 67� 26× 57 channel two, intersecting

Zeolite L 7.1 lobe (7.5) single
Silicalite-1 5.5 channel three

AlPO4-5 7.3 channel single
AlPO4-11 39× 63 channel single
VPI-5 [215] 12–13 channel single
SAPO-5 (AlPO4-5) 8 channel single
SAPO-34 (chabazite) 4.3 channel three
FAPO-5 (AlPO4-5) 7.3 channel single

Nonasil [135, 136] — cage (4.1) zero
Octadecasil [136] — cage (4.05) zero
Dodecasil 1H [136] — cage (4.7) zero

MCM 41
MCM 50

Sepilolite 37× 106
Palygorskite 37× 64

and WO3 frameworks [154–156]. However, the metal coor-
dination and the formation mechanisms of these frameworks
are not clearly established [157].

Other framework structures with parallel running chan-
nels are palygorskite and sepiolite (see Fig. 12). They are
considered phyllosilicates because they contain a continuous
two-dimensional tetrahedral network of composition Si2O5,
but they differ from the layered 2:1 aluminosilicates in lack-
ing continuous octahedral sheets [158]. The structures of
these minerals can be considered as consisting of 2:1 phyl-
losilicate ribbons, one ribbon being linked to the next by
inversion of the SiO4 tetrahedra along a set of Si–O–Si
bonds. The channels thus created are running parallel to the

Faujasite

c

a
T
O

Figure 10. Structure of zeolites. Right: supercage assembly of faujasite
structure (top) and possible position of sodium ions [216]; the synthetic
zeolites X and Y have the same structure as the natural counterpart
faujasite. Left: view of the ZSM-5 structure along the crystallographic
b-axis showing the more regular channel windows. This view is prepared
with DIAMOND. Crystallographic data adapted from [138].

fiber axis. The intercalation chemistry of these minerals is
still in its infancy, but it got some attention by the discov-
ery that the ancient pigment Maya blue can be considered
an intercalation compound of indigo into palygorskite [4–6];
the proposed structure is shown in Figure 12 (bottom). Only
recently has the intercalation compound of indigo in sepio-
lite been studied in greater detail [159].
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Figure 11. Structures of various AlPO4 compounds used in the prepara-
tion of dye–inorganic nanocomposites: The view shows the arrangement
and shape of the parallel channels in these compounds. The viewgraphs
are prepared with DIAMOND. Crystallographic data adapted from
[142–145].
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Figure 12. Structure of sepiolite and/or palygorskite. Top: Ball and stick
drawing of the crystallographic structure of the minerals sepiolote and
palygorskite. Bottom: Modeling structures of palygorskite (left) and the
proposed Mayan Blue structure (right). Reprinted with permission from
[4], C. Reyes-Valerio, http://www.azulmaya.com.

3.3. Guest Species

Species of nearly any class of organic dyes have been
inserted in inorganic solids: acridine, xanthen, phenazine,
phenoxazine, and phenothiazine type compounds, por-
phyrins and phthalocyanins, and only recently azo-
compounds and cyanine derivatives. In addition there are
some metal compounds which belong in the context of
this chapter. Three major phenomena induced by light
absorption are discussed with respect to possible applica-
tions: (a) electron transfer, (b) photochromism [160], and
(c) second harmonic generation [161, 162]. These effects
are related to the molecular structure of the dyes and
can be assigned roughly to different classes of dyes: Com-
pounds inducing electron transfer should be redox active
irrespective of the influence of light, the redox reactions
involved should be fully reversible, and light absorption
may change the redox potential. Compounds fulfilling these
conditions are, for example, the metal chelate complexes,
porphyrins and phthalocyanines, and the phenothiazines.
Photochromism means a reversible transition between two
states with different light absorption spectra, where the tran-
sition should be induced by light at least in one direc-
tion. Known organic photochromic systems are based on
cis–trans isomerizations (e.g., in stilbenes, azobenzenes,
indigo, or retinal—the visual pigment of our eyes), pericyclic
reactions (spiropyranes), on redox reactions (e.g., thion-
ine, viologens). Second harmonic generation (SHG) affords
molecules, which show strong dipole moments. Such systems

are benzene or stilbene molecules carrying simultaneously
electron-pushing and electron-withdrawing substituents. In
order to get a SHG effect the molecules must be incorpo-
rated in non-centro-symmetric environments.

Since the inorganic matrices used for immobilization
or orientation of the organic dyes can be neutral (zeo-
lite related materials like AlPO4 modifications, silicalite) or
charged, these dyes are inserted preferentially, which corre-
spond with the charge status of the solid. The overwhelm-
ing number of hosts is negatively charged; thus dye cations
will be inserted preferentially. There are many dye species
which are cationic in nature and thus fulfill this condition.
If this is not the case it is always possible to incorporate
in the periphery of the chromophore substituents with the
right charging of the resulting molecules without influenc-
ing too much the absorption behavior. Examples are as fol-
lows. (a) Whereas pyridyl or anilinium subsituents make
porphyrines more soluble, the uptake in negatively charged
zeolites or clay minerals SO−

3 groups allow easier insertion
in the positively charged double hydroxide hosts. (b) Methyl
orange and methyl yellow are azo-compounds; the first one
is neutral or protonated and can be inserted in framework
structures and negatively charged hosts and the second one
carries an additional SO−

3 group suitable for the uptake in
the double hydroxides.

3.3.1. Metal Complexes
Although organic dyes are the focus of this chapter, it is
worth mentioning a few metal–organic systems (see Table 3).
The cobaltocinium cation is the first metal–organic complex
which acts as a template in the synthesis of microporous
solids. Since the framework used is of the chlathrasil type the
fluoride counterion of the metal complex has to be included
in the solid in order to keep the overall charge neutrality
[136, 163]. This inclusion complex shows an electric field
induced SHG effect [164].

Transition metal bipyridine and phenanthroline com-
plexes found widespread interest in clay chemistry because
of their optical activity and the potential application in
adsorption and asymmetric synthesis [165]. Soon after the
proposed value of metal complexes in photoelectrolysis of
water [42] tris(2,2′-bipyridine)ruthenium(II) {[Ru(bpy)2+3 ]}
became the most important photosensitizer in all artificial

Table 3. Colored metal chelate complexes in dye/inorganic nano-
composites [14, 18, 19, 165].

2,2′-Bipyridine 1,10-Phenanthroline
complexes complexes Various ligands

[Cr(bpy)3]3+ a [Fe(phen)3]2+ Co(saloph) [166]
[Fe(bpy)3]2+ [Ni(phen)3]2+ Co(salen)
[Ru(bpy)3]2+ [Ru(phen)3]2+

[Cu(bpy)3]2+ [Cu(phen)2]2+

[Cu(bpy)2]+ CoIII(Cp)2F [136, 163, 164]
[Ru(BPS)3]4− [167]

Note: Underlined references refer to intercalation in framework structures.
References behind a species are additional references to those given in the
headlines.

a bpy = 2,2′-pipridyl, phen = 1,10-phenanthroline, BPS = 4,7-diphenyl-1,10-
phenanthrolinedisulfonate, saloph = N ,N -bis(salicylidene)-1,2-phenylendiamine,
salen = N ,N ′-bis(salicylidene)-ethylenediamine, cp = cyclopentadienyl.
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water splitting assemblies [14, 18, 43–52, 69] because of its
unique combination of chemical stability, long excited state
lifetime, and redox properties. Its photofunctional proper-
ties are well characterized and it may be the metal complex,
which has been intercalated in as many inorganic hosts as
possible. The intercalation of this Ru complex in smectites
has been described by Traynor et al. as early as 1978 [168].

3.3.2. Porphyrins and Phthalocyanines
The naturally occurring porphyrin chlorophyll is the most
important light harvesting antenna in the biosphere [53].
Whereas porphyrin complexes play an essential role in arti-
ficial organic supramolecular systems mimicking photosyn-
thesis [51, 194], they could not compete with the Ru com-
plex in the inorganic models [51]. Nevertheless intercalation
compounds in clays have been known for many years due
to their potential importance in biogeochemistry [169, 170].
Quite interesting with respect to prebiotic chemistry is the
formation of phorphins from aldehydes and pyrrols in the
interlayer space [171]. In most cases synthetically modi-

Table 4. porphyrins and phthalocyanins in dye/inorganic nanocomposites [14, 19, 170–174].

Metal-free systems

Hematoporphyrin IX [187]
TPP = meso-tetraphenylporphyrin [191]
TpyP = meso-tetrapyridylporphyrin [191]
TMPyP = meso tetrakis-(1-methyl-4-pyridyl) porphyrin [183, 190, 191]
THPyP = meso tetrakis-(1-hexyl-4-pyridyl) porphyrin [19, 180]
TAP = TMAP = meso tetrakis-(N ,N ,N -trimethyl-4-anilinium)porphyrin [190]a

TAHPP = meso-tetrakis(4-(6-trimethylammino)hexyloxy)phenylporphyrin [73]
TTMAPP = meso-tetrakis(5-trimethylamminopentyl)porphyrin [179]
POR = 5,15-di(p-thiolphenyl)-10,20-di(p-tolyl)porphyrin [192]
TSPP = meso tetrakis(4-sulfophenyl)porphyrin [184, 189]
pTCPP = meso tetrakis(4-carboxyphenyl)porphyrin [189]
oTCPP = meso tetrakis(2-carboxyphenyl)porphyrin [189]
Pc = phthalocyanine [154, 156]
TSPc = 2,9,16,23-tetrasulfophthalocyanine [19, 180]
TMPyoPc = 2,9,16,23-tetrakis[3-(N -methylpyridyloxy)] phthalocyanine [19, 180, 186]
TMPyPaz = tetra[N -methylpyrido(2,3-b:2′,3′-g:2′′,3′′-1:2′′′,3′′′q)]porphyrazine [19, 180]
TEPyPaz = tetra[N -ethylpyrido(2,3-b:2′,3′-g:2′′,3′′-1:2′′′,3′′′q)]porphyrazine [19, 180]
15-crown-5-PC = 4,5,4′,5′,4′′,5′′,4′′′,5′′′-[tetrakis(1,4,7,10,13-pentaoxatridecamethylene)]

Metal-containing systems

Sn4+–TTP, Fe3+–TPP, VO–TTP, Mn3+–TTP, Mg–TTP, Zn–TTP, Cu–TTP
Sn4+–TpyP; Fe3+–TpyP
Fe3+–TMPyP [190], Co2+–TMPyP [180], Zn2+–TMPyP [19, 179, 180]; Cu–TMPyP [182, 190]
Zn2+–THPyP [19, 180]
Fe3+–TMAP [174, 185]; Zn–TMAP [19, 176–178]; Cu–TMAP [179]
Cu–TAHPP [73]
Chl = chlorophyll [154, 188]
ZOR = 5,15-di(p-thiolphenyl)-10,20-di(p-tolyl)porphyrin–Zn [192]
Cu–Pc [154–156]
Zn–TMPyoPc [19, 180, 186]
Cu-tetra-4-dimetylaminophthalocyanine [175]
Zn–TEPyPaz [19, 180]
Zn–TTMAPP [179]
Co–TSPc [181]
Cu–TSPc [193]

Note: Underlined references refer to intercalation in framework structures; italic references refer to encap-
sulation in gels. References behind a species are additional references to those given in the headlines.

a Different acronyms have been used in the literature.

fied porphyrins has been used carrying charged substituents
on the CH groups (Table 4 and Scheme 1). The posi-
tive charge can be increased further by proton uptake of
some of the pyrrol units [170–174]. Thus, each of the por-
phyrin molecules can compensate the charge of at least
four cations and thus it should be enough space for these
rather big molecules. Depending on the cation in the inter-
layer galleries the porphyrins: a) are inserted in the inter-
layer space; b) remove metal atoms out of the interlayer
space and form complexes with them in solution (in case
of copper ions); c) form complexes with metals in the
interlayer space; or d) are co-intercalated to remaining
metals [170–174]. Bathochromic shifts of UV-vis-absorption
bands are mainly interpreted as the appearance of differ-
ent protonated states in the interlayer space as function
of water acidity in the presence of certain metal atoms.
In most of these cases the porphyrin molecules are lay-
ing parallel to the host layers. Only in the case of the
exchange of preformed porphyrin–metal complexes (Fe3+,
Co2+ complexes of TAP and TMPyP) into montmorillonite
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and fluorohectorite are the complexes oriented in upright
positions allowing porphyrin–porphyrin interactions [174].
In very recent publications the bathochromic shift of absorp-
tion bands is explained by a flattening of the TMPyP
molecules due to rotation of the pyridyl side-groups to a
coplanar arrangement with respect to the porphyrin ring sys-
tem and an enhanced bonding to the clay layers [176, 177].
This change in configuration shall lead to the formation of
a densely packed monolayer on the external and internal
surfaces of the clay particles (“size-matching effect”). The
fluorescence lifetime of the porphyrins in this arrangement
seems to be sufficiently long to be used as sensitizers [177].
Photochemical energy transfer between porphyrins adsorbed
on the same clay sheet and those adsorbed on adjacent
sheets has been observed recently [178]. The question arises
as to whether these new observations are related to the use
of synthetic clays. Whereas porphyrins and phthalocyanines
are too big to be inserted in classic zeolites they have been
incorporated into micro- and mesostructured materials after
synthesis or during synthesis of the mesostructures [19, 153–
156, 179, 180]. With a new porphyrin derivative, which acts
as a structure directing amphiphile, a new layered M41S
mesostructure has been prepared consisting of an alternative
stacking of the porphyrin and the silica layers [73]. Apart
from applications as sensitizers, porphyrins and phtalocya-
nines incorporated in solids could find applications in SHG
and information storage [180]. Up to now the hole burning
effect has been shown in a Zn–phthalocyanine/AlPO4-5
system [187].

3.3.3. Viologens
Viologens form an outstanding group of chromophores
(some of them are shown in Scheme 2; those systems
interesting in the context of this chapter are collected in
Table 5) because their electrochemical behavior is in the
center of interest, not their photophysical properties. Easily
accessible are only the dicationic RV2+ salts. RV2+ under-
goes reversible reduction to the deeply colored monoradical
RV+• and in a second one-electron step to the neutral birad-
ical RV•• [195]. Therefore, viologens received much atten-
tion as redox indicators in biochemistry, as electron transfer
mediators in electrochemistry [55, 56, 195], and as a first
electron acceptor in photoinduced redox processes like arti-
ficial photosynthesis [18, 51, 69]. This latter application is
based on the observation that colloidal Pd led to the dis-
appearance of the MV+• radical (obtained by reduction of
MV2+ with CrCl2� with concomitant formation of H2 [197].
This metal catalyzed water splitting with MV as the elec-
tron transfer system was applied to light induced processes
around 1980 [51]. As a consequence of this success MV2+

got the most studied electron acceptor in photofunctional
redox arrangements with Ru(bipyr)2+3 as the photosensitizer
in the presence of various electron donors [51], even in the
presence of clays [15, 198], as well as in corresponding zeo-
lite systems [16–18].

The intercalation of methyl viologen was first studied
when it was observed that soil clays inhibit the herbicide
effect of methyl viologen (=paraquat) action in agricultural
applications [199]. Subsequent studies (reviewed in [87])
led to a detailed model of the MV2+ arrangement in the
interlayer space of vermiculites [200]. To the best of our
knowledge this could be the first successful structure deter-
mination for a dye/inorganic nanocomposite.

Because the reduction is accompanied by color forma-
tion viologens could be of interest as redox mediated pho-
tochromic materials. Only a few publications are devoted to

N
+

SO
3

- -
O

3
S

+
N

N
++

N

N
++

NCH
3

CH
3

+
N N

+
CH

2
CH

2

+
N N

+

H
2
O

3
P

PO
3
H

2

N
++

N

PAEV
2+

2DQ
2+

4DQ
2+

PVS

MV
2+

MV
2+

Scheme 2.



652 Dye/Inorganic Nanocomposites

Table 5. Viologen derivatives in dye/inorganic nanocomposites [14, 18].

Methylviologen = paraquat = 1,1′dimethyl-4,4′-bipyridilium
Diquat = N ,N ′-ethylene-2,2′bipyridylium = 2DQ2+

N ,N ′-tetramethylene-2,2′bipyridylium = 4DQ2+

Benzylviologen = 1,1′dibenzyl-4,4′-bipyridilium = BV2+

Propyl-viologen sulfate = PVS
Ethylviologen diphosphonic acid = PAEV2+ [192]

Note: Underlined references refer to intercalation in framework structures.
References behind a species are additional references to those given in the
headlines.

this topic (see [14] and Table 10, shown later). However,
the viologen chromophor can be modified easily by the
exchange of the organic residue on the pyridine nitrogen
atoms. Depending on the shape and the functional groups at
the end of these substituents they can form densely packed
arrangements and thus be used as structure directing agents
in molecular self-assembly. The potential with this respect
has been demonstrated several times [69, 72].

The great potential of viologens as an electron mediator
in electrochemical and photoelectrochemical processes led
to trials to intercalate viologens in a great number of host
lattices (see Table 10).

3.3.4. Anthracene Related Heterocycles
There is a series of heterocycles which are related formally
to anthracene and where the CH groups in positions 9 and
10 are replaced by heteroatoms N, O, and S. X = N are the

9

10
X

Y

acridines, X = O are the xanthenes; X = Y = N lead to the
so-called phenazines, X = N, Y = O the phenoxazines, and
X = N, Y = S the phenothiazines. There are a great num-
ber of compounds distinguished by substitution of various
functional groups in other ring positions. All of them are
strongly colored dyes, which are easily soluble in water. The
compounds inserted in inorganic host lattices are summa-
rized in Table 6; the molecular structure of some of them is
shown in Scheme 3.

Methylene blue (MB) is one of the most studied com-
pounds and it has been used in clay chemistry for a rather
long time [14, 32, 225–235] to investigate surface charge
density and ion exchange capacity. In nearly all studies the
methylene blue lay parallel to the host lattices preventing
any aggregate formation in the interlayer space. Only in 2H-
TaS2 [132] and in clays containing residual metal ions [226]
have higher layer distances been observed indicating higher
packing densities and an arrangement with molecules tilted
toward the layers. Photophysical studies are restricted to
the investigation of methylene blue aggregation and methy-
lene blue clay interaction (including colloidal dispersions)
[14, 225–235]. (Reference [234] gives an excellent overview
on the investigation of methylene blue clay interactions up
to 2001.) As many other dyes of the anthracene related het-
erocycles, especially the phenothiazines, MB is redox active

[238–240]. Despite its electrochemical properties and its
possible role as photosensitizer and/or electron acceptor it
has been used in photofunctional redox chains only rarely
[227, 241]. This may be related to the fact that the reduced
form of methylene blue is a water insoluble neutral species
which forms a conductive film on the surface of electrodes
and whose behavior in electrochemical cycles is not well
understood up to now [240]. Its intercalation (and also of
other phenoxazin, phenothiazin, and related compounds; see
Table 6) in zeolites has been studied recently [19, 149, 150,
213, 224].

Other species of this type, which have been investigated
more thoroughly, are various rhodamines. Its arrangement
in the interlayer space of clays and other layered material
cannot be as simple as in the case of methylene blue because
of the bulky phenyl substituent (see [88, 89, 206–208] and
Section 4.4.2). Rhodamines are interesting pigments and
are used as dyes for lasing and show the photochromic
effect. These promising aspects may trigger the study of rho-
damine/solid interactions.

3.3.5. Triphenylmethane Dyes
Triphenylmethane dyes form a very important class of com-
mercial dyes. They were among the first of the synthetic
dyes to be developed and find applications in many fields
[242]. Only a small amount of this type of dye has been
brought in contact with inorganic solids relevant in this chap-
ter (see Table 7); the most important is crystal violet (CV)
(Scheme 4). Most of the studies concerned with CV/clay
interactions are carried out at concentrations strongly below
the cation exchange capacity (staining effects) [32, 210].
Thus, the aggregation phenomena observed with photo-
physical methods (metachromasy) are indicative more for
adsorption than for intercalation. A series of publications is
devoted to the competition of CV adsorption with respect
to other dyes [202, 244, 245]. True intercalation as indicated
by changes in layer distances has been observed for 2H-TaS2
[130] and �-Zr–phosphate [243].

3.3.6. Azo-Compounds and Stilbenes
Due to its molecular shape these species have a strong
polarity, which makes them ideal components for SHG [14,
161, 162]. The presence of trans-double-bonds allows pho-
toinduced isomerizations; the concomitant change in light
absorption makes them interesting photochromic materials
[14, 160]. The elongated shape of these molecules in com-
bination with suitable functional groups at head and tail
makes them ideal building blocks for the formation of meso-
structures [74] and more complex supramolecular assemblies
[69–72, 259, 260]. The compounds inserted in hosts or in
inorganic/dye assemblies are collected in Tables 7 (charged
species) and 8 (neutral species); the structural formulas of
some of them are shown in Scheme 5. A very peculiar system
is the donor–acceptor-substituted stilbene DAMS+. This
type of stilbene forms the largest class of organic compounds
with large second-order-harmonic polarizabilities [161, 162].
The intercalation of this cation via ion exchange into CdPS3
and MnPS3 induces a spontaneous poling giving rise to an
efficiency of 750 times that of urea in second-harmonic
generation. The manganese derivative displays a permanent



Dye/Inorganic Nanocomposites 653

Table 6. Anthracen shaped heterocylcic dyes in dye/inorganic nanocomposites [14, 15, 19, 32].

Acridine-type dyes Xanthene-type dyes Xanthene-type dyes

Proflavine pyronine Py+ [215] fluorescein [106]
Acridine orange [203, 210, pyronineY [216] fluorescein 548 [205]

232, 236, 237] rhodamine B [204, 250] erythrosin B [205]
Acridine yellow rhodamine 3B [204, 201] eosin Y [205, 219]

rhodamine 590 [208]
rhodamine 640 [88, 89]
rhodamine 6G [88, 89, 206,

207, 217, 218, 220, 221]
rhodamine BE50 [204]
rhodamine 110 [222]

Phenazine-type dyes

Safranine T [209] oxazine 4 [88, 213] thionine [211–213]
Janus green oxonine Ox+ [215] monomethyl thionine

Nile blue A dimethyl thionine
cresyl violet trimetylthionine
neutral species methylene blue [126, 149,

150, 202, 213, 224, 225–235]
Nile red [223] new methylene blue
resorufin [214] tetraethyl thionine

toluidine blue

Note: Underlined references refer to intercalation in framework structures; italic references refer to encap-
sulation in gels. References behind a species are additional references to those given in the headlines.

magnetization below 40 K. Thus these materials exhibit a
large optical nonlinearity and magnetic ordering [249–251].
Other stilbene derivatives (called also hemicyanine dyes)
have been intercalated or included recently in Na–fluorine
mica [252] and in mesoporous materials [19].

The closely related azo-benzene based dyes with amine-
functional groups have been intercalated in layered hosts
like V2O5 [127] or directly produced in the mesoporous
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Y-zeolitebs [254]. The unsubstituted azo-benzene has been
inserted in AlPO4-5 and ZSM-5 [255]. The need for better
organization of organic chromophores in layered inor-
ganic/organic composites leads to the intercalation of single
chain ammonium amphiphiles having an azo-benzene chro-
mophor in the hydrophobic chain [93, 256–258].

3.3.7. Other Types of Dyes
There are numerous other dyes which have been inserted in
solid hosts. Because they belong to various classes of organic
compounds and they are not studied in depth they are men-
tioned only for the sake of completeness and are collected
in Tables 7 and 8. The structural formulas of the more inter-
esting species are given in Scheme 6. In the following we will
give only a few comments on special examples or groups of
compounds.

Whereas cyanine dyes play an essential role as photoac-
tive components in Langmuir–Blodgett assemblies [60–63,
65, 66], intercalation of cyanine dyes in layered compounds
have been rare up to now [264, 265].

The extent of intercalation of aromatic ammonium com-
pounds (e.g. naphthyl, pyrenyl ammonium) is rather low
because of their hydrophobicity [14, 15, 263]. If, however,
the solid is preloaded with a surfactant system the extent
of adsorption increases dramatically [14, 15, 263]. Using the
photophysical properties of the aromatic amines it is pos-
sible to probe their aggregation behavior and the surface
properties of the inorganic support. It is not necessary to
use the aromatic amines; one can also use the correspond-
ing aromatic hydrocarbons instead if the surface is made
hydrophobic by preadsorption of surfactant species. One of
the most interesting probe molecules is pyrene due to the
high quantum yield of fluorescence, excimer-forming capac-
ity, and great sensitivity of its photophysical behavior to its
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Table 7. Positively and negatively charged dye species in dye/inorganic nanocomposites.

Triphenylmethane derivatives [32, 14, 15]

+CPh3 [130] fuchsine pararoseaniline
Michler’s hydrol blue [247] crystal violet [210, 243, 247, 248] ethyl violet

methylgreen [245, 247] malachite green [210, 246, 248]
brilliant green [210]

Stilbenes or hemicyanins

DAMS [249–251] = 4DASPI [97] = trans-4-[4-(dimethyl-amino)styryl]-1-methylpyridinium
2DASPI [252] = 2-[4-(dimethyl-amino)styryl]-1-methylpyridinium
LD698 [252] = 1-ethyl-2-(4-(p-dimethylamino)phenyl-1,3-butadienyl)pyridinium
LD722 [252] = 1-ethyl-4-(4-(p-dimethylamino)phenyl-1,3-butadienyl)pyridinium
Stilbene 32 [19]
Stilbene 33 [19]
Stilbene 34 [19]

Azo-compounds

Methyl yellow [127]
Methyl-orange [105]
4-[N -ethyl-N -(2-hydroxyethyl)]amino-4′-nitroazobenzene [253]
C12AzoC5N+ = p-(�-trimethylammoniopentyloxy)-p′-(dodecyloxy)azobenzene [93, 256–258]
C8AzoC10N+ = p-(�-trimethylammoniodecyloxy)-p′-(octyloxy)azobenzene [257, 258]
CnAzoCmN+ [74]
Chrysoidine = dimethylaminoazobenzene [254]
Basic blue 159 [19]
Basic red 18:1 [19]
4-(2-Pyridylazo)resorcinol [261]
4-{4-[N ,N -bis(2-hydroxyethyl)amino]phenylazo}benzylphosphonic acid [259, 260]
(4-{(4-(4-(4-(2-hydroxyethyl)sulfonyl)phenylazo}phenyl)piperazinyl)phenyl)phosphonic acid [260]
(3-{(4-((4-(2-cyano-(2-hydroxyethyl)carbonyl)ethenyl)phenylazo}phenyl)N -methylamino)-

propyl)phosphonic acid [260]
New coccine = Na3-7-hydroxy-8-[(4-sulph-1-naphthalenyl)azo]-1,3-naphthalenedisulphonate [262]

Arylammonium systems [15]

C10H7CH2NH+
3 [263]

C14H9CH2NH+
3 [263]

C16H9NMe+3 [263]
C16H9(CH2)nNMe+3 , with n = 3, 4, 8
C16H9(CH2)4NH+

3 [263]
PBITS [75] = N ,N ′-di(phenyl-3,5-disulphonicacid)-perylene-3,4:9,10-tetracarboxydiimide

Various compounds

Cyanin [264, 265]
2,4,6-Triphenylpyrylium [19, 266]
Thioflavine T [202, 245]
Coumarin [267]
Basic yellow 40 (coumarin 40) [19]
Indigo carmine [262]
Anthraquinone sulfonate [272]
8-Hydroxy-5,7-dinitro-2-naphtalene-sulfonicacid [273]
8-Hydroxy-quninoline [274]

Note: Underlined references refer to intercalation in framework structures; italic references refer to encapsulation
in gels. References behind a species are additional references to those given in the headlines.

surroundings (see [14] and a series of original publications
[290–295]). Many of the phenomena observed will happen at
outer crystalline surfaces and not in the interlayer galleries.
This seems to be different in case of the solid-state uptake
of pyrene in intercalation compounds of long-chain alkylam-
monium ions [296]. In this context it should be mentioned
that dye assembly [212] and formation of charge transfer
complexes (between hydrophilic various pyridinium contain-
ing ions and hydrocarbons) occur also in supercages of
some framework structures [10, 297]. For these aggregation

phenomena the influence of residual water has to be taken
into account [212].

A very interesting class of molecules is the neutral disub-
stituted benzenes with the functional groups in para-position
(Table 8). These species are highly polar and show in the solid
state or in suitable matrices the effect of second harmonic
generation. Intercalated in hydrophobic (neutral) framework
structures with parallel running channels they are highly ori-
ented [8, 268–271]. If in addition the structures are not cen-
trosymmetric the SHG effect can be strongly amplified.
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Table 8. Neutral systems inserted in inorganic matrices.

Small bipolar donor acceptor substituted organic chromophores [8, 19, 268]

p-Nitroaniline [269] p-dimethylaminobenzonitrile [270, 271]
N -methyl-p-nitroaniline 2-amino-4-nitropyridine
p-Nitrodimethylaniline 2-amino-4-nitropyrimidine
2-Methyl-4-nitroaniline p-nitropyridine-N -oxide

Phenol dyes Aromatic imids

Phenol red [275] N -methylphtalimide [246]
Cresol red [275] perylene red [220]
Bromophenol [275] perylene orange [220]

Azocompounds

trans-Azobenzene [255] diethylazodicarboxylate [280]
diisopropylazodicarboxylate [280]
dibenzylazodicarboxylate [280]

Heterocyclic compounds

Indigo [4–6, 159] 2H-spiro[6]nitrochromene-2,2′-[1,3,3]trimethylindoline [276,
Thioindigo [283] 277 , 278–280]

1,3-dihydro-1,3,3-trimethylspiro[2H ]-indole-2,3′-[3H ]naphth[2,1-b][1,4]oxazine
(SO) [277]

other spiropyranes [277, 278, 280]
1,4-diketo-2,5-dimethyl-3,6-diphenylpyrrolo[3,4-c]pyrrole; R = H, CH3 [281]

Strong electron donors; cation forming species [125, 128, 129, 284–289]

TTF = tetrathiafulvalene
Tetramethyl-TTF
TTT = tetrathiatetracene
TTN = tetrathianaphthalene
ET = bis(ethylenedithia)tetrathiafulvalene
DBTTF

Note: Underlined references refer to intercalation in framework structures; italic references refer to encapsulation in gels.
References behind a species are additional references to those given in the headlines.
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The spiropyranes are the most widely studied pho-
tochromic dyes [298]. Photochromic materials have potential
for optical switching and information storage. The immobi-
lization in a clay/didodeceyldimethylammonium matrix was
tried as early as 1991 [278]. Recently these interesting
species have been encapsulated in inorganic and organic
matrices [276, 277].

Very interesting is the intercalation of electron donors
including TTF, the most famous donor for preparing organic
conductors. However, the intercalation of these species is
restricted to silicates [284], FeOCl [128, 129], V2O5 [125],
and some MPS3 compounds [285, 286], hosts which show
a redox potential positive enough to accept electrons from
these donors or do not lead to a reduction of the cation
intercalated. The proposed intercalation of DBTTF into lay-
ered dichalcogenides [287] is hard to evaluate with respect to
this condition. In case of Zr–P surfactant long-chain alcohols
have been used to expand the host structure allowing the
intercalation of partially charged TTF [289]. Just the cations
can be considered as dyes. There are no further investiga-
tions of the photophysical properties of these intercalation
compounds.

4. PREPARATION OF DYE–INORGANIC
HOST COMPOSITES

The methods of preparation of dye intercalation compounds
are the same as used in the intercalation processes of inor-
ganic ions and small organic molecules [19–21, 78–83]:

• Adsorption of organic neutral compounds: This can be
achieved by treating the solid with the species to be
inserted in the gas, the liquid, and the solid state, or out
of a solution. It should be carried out at moderate tem-
perature because the species adsorbed is in equilibrium

with the surrounding. If the species intercalated is very
volatile some precautions against outgassing have to be
undertaken. Solid compounds with low vapor pressure
can be inserted out of solutions or by solid-state reac-
tions as shown for the intercalation of pyrene in clays
preloaded with surfactants [296]. The species of inter-
est in this chapter can be taken up only in host lattices
with a hydrophobic surface, which means it is restricted
to special frameworks of the AlPO4 family [8, 19, 268–
271]. In the latter case the uptake of volatile dyes is
restricted to those for which the smallest diameter is
smaller than and or of the same size as the effective
window size of the channels.

• Ion exchange [19–21, 79, 83]: This is the most conve-
nient procedure for intercalation of the cationic and
anionic dyes and is carried out by soaking the solid with
an aqueous solution of the dyes. The reaction is carried
out normally at room temperature. Since many of the
dye ions are bulky the uptake in the interlayer space is
slow unless there is a strong interaction of the electron
system with the surface of the host lattices. Due to this
hindered uptake in the interlayer space the adsorption
on external surfaces competes with it (especially if the
particles are in the �m range or the interaction with
the organic species is very strong). This method can be
applied for the intercalation of nearly all dye ions in
many of the charged layered host compounds and also
for zeolites or zeolite related materials as long as the
frameworks have an excess negative charge. However,
in the latter case the uptake is again restricted to those
dyes for which the smallest diameter is smaller than
or of the same size as the effective window size of the
channels.

• Adsorption on dispersed solids: This is a very reason-
able method for all layered host systems which form
colloidal dispersions [83, 90–92]. In the ideal case all
layers are separated from each other and form mono-
layer dispersions. In this case the surfaces of all par-
ticles can be considered as external, at least below
the critical flocculation concentration (often identical
with the cation exchange capacity = cec). This state
is ideally suited to investigate the dye/solid and the
dye/dye aggregation phenomena by visible light [7, 9,
14, 15, 290–296]. In real systems not all layers will
be separated from each other, but there will be dis-
tribution of stacks with different numbers of individ-
ual layers (Fig. 13). Thus the uptake in the interlayer
space competes with the adsorption on external sur-
faces. Since the dye molecules interact very strongly
with the surfaces of the inorganic hosts, at concen-
tration higher than the cec dye species will be found
on the external surface of the solid particles, in the
interlayer space, and in voids of tactoids formed dur-
ing flocculation. This method is ideally suited for the
preparation of inorganic/organic composites with very
bulky dye molecules, if the orientation of the species is
not of importance.

• “Ship in the bottle” synthesis [18, 19]: The construc-
tion of molecules in the zeolite itself is a further strat-
egy to overcome the problem of the finite size of the
accessible window. With this approach it is possible
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Figure 13. Sketch of the various forms of clay dispersions and their
flocculation products.

to get bulky species in the interior of the solid. It
is applied for example to the synthesis of porphyrins
in clay minerals [170], of polypyridine complexes of
transition metals [18, 19], the synthesis of a spiran
molecule within synthetic faujasites [276], the azo cou-
pling in zeolite Y [254], the synthesis of Nile red in zeo-
lites [223], and the formation of the triphenylpyrylium
cation (an interesting electron-transfer sensitizer) in
zeolite Y [266]. The species produced are so bulky that
they cannot escape out of the solid; thus these com-
pounds should be considered inclusion compounds and
not intercalation compounds [83].

• Dye species as templates: A breakthrough for the inser-
tion of dye species in framework structures is the in-
situ inclusion of these organic complexes during syn-
thesis of the frameworks [19]. Thus, methylene blue
[19, 224] or the cobaltocinium complex [136, 163]
has been used as template. In case of the methy-
lene blue one methyl group is missing after synthe-
sis. To avoid the decomposition of sensitive dyes in
the highly aggressive hydrothermal media a change
of gel composition and the assistance of microwaves
(reducing the reaction time and temperature) is help-
ful [19]. Another approach is the modification of the
dyes with such substituents that they can be included
in the template micelles. This method has been applied
for the synthesis porphyrin-loaded mesoporous solids
[153]. Figure 14 shows a sketch of the phthalocyanin
arrangement in the hexadecyltrimethylammonium chlo-
ride micelles. The phthalocyanins have also be used as
templates in the synthesis of new mesoporous solids
based on some transition metal oxides [154–156]. In
recent publications chromophores have been substi-
tuted with long tails of alkyl chains with polar head
groups. These new classes of dyes are amphiphilic and
act as structure forming templates in molecular sieve
synthesis [73–75]. It should be mentioned that this tech-
nique was applied for the first time in 1991 to form an
intercalation compound of porphyrin in a synthetic clay
[184].

• In case of the electronically conducting 2H-TaS2 the
intercalation can be carried out electrochemically
[83, 131]. A complete reaction can be achieved under
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Figure 14. Sketch of the arrangement of a modified Zn–phthalocyanine
in the hexadecyltrimethylammonium micelles used in the synthesis of
mesoporous Si-MCM-41 and Ti-MCM-41 frameworks. Adapted from
[153].

galvanostatic conditions overnight at room tempera-
ture. Normally the reaction is carried out with 2H-TaS2
crystals of a few millimeters in diameter. This gives
intercalated samples with a residual resistance ratio in
the order of 10 to 40. Depending on the intercalation
current a different packing density of the dye molecules
can be realized, at least for the case of methylene blue
intercalation.

In almost all these cases one gets powder materials without
preferred orientation. For many applications highly ordered
macroscopic assemblies are desired. The following methods
have been developed in order to get macroscopic assemblies:

• Oriented aggregate technique: Colloidal dispersions
can be used to deposit thin films of solids on suitable
substrates (glass, ITO coated glass, metal electrodes,
etc.) by evaporating to dryness a 2% suspension. Such
oriented supported or self-supporting films have been
applied in clay chemistry for many years [83, 87, 88,
172, 173, 201, 209, 267, 299, 300]. Such films can be
loaded easily with desired species. However, there is
again the problem of competition of external adsorp-
tion and deposition in mesoporous voids and in the
interlayer space as in case of the colloid preparation
mode (for structure see Fig. 13). A very recent appli-
cation of such dye-loaded films is the preparation of
clay-modified electrodes [55, 56, 196].

• layer-by-layer deposition [72, 301]: The idea of
preparing electrostatically bound thin films was intro-
duced by Iler in 1966 [302]. He showed that surfaces
modified with positively charged boehmite colloids or
cationic amphiphiles could bind negatively charged col-
loidal silica or latex particles (for a schematic view
of such a deposit see Fig. 15). This method was
applied later for sequential adsorption of alternatively
charged polyelectrolytes [301, 303, 304]. It can be
adapted to the sequential layering of inorganic polyan-
ions (obtained by exfoliation of layered intercalation
compounds: clays, ternary oxides, Zr-phosphates [92])
with a variety of polymeric cations [72, 304–310]. The
first inorganic polyanionic layer has to be deposited
on a self-assembled organic bifunctional layer anchored
by covalent bonding to a solid substrate as shown in
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Figure 15. Layer by layer deposits. Schematic views of various types
of deposits: (a) The classic schematic cross-section of a multilayer
film; A, C, and E represent layers of 100 �m silica; B, D, and F
represent layers of colloidal boehmite fibers; G the glass substrate.
Adapted from [302]. (b) An oversimplified representation of a poly-
mer/montmorillonite layer: DP/M is the mean repeating distance of a
P/M layer, DM is the mean thickness of a montmorillonite layer, and
DP is the mean thickness of a polymer layer. Adapted from [309].
(c) Schematic drawing of a hybrid film consisting of a synthetic lithium
hectorite and a Ru/bipyridine complex, carrying long aliphatic side-
groups at the bipyridine ligand. Adapted from [319].

Scheme 7. On this assembly the first layer of a poly-
meric cation can be adsorbed followed by the second
inorganic sheet. In repeating adsorption/washing pro-
cedures subsequent layers of alternative charge can be
deposited. However, the real multilayer deposits will
not be as regular as expected. (a) Again the real col-
loids will not be so monodisperse that only monolayers
are present in the solutions. (b) It will be impossible to
tune the deposition in such a manner that only a reg-
ular monolayer of the disperse system will be formed.
A tactoidlike arrangement is more probable. (c) An
interdigiting of the polymer and the colloid particles
can also not be excluded. Just these sorts of defects
have been observed recently [309, 310], and the term
“fuzzy assembly” has been introduced for this sort of
multilayer architectures. For the purpose of this chap-
ter it is important to note that it was possible to form
a clay/polymer/dye film by this method recently [311].

multilayer
thin film

� exfoliated α-ZrP, Ti2NbO7
–, etc.

substrate
(Si, Au, ...)

or H2N(CH2)2SH

H2N(CH2)4Si

OCH3

CH3

CH3

Scheme 7.

In case of the very peculiar Zr–phosphate phospho-
nate system it could be shown that the technique dis-
cussed before can be used for the self-assembly of low
molecular species also [71, 72]. This is based on the
following experimental facts: during precipitation of
the Zr–phosphate the phosphoric acid can be replaced
with phosphonic to a considerable amount without
severe changes of the inorganic backbone formed; the
affinity of the zirconium metal ions to the phosphate
groups is exceptionally high and, thus, the solubil-
ity of the building blocks extremely low. From struc-
tural analogy of Zr–phosphonates with aliphatic chains
and Langmuir–Blodgett films it was concluded that it
should be possible to prepare multilayer assemblies on
a solid substrate if it is possible to form stable assem-
blies of phosphonic acids on a solid substrate. Cao
and co-workers demonstrated this in 1988, for the first
time [71]. Since then many multilayer assemblies of this
Zr–phosphonate system have been obtained including
many with chromophores in the organic backbone of
the phosphonic acid. Typical chromophores are azo-
benzene derivatives and viologens (typical examples
are shown in Fig. 16). A very interesting multilayer
assembly has been prepared with a viologen spacer [69,
314]: it contains halide ions compensating the positive
charges of the pyridinium nitrogen atoms. If this sam-
ple is irradiated in vacuum or under argon the viologen
is reduced immediately as indicated by the blue color
of the viologen radical.

• Langmuir–Blodgett technique: This method is based
on the self-assembly tendencies of membrane build-
ing amphiphilic molecules. In 1993 Lvov et al. com-
bined this method with the polycation/polyanion based
layer-by-layer deposition. Polyelectrolytes form stable
complexes by electrostatic interactions with some
amphiphiles, which spread to a homogeneous film
at the water–air interface. These complexes can be
transferred by the Langmuir–Blodgett (LB) technique
to solid substrates [315]. In a very similar manner
clay particles intercalated and embedded with bulky
amphiphilic cations. The clay can be spread (out of
a solution in volatile organic solvent like chloroform)
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on the water surface in an LB trough. This spread
clay film can be transferred on hydrophobic glass
or carbon [316, 317]. Even alkyl ammonium cations
with short alkyl chains (C4–C12� form hybrid mono-
layers with clay particles at the air–water interface
[318]. In the meantime it was also possible to spread
a clay/Ru(phen)2(dC18)bpy complex at the air–water
interface to form a multilayer film of this complex by
the LB technique [319].

• Orientation and oriented growth of framework crys-
tals: For applications of dye/inorganic complexes in
framework structures it is not enough to have the pho-
tosensible organic dyes aligned in parallel channels of
frameworks, but it is also necessary to have aligned the
whole crystals. Various methods for aligning crystals of
zeolites have been discovered since about 1990 [320].
The materials obtained were of interest for catalysis,
sensor applications, and separation technologies. We
would like to mention only two examples, which are of
interest in the context of this chapter: the crystal growth
of AlPO4 on an organophosphate film [76, 321] and the
alignment of ZSM-5 and AlPO4-5 in an applied electric
field [322]. After aligning the crystals are fixed by water
glass. Such oriented crystals loaded with p-nitro aniline
show a SHG intensity of 100%, which is a factor of 5
higher than in a random powder assembly [322].

5. STRUCTURE AND STRUCTURE
SIMULATION

The knowledge of structure and understanding of the
structure–property relationship is crucial for the design
of new intercalation compounds with desired properties.
These properties can be tuned by the proper choice of the
host–guest combination, the guest concentration, and co-
intercalation of further guest species. However, the structure
analysis of layered intercalates brings specific problems. As
the intercalation is in fact an insertion of a known molecule

into a known layered crystal structure, we have to determine
the positions, orientations, and arrangement of the guest
molecules in the interlayer space, the way of layer stacking,
and possible changes in conformation of guest molecules.
Intercalated structures exhibit very often various degrees of
disorder in arrangement of guest molecules and in layer
stacking. Consequently the characterization of the disorder
usually belongs to the structure analysis of intercalates.

The crystal packing of intercalated structures is a result
of the host–guest complementarity [323–325], which reflects
the character of the host–guest interaction and the geometry
of the host structures and guest species in the pristine state.
Factors governing the crystal packing in intercalates can be
summarized as follows.

• the nature of the active sites on the host structure
and guest species (i.e., the charge distribution on the
host structures and guest species, the type of functional
groups, etc.)

• the ratio between the host–guest and guest–guest inter-
action energy

• the topology of host structure (i.e., the distances and
ordering of functional groups, the presence of steric
barriers for the diffusion of guest molecules, etc.)

• the size and shape of the guest molecules, especially the
ratio between the size of guests and distances of the
active sites in the host structure

• the rigidity (or flexibility) of host structure and guest
species (i.e., the tendency to distortions in the host
structure and to conformational changes of guest
molecules due to intercalation)

These factors act sometimes in concert and sometimes in
conflict. As a result of this interplay we can get a perfectly
ordered intercalated structure in case of perfect host–guest
complementarity. The requirement of structure ordering is
of great importance in a design of new intercalates for spe-
cial applications, in which one has to control the porosity in
intercalated layered structures (selective sorbents, molecular
sieves), or to control photofunctions of guest molecules, etc.
On the other hand, the departure from the perfect host–
guest complementarity leads to various degrees of disorder
in an intercalated structure.

5.1. Method and Strategy
of Structure Analysis

Intercalated layered structures exhibit very often various
degrees of disorder in positions and orientation of guest
molecules and consequently in layer stacking. This disorder
obstructs the structure analysis based only on the diffraction
method. Intercalation of organic guests into an inorganic
host structure introduces an additional specific problem into
the diffraction analysis of intercalates. Scattering amplitudes
of carbon, oxygen, and hydrogen are small in comparison
with the atoms building the inorganic host structures and
consequently the contribution of guest molecules to the total
intensity diffracted from the crystal is too small. This fact
complicates the precious localization of guests in the inter-
calated compounds.

For disordered guest molecules, which in addition con-
tribute very little to the diffracted intensities, the diffrac-
tion analysis fails. In such a case the molecular modeling
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(molecular mechanics and molecular dynamics) represents
a very powerful tool in structure analysis, provided that the
modeling is combined with an experiment. Experiment plays
an important role in creation of the modeling strategy and
in corroboration of modeling results. In present work we
combine the modeling in Cerius2 [326] with X-ray powder
diffraction and infrared (IR) spectroscopy. Using the com-
bination of structure simulation and experiment can provide
us with a detailed structure model including the characteri-
zation of the disorder. In addition to diffraction analysis we
get the total crystal energy, the total sublimation energy, and
the host–guest and guest–guest interaction energy.

5.2. Modeling of Intercalates

Molecular modeling (molecular mechanics) is a method of
optimization of the structure and bonding geometry using
minimization of the total potential energy of the crystal or
molecular system. The energy of the system in molecular
mechanics is described by an empirical force field [327, 328].
This simplified description of the crystal energy enables
us to model large supramolecular systems, which cannot
be treated using ab initio calculations. The energy terms
describing the valence interactions (i.e., the bond stretching,
angle bending, dihedral torsion, and inversion) may differ
in various force fields [326] and it is evident that the choice
and test of the force field belong to the most important part
of the modeling strategy.

Two methods are used to test a force field. First of all the
comparison of force field calculations with experiment is the
most reliable test of the force field. For this purpose one can
use the known structure from the database, which is similar
to the investigated structure. In case of intercalation com-
pounds it is difficult to find related structures in databases
and then we have to use the limited number of structure
parameters obtained from the X-ray powder diffraction pat-
tern affected by a disorder. The second method of force
field testing is comparison with the results of ab initio cal-
culations for a small fragment of structure [329]. The force
field library in Cerius2 [326] contains the universal force
field [330] and several special force fields designed for mod-
eling of organic supramolecular systems [331, 332], poly-
mers [333], and sorption of organic molecules into silicates
and zeolites [334]. In the Cerius2 modeling environment the
atomic charges are calculated using the Qeq (charge equi-
libration) method [335] and the Ewald summation method
[336, 337] is used to calculate the Coulomb energy. The
Lennard-Jones potential is used for calculation of van der
Waals interactions.

Classical molecular dynamics calculates the dynamic tra-
jectory of the system solving the classical equations of
motion for a system of interacting atoms [326–328]. The
temperature and the distribution of atomic velocities in the
system are related through the Maxwell–Boltzmann equa-
tion. Introducing the temperature and pressure controlled
molecular dynamics enables one to study temperature
dependent processes and to explore the local conforma-
tional space. However, for crossing large energy barriers,
molecular dynamics at high temperatures can be used.

All the computational methods searching for the global
energy minimum have to generate the large number of initial

models using three different methods [327, 338]:

• deterministic method for generation of starting models,
performing the systematic grid search that covers all
areas of the potential energy surface [338–340]

• molecular dynamics generating the starting geometry
[326–328]

• stochastic methods (Monte Carlo [328], genetic algo-
rithm [341])

The first method, performing the systematic grid search,
can be used easily to generate starting models in case of
small or rigid large guests and rigid host layers. On the other
hand molecular dynamics is very well suited for generation
of starting models in case of large flexible organic guest
molecules. For modeling of layered intercalates it is useful
to combine the systematic grid search with the molecular
dynamics to generate the staring models. The strategy of
modeling consists of: the building of initial models, the setup
energy expression, the choice and test of the force field, the
definition of rigid fragments, and the setup of fixed and vari-
able structure parameters, etc. Reliable results of modeling
can be obtained providing that all the steps in the modeling
strategy are based on available experimental data.

5.3. X-Ray Diffraction
and Vibration Spectroscopy

Because of the disorder in intercalated structures, it is usu-
ally impossible to prepare a single crystal of reasonable size
suitable for X-ray diffraction measurements. The powder
diffraction pattern, which is influenced by disorder and a
small scattering contribution of guest molecules, is in addi-
tion affected by the sample effects like preferred orienta-
tion of crystallites [342] and absorption in surface roughness
[343]. In spite of these difficulties, the diffraction pattern
can always provide us with some information useful for the
strategy of modeling. At least we can get the basal spacing
(interlayer distance), indicate the disorder, and recognize
the type of disorder. In more favorable cases we can even get
the lattice parameters of the intercalated structure. These
experimental data are useful for the building of the initial
models. Comparing the diffraction pattern for the interca-
lated and host structures one can deduce the changes of
structure after intercalation and consequently to set up the
most suitable modeling strategy (variable and fixed struc-
ture parameters, rigid fragments, rigidity of layers, etc.). The
diffraction line profiles indicate a possible lattice strain due
to the disorder in arrangement of guests and the disorder in
layer stacking.

Comparing the vibration (IR/Raman) spectra of the inter-
calate, the pristine guest compound, and the host compound
we can see possible changes in the bonding geometry and
the conformation of guest molecules and host layers, which
may occur during the intercalation. If the spectral bands
corresponding to the host layers exhibit the same positions
and profiles in the spectrum of host structure and interca-
late, one can conclude that there are no changes in bonding
geometry of host layers during intercalation. This is a very
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important conclusion for the modeling strategy, as in such
a case the host layers can be treated as rigid units during
energy minimization. The same conclusion can be derived
for the guest molecules. In case of rigid host layers and
rigid guests we obtain the IR spectrum for this intercalate
as a superposition of the host structure and guest compound
spectra. The rigidity of host layers is the crucial assumption
in modeling of layered intercalates, as in case of inorganic
covalently bonded host layers the force field calculations
cannot be used to reveal possible changes in their bonding
geometry.

5.4. Examples of Structure Analysis

The perfect three-dimensional (3D) order in intercalated
structure requires the perfect ordering of guest molecules in
the interlayer space and consequently the perfect order in
the layer stacking. The ordering of guests requires the regu-
lar network of active sites on the host layer which means the
presence of functional groups or regularity in charge distri-
bution on the host layer. This effect will be illustrated on
three examples: tantalum sulphide intercalated with methy-
lene blue, monmtorllonite intercalated with rhodamine B,
and vermiculite intercalated with anilinium.

5.4.1. Tantalum Sulphide Intercalated
with Methylene Blue

Tantalum sulphide 2H-TaS2 has been found as a suitable
host lattice for intercalation of organic or organometallic
molecules (for reviews see [78–83]). The discovery of super-
conductivity in the intercalation compound of 2H-TaS2 ini-
tiated a very broad investigation of these compounds [344,
345]. Recently, it was shown that electrointercalation of MB
[131, 346] into 2H-TaS2 leads to three different phases indi-
cated by different basal spacings and superconducting tran-
sition temperatures Tc. (The intercalation compounds will
be denoted in the forthcoming text as MB-TaS2.) The first
phase, I-MB-TaS2, exhibits an interlayer distance 9.07 Å,
obtained from X-ray powder diffraction (XRPD) measure-
ments. Since this phase shows the two-layer stacking as the
host structure 2H-TaS2, the parameter periodicity d001 in
the direction perpendicular to the layers is 2 × 907 C =
1814 Å. The Tc for this phase is 5.21 K (slow cooling)
and/or 4.47 K (fast cooling). (For more details see [131,
346].) For the second phase, II-MB-TaS2, the interlayer dis-
tance obtained from XRPD measurements is 11.9 Å and the
Tc for this phase is 4.92 K. For the third phase, III-MB-TaS2,
the interlayer distance obtained from XRPD measurements
is 16.80 Å. The Tc for this phase is 4.24 K. From expe-
rience with 2H-TaS2 intercalation compounds we conclude
that phase II and phase III should also have a two-layer
periodicity in the direction perpendicular to the layers.

The initial models of MB-TaS2 were built using the known
structure data for the host compound 2H-TaS2 (hexagonal,
space group P63/mmc with Ta in trigonal-prismatic coor-
dination by S) [347]. The unit cell (cell parameters: a =
3314 Å and c = 12097 Å, and Z = 2, i.e., two formula units
TaS2 per unit cell) contains two TaS2 layers mutually shifted.
The supercell 3a × 5b × 1c was built for the intercalation

of MB cations (for MB cations see Fig. 17a). The concen-
tration of the MB cations in the initial models was set up
according to the chemical analysis, performed in previous
work [346], which means:

• For the phase I-MB-TaS2 there are two MB cations per
one two-layer 3a× 5b × 1c supercell.

• For the phase II-MB-TaS2 there are four MB cations
per one two-layer 3a× 5b × 1c supercell.

• For the phase III-MB-TaS2 there are six MB cations
per one two-layer 3a× 5b × 1c supercell.

A systematic grid search combined with molecular dynam-
ics was used to generate the series of initial models for
energy minimization in Cerius2. The energy minimization of
all initial models was carried out in the space group P1
under the following conditions: the host layers were treated

(a)

(b)

Figure 17. (a) Structure of tantalum sulfide intercalated with methylene
blue phase I-MB-TaS2, side view of one 3a× 5b× 1C supercell. (b) Top
view of structure of the phase I-MB-TaS2, illustrating the position of
the MB cation on the TaS2 host layer and the layer stacking.
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as rigid bodies, but they were allowed to shift with respect to
each other. The cell parameters a$ b and angle % were kept
fixed. Variable parameters were the supercell parameters c,
�, &, and the bonding geometry, position, and orientation
of the MB cations were also variable. (For more details see
[132].)

The structure of the phase I-MB-TaS2 obtained as a result
of molecular modeling is shown in Figure 17a,b. This model
represents the global minimum of the crystal energy. No
multiple minima have been detected; that means the struc-
ture exhibits the perfect 3D ordering. As one can see from
the figure, the planar MB cation resides just in the cen-
tral plane in the interlayer space, perfectly parallel with the
host layers. The calculated interlayer distance d = 899 Å
is in good agreement with the experimental value 9.07 Å.
The calculated supercell parameters are A = 1002 Å,
B = 1670 Å, C = 1798 Å, � = 900�, & = 900�, and
% = 60�.

Figure 17b shows in detail the position of the MB cation
with respect to the lower and upper host layers. This posi-
tion is a result of the predominant electrostatic host–guest
interaction in this intercalate, where the negatively charged
atoms in the MB cation tend to avoid the negatively charged
sulfur atoms in the host layer. Figure 17b illustrates in addi-
tion the layer stacking in the phase I-MB-TaS2.

Figure 18 shows the structure of the phase II-MB-TaS2,
the side view of the two-layer 3a × 5b × 1c supercell
with four MB cations obtained as a result of molecular

Figure 18. Structure of tantalum sulfide intercalated with methylene
blue phase II-MB-TaS2.

simulation. The calculated supercell parameters are A =
1005 Å, B = 1675 Å, C = 2536 Å, � = 900�, & = 900�,
and % = 60�; this means the interlayer distance is 12.68 Å.
The MB cations are tilted with respect to the host layer
creating pairs of discrete cations [C16H18N3S]+ in antiparal-
lel arrangement. This pairlike arrangement of MB cations
with the same relative positions and orientations occurs also
in the crystal structure of MB-thiocyanate [348]. According
to the results of modeling the structure of II-MB-TaS2 is
ordered. Energy minimization for the series of initial mod-
els led always to the same perfectly ordered layer stacking
and to the same orientation and position of MB cations with
respect to the TaS2 layers. As one can see in Figure 18,
the longer edge of the planar MB cation resides in the
groove between the rows of sulfur atoms. This arrangement
of guests results in a layer stacking different from phase I-
MB-TaS2, as one can see comparing Figures 17 and 18. (For
details see [132].) Comparing the values of the sublimation
energy per supercell, one can see that phase II-MB-TaS2 is
significantly less stable than phase I-MB-TaS2. This result
of modeling is in agreement with the experimental results
[346].

The arrangement of the MB cations in phase III-MB-
TaS2 is illustrated in Figure 19. Energy minimization for the
series of initial models led always to same layer stacking and
to the same orientation and position of MB cations with
respect to the TaS2 layers. That means that the structure of
this phase is ordered. The calculated supercell parameters
are A = 1005 Å, B = 1675 Å, C = 3333 Å, � = 9052�,
& = 9348�, and % = 60�. The calculated interlayer distance
of 16.63 Å is in good agreement with the experimental value
of 16.8 Å. Phase III-MB-TaS2 keeps the same character of
layer stacking, as phase II-MB-TaS2. The supercell in this
case is not rectangular (� = 9052�, & = 9348�) and con-
sequently two successive layers are mutually slightly shifted
from the ideal arrangement in Figure 17. The total sublima-
tion energy for phase II-MB-TaS2 is nearly the same as in
case of phase III-MB-TaS2.

Figure 19. Structure of tantalum sulfide intercalated with methylene
blue phase III-MB-TaS2.
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5.4.2. Montmorillonite Intercalated
with Rhodamine B

The intercalation of xanthene dyes in the smectite-type clays
is followed by the changes observed in the absorption spec-
trum (the so-called metachromic effect), whereby the main
absorption band is shifted to higher energies [206, 207, 216].
This effect is explained by:

(i) the interaction between the alumino-silicate layers and
the dye (i.e., the interaction between the electron lone-
pairs of clay surface oxygen and the dye �-system) and

(ii) the interaction between the dye molecules in the inter-
layer space of the clay structure (i.e., dimerization and
the �–� interaction between two monomers in the
dimer).

Rhodamine dyes are considered good probe molecules to
study the clay–dye complexes because they can be easily
intercalated into the clay structure via a cation-exchange
mechanism and their photophysics depends on the environ-
mental factors.

The molecular mechanics and dynamics simulations have
been performed in Cerius2 to investigate the structure
of montmorillonite intercalated with rhodamine B cation.
Montmorillonite belongs to the 2:1 dioctahedral layer sili-
cates with prevailing octahedral substitutions in the silicate
layer. The octahedral and tetrahedral substitutions in the
silicate layers lead to charge fluctuations in the surface oxy-
gen sheet and the resulting charge distribution is important
factor ruling the arrangement of guests in the intercalated
structure. It is evident from the silicate layer structure that
the charge fluctuations in the surface oxygen sheet due
to the octahedral substitutions are lower than fluctuations
due to the tetrahedral substitutions. Molecular modeling in
Cerius2 shows that in case of montmorillonite layers with
prevailing octahedral substitutions the charge on the surface
oxygen sheet is almost evenly distributed with only small
fluctuations within the range −003 el. Consequently there
are no strong pronounced active sites for the anchoring of
guests on the silicate layer. This leads to irregular anchor-
ing of guests on the silicate layer and to disorder in layer
stacking in structures of intercalated montmorillonites [349].

The starting model for building the montmorillonite layer
is based on the structure data published by Tsipursky and
Drits [84]. The unit cell parameters according to Méring
and Oberlin [350] have been used to define the planar unit
cell dimensions: a = 5208 Å, b = 9020 Å. The composi-
tion of the montmorillonite layer according to the chemical
analysis was (Al153Mg023Fe

3+
025�(Si389Al010Ti001�O10(OH)2.

To create a supercell of reasonable size for calculations
the structure formula was slightly modified. Consequently
the supercell 3a × 2b × 1c with the layer composition
(Al18Mg3Fe

3+
3 �(Si47Al1�O120(OH)24 was built with the total

negative layer charge (−4). The c values in the initial model
were set up according to the basal spacings obtained from
X-ray powder diffraction [351, 352].

Modeling results led to two types of interlayer structure
with the basal spacing 18.1 (phase 18 Å) and ∼23 Å (phase
23 Å) [351, 352]. The existence of these two phases was cor-
roborated by experiment (X-ray powder diffraction). Both
phases differ significantly in the interlayer structure; any-
way they exhibit certain common features. First of all no

regular ordered positions of the rhodamine B anchoring
to the silicate layers have been found, neither for phase
18 Å nor for 23 Å. The intramolecular rotation about the
xanthene–amine bonds has been observed in both phases.
The carboxyphenyl rings may rotate about the xanthene–
phenyl bonds in both phases and in all arrangements of rho-
damine B cations. The carboxyl groups can rotate about the
phenyl–carboxyl (C–C) bonds. The slight distortion of the
planar xanthene part of the rhodamine B cation has been
observed in both phases 18 Å and 23 Å and confirmed by
IR spectroscopy.

Phase 18 Å (d001 = 18�1 Å) The rhodamine B cations
form a bilayer arrangement. In both guest layers the long
axis of the xanthene ring along the N–N line is nearly par-
allel with the silicate layers. The phase 18 Å exhibits two
types of interlayer structures with the same basal spacing and
nearly the same total sublimation energy: dimeric sandwich
type and monomeric bilayer arrangement [351, 352].

Dimeric Sandwich-Type H-Dimers These were reported
also in [208, 353] (see Fig. 20a, b). In H-dimers the rho-
damine B cations interact with each other via the carboxyl
groups. A detailed view of the H-dimer is seen in Figure 20b.
One can see the carboxyl groups pointed to the oxygen
atom in the xanthene ring of the neighboring rhodamine B
cation. It is also evident from Figure 20b that the double
xanthene = amine bonds of both cations in the dimer are
oriented in the same direction (head-to-head arrangement).
The total sublimation energy per one supercell of montmo-
rillonite 3a× 2b × 1c is 876 kcal/mol.

(a)

(b)

Figure 20. (a) Montmorillonite intercalated with [rhodamine B]+,
phase 18 Å with bilayer dimeric arrangements of rhodamine B, H-
dimers. (b) The detailed view of H-dimer intercalated in montmoril-
lonite in the phase 18 Å.
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Monomeric Bilayer Arrangement This is shown in
Figure 21a, b. Figure 21a shows the side view of the 3a ×
2b × 1c supercell with monomeric bilayer arrangement of
rhodamine B cations. The top view of the guest structure is
given in Figure 21b. In this structure only weak interactions
between the guests were detected. The basal spacing for this
model is the same as for the H-dimeric structure 18.1 Å.
The total sublimation energy per supercell 3a × 2b × 1c is
slightly lower, ∼842 kcal/mol.

The inclusion of the water molecules into the interlayer
space of the phase 18 Å leads to a significant increase of the
total sublimation energy. Thus it is very probable that the
sorption of water is stabilizing the structure. This conclu-
sion of modeling agrees with experimental observations. The
modeling of monomeric arrangement in the interlayer space
of montmorillonite led to: (i) the bilayer guest structure
(phase 18 Å) previously described and (ii) the monolayer

(a)

(b)

Figure 21. (a) The structure of montmorillonite intercalated with [rho-
damine B]+, phase 18 Å with monomeric bilayer arrangement of guests.
(b) The top view of the interlayer guest structure of [rhodamine B]+ in
the phase 18 Å with monomeric bilayer arrangement of guests.

arrangement of tilted monomers with basal spacing within
21–25 Å, which we denoted as “phase 23 Å” [351, 352].

Phase 23 Å This was observed by X-ray diffraction in
samples prepared using intercalation solutions with very low
concentrations of rhodamine B with prevailing monomeric
arrangement. The modeling result of this structure is shown
in Figure 22a. In this phase the rhodamine B cations are
tilted with respect to the silicate layers. The tilting angles
are in the range 40�–60�. This wide range of positions and
orientations of rhodamine B cations in the interlayer results
in disorder and strain in the interlayer space. There is a
mixture of monomers and dimers in the interlamellar space.
Two types of dimers observed are shown in Figure 22b:
a head-to-tail sandwich type of dimer and a head-to-tail
J-dimer. (For more details see [351, 352].) Insertion of water
molecules into the interlayer structure of the phase 23 Å
leads to the fluctuations of the basal spacing, within the
range 21–25 Å.

5.4.3. Vermiculite Intercalated with Anilinium
Vermiculite is a widely used host structure for the inter-
calation of various organic species. In contrast to inter-
calated smectites intercalated vermiculites exhibit ordered

(a)

(a) (b)
(b)

Figure 22. (a) Structure of montmorillonite intercalated with [rho-
damine B]+, phase 23 Å with monolayer arrangement of guests, which
can occur in monomeric and dimeric arrangement (J-dimers, head-to-
tail dimers, H-dimers, monomers). (b) Detailed view of the head-to-tail
dimer (a) and J-dimer (b) in monolayer arrangement of the phase 23 Å.
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structures, which could be solved using single crystal diffrac-
tion [354–356]. Vermiculite is a 2:1 trioctahedral layer sil-
icate. The layer charge in the vermiculite comes from the
tetrahedral substitution (replacement of Si by Al). Com-
pared with the trioctahedral saponite the layer charge
in vermiculites is higher due to the higher concentration
of tetrahedral replacements. The higher concentration of
replacements and their tendency to separation leads to a
higher degree of ordering in the silicate layer [357] and
consequently to a more regular charge distribution in the
surface oxygen sheet. This is a favorable condition for the
ordering of guest cations in the intercalated structure. Due
to the higher layer charge and consequently higher guest
concentration the guest–guest interaction becomes more
important for the guest arrangement in vermiculites than
in smectites. The ordering of the guests in vermiculite is a
result of interplay between the host–guest and the guest–
guest interaction.

The ordered structure of vermiculite intercalated with
anilinium cations was investigated using modeling with
an empirical force field in Cerius2 [358]. The results
of modeling have been compared with the single crys-
tal X-ray diffraction data published by Slade and Stone
[356]. The initial model of anilinium–vermiculite was built
using the structure data presented by Slade and Stone
[356]: space group C2/m with the cell parameters a =
533 Å, b = 9268 Å, c = 1489 Å, and & = 97�. The host
structure was Na-saturated Llano vermiculite from Llano
County, Texas. The structural formula of the silicate layer
was (Mg562Al016FeIII

013Ti004Mn001�(Si579Al221�O20(OH)4. In
order to create a unit cell of reasonable size for modeling,
we had to simplify the structure formula of one unit cell,
taking into account not only the layer charge but also the
reported C and N contents in the intercalate. Two aniline
cations have been placed into the single unit cell with the
layer formula (Mg6�(Si6Al2�O20(OH)4, carrying the charge
−2 and corresponding to the fully exchanged vermiculite.

The result of modeling is presented in Figure 23a, b. The
anilinium cations are positioned over the ditrigonal cavities
in the silicate layers to which the C–N bonds are perpen-
dicular. The anilinium cations alternate in anchoring their
terminal NH+

3 groups to the lower and upper silicate layers.
The three amine–hydrogen atoms of aniline are involved in
hydrogen bonds to the surface oxygen in adjacent silicate
layers. The arrangement of anilinium cations in the inter-
layer space and the mutual positions of two successive sili-
cate layers are illustrated in Figure 23b. This arrangement of
anilinium cations in the calculated model corresponds very
well to the electron density map obtained from the single
crystal diffraction data, by Slade and Stone [356]. A compar-
ison of the calculated cell parameters with the experimental
structure data of Slade and Stone [356] is given in Table 9.

The ditrigonal cavities in adjacent silicate layers are posi-
tioned opposite each other and this order in layer stacking
is controlled by the well-defined positions of the anilin-
ium cations. This regular layer stacking has also been con-
firmed by X-ray single crystal diffraction measurements in
the Slade–Stone model [356]. The average N–O distance
(averaged over six oxygens surrounding the adjacent ditrig-
onal cavity) in our calculated model dN−O is 3.01 Å; in the
experimental Slade–Stone model dN−O = 303 Å.

(a)

(b)

Figure 23. (a) Vermiculite intercalated with anilinium. Hydrogen bonds
between the anilinium hydrogen and surface oxygen on the silicate layer
are marked by a broken line. (b) The regular arrangement of anilin-
ium in the interlayer space of vermiculite. The top view illustrates the
regular stacking of the host layers. Two adjacent tetrahedral sheets are
visualized as polyhedra (lower silicate layer) and cylinders (upper sili-
cate layer).

In a subsequent paper Slade et al. [359] discussed the
following problems with the structure determination. (a)
The packing density of the anilinium is not as high as
expected from the structural model presented earlier and
the ion exchange capacity of the Llano vermiculite. (b)
Therefore, there are additional water and inorganic cations
in the structure (anilinium content too low with respect to
the cation exchange capacity). However, it is difficult to

Table 9. Comparison of cell parameters for anilinium–vermiculite.

c �Å� � ��� & ��� d �Å�

Experimental 14.89 90.00 97.00 14.78
Modeling 14.84 90.53 97.17 14.72

Note: Experimental values have been taken from X-ray single crystal diffrac-
tion data of Slade and Stone [157]. The calculated values have been obtained by
modeling using Cerius2 [159].
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determine the absolute positions of these inorganic cations,
the water molecules, and the organic cations. Based on
three-dimensional data the author introduces the simultane-
ous presence of anilinium rich and anilinium pure regions to
overcome these problems. The first one shows the arrange-
ment of aniline as discussed in the previous paper [356] and
in this chapter. This packing motive is also found for ben-
zidine ions in Young River (Western Australia) vermiculite
[360]. In the anilinium poor domains triangular groups of
water molecules about the inorganic cations and the anilin-
ium ions form together a close-packed array.

The anilinium loaded Llano vermiculite is dark and lilac-
blue colored indicating that anilinium has been oxidized by
the low amount of structural iron [360]. Since the anilinium
ions in the interlayer space are highly organized, the ques-
tion arises as to where the oxidation takes place and what
the oxidation products are. One explanation could be that
the color arises from anilinium radicals and the arrangement
of the anilinium ions prevents the oligomerization. Another
possibility is that the oxidation is only a side reaction of the
formation of the intercalation complex and it takes place
on the external crystal surfaces and the products remained
there because they are too big to diffuse in the interlayer
space.

5.4.4. [Ru(bipy)3]2+/Saponite
As pointed out the [Ru(bpy)3]2+ complex is the most studied
photosensitizer in biomimetic artificial photoelectrochem-
istry and a widely used electron transfer mediator in organic
electrochemistry. Apart from that Yamagishi has shown that
some chiral transition metal (mainly Fe2+, Ni2+, Ru2+� com-
plexes with chelate ligands like phenanthroline, bipyrdine,
or 1-(2-pyridylazo)-2-naphthol intercalated in low charged
smectites exhibit remarkable chiral recognition phenomena
despite the fact that the silicates are achiral [165]. Thus,
a racemic mixture of the [Fe(phen)3]2+ complex is taken
up in montmorillonite in an amount twice as high as the
cation exchange capacity of the clay and twice as high as
the pure enantiomers. The layer expansion of the product
is in the order of 20 Å indicating the uptake of metal-
complex double layers, whereas only a monolayer of the
pure enantiomer complexes is adsorbed. In case of the
[Ru(bpy)3]2+ the opposite effect is observed: bilayer adsorp-
tion of the pure enantiomer complex and monolayer adsorp-
tion for the racemic mixture [361]. The preferential uptake
of racemic pairs is confirmed further by the observation
that the addition of clay to a partially resolved mixture of
both enantiomers changes the optical purity of the solu-
tion after filtration [165]. In addition the following other
effects has been discovered: induction of optical activity in
a less stable chiral chelate complex by preadsorption of an
enantiomeric chelate complex, chromatographic separation
of enantiomeric pairs with clays loaded with an enantiomeric
chelate complex, and asymmetric synthesis. However, the
reason for this preferred formation of racemic pairs is still
a matter of debate [362], since it was not possible to deter-
mine the structure of a clay loaded with racemic or enan-
tiomeric chelate complexes. It is clear that the complexes
are arranged in the interlayer space with their pseudo C3
symmetry axis perpendicular to the clay layers. The pro-
tons of the aromatic rings are keying in three neighboring

ditrigonal cavities on the Si–O tetrahedral network [165,
362]. Modeling of the possible arrangements of [Ru(bpy)3]2+

in a (saponite) gave different packing motifs for the pure
enantiomer and the racemic complex. Whereas the enan-
tiomer shows the generally assumed hexagonal pattern, the
arrangement of the racemic mixture is of tetragonal symme-
try. The distance between complexes of the same chirality
is slightly shorter along the b-axis and the neighboring
molecules penetrate each other. This interpenetration of
the optical antipodes is feasible only due to the clay medi-
ated alignment of the complexes (parallel C3 axis) [362]
and is indicative for a stronger guest–guest interaction. This
result confirms the peculiar interactions within a racemic
pair, but it is in disagreement with the assumed packing
for the Fe–phenanthroline complexes and with the assump-
tion that racemic pair formation has to be accompanied by
the formation of a double layer arrangement [165]. This
structure simulation is performed for a loading level high
enough to yield a close packed monolayer. For designing
microporous materials it is necessary to know how reducing
the layer charge will affect the interlamellar arrangement of
the Ru complexes. In a subsequent investigation the same
authors clarified this point and highlighted the complexity of
the interplay of the host–guest and guest–guest interactions
[349]. In this study the overall charge of the host is reduced
by more than a factor of two with respect to the previous
study (0.22 per formula unit vs 0.5). For the [Ru(bpy)3]2+

intercalated into a homogeneously charged saponite (nega-
tive charges due to substitution in the tetrahedral layers) the
energy minimum for both enantiomeric and racemic inter-
layers is observed with the hexagonal arrangement of the
complexes (E1 and R1 in Fig. 24). The picture changes when
switching to the very similar pillar [Ru(phen)3]2+. For enan-
tiomeric interlayers E1 is still energetically favored over any
other cluster investigated. However, with the racemic com-
plexes �-stacks can be realized between aromatic ligands
of neighboring cations. Due to the parallel alignment of
the C3-axes, as required by the host–guest interaction, the
cation distances and orientations induced by the clay sur-
face corrugation the guest–guest interactions are stronger
for larger �-systems (phen as compared to bpy) and even
large clusters like one-dimensional chains became lower in
energy than the hexagonal pattern (R4 in Fig. 24). Mov-
ing the permanent silicate charge from the tetrahedral to
the octahedral layer and hence further away from the inter-
layer cations increases the weight of the guest–guest interac-
tion, which makes clustering more feasible. The difference
of E1 and E4 declines when going from saponite to hec-
torite. For the racemic mixture pairs of [Ru(bpy)3]2+ (R2)
have energies so close to that of the hexagonal pattern that
ordering cannot be ruled out. In case of the enantiomeric
interlayers the influence of a nonrandom charge distribu-
tion in the host structure has been investigated. Two charge
models have been compared. In one of them the substi-
tution follows the pillars in model E4; in the second one
it reflects the maximum Löwensteinian clustering of iso-
morphous substitution. Starting simulations with a prevalent
mismatch between the isomorphous substitution pattern in
the host and the pillar arrangement in the interlayer are far
from any local energy minimum. On the other hand, config-
urations where pillar arrangement and substitution pattern
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Figure 24. Possible arrangements of [Ru(bpy)3]2+/[Ru(phen)3]2+ con-
fined between homogeneously charged saponite. The configurations
correspond to local energy minima for the enantiomeric [E] and
racemic (R) complexes [349].

correspond have local minima close to the starting struc-
tures. Despite the increased clustering between both models
the pillar arrangement does not change significantly because
short-range guest–guest and/or host–guest interactions do
not allow denser packing. These results put the focus on
the following points. (a) The electrostatic energy is the lead-
ing term in host–guest interactions. (b) Constructing super-
cells with a homogeneous substitution pattern creates highly
organized structure in the interlayer. (c) Unless there is
good reason to assume such an ordering, this approach can
introduce severe artifacts; it will be essential to know the
charge distribution and to synthesize monophasic, homoge-

neously charged host materials in order to be able to con-
struct highly organized intercalation compounds.

Therefore when working with natural smectites, the char-
acterization of exchange properties solely by bulk cation
exchange capacities will make a conclusive interpretation
and reproduction difficult. This point can be illustrated by
the conflicting results of luminescence behavior of racemic
and enantiomeric [Ru(bpy)3]2+ and [Ru(phen)3]2+ interca-
lated in smectites [363–366].

5.5. Examples of Structure Analysis
in Framework Structures

As for the layered host–dye complexes the knowledge of
dye arrangement in framework structures is rather limited.
The structure determination has been carried out by X-ray
powder diffraction, Rietveld refinement, and structure sim-
ulation with commercial programs (Cerius2 and ChemX);
only in case of p-nitroaniline (PNA)/H-ZSM-5 was a sin-
gle crystal structure analysis possible. The position of the
guest molecules depends on the preparation method, the
size and shape of the molecules inserted, and the pore struc-
ture in the frameworks. If the available space is too big,
the inserted dyes are in close contact to the channel walls
(methyl viologen in zeolite L). When inserting the species
during synthesis of the framework, they are squeezed in the
open windows between neighboring supercages (methylene
blue and thioindigo in zeolites X/Y). Even the deforma-
tion of the framework cannot be excluded (p-nitroaniline in
H-ZSM-5). In none of these examples is there a remark-
able guest–guest interaction, which plays an essential role in
layered intercalation compounds.

5.5.1. H-ZSM-5 Loaded with p-Nitroaniline
If a crystal of H-ZSM-5 is loaded with PNA coexisting
domains of different symmetries are formed depending on
the reaction time [367]. At very long loading times crys-
tals containing only one type of domain can be prepared.
The PNA molecules are located in the intersections of the
straight and the sinusoidal channels [367]. Figure 25c shows
the orientation of PNA along the straight channels. The
long axis of the molecules is arranged parallel toward the
channel axis (crystallographic b-axis), but tilted by about 9�

with respect to it. The angle between the normal on the
aromatic ring plane and the a-axis is around 45�. Due to
the adsorption of the PNA the straight channel pores are
strongly elliptically deformed while the sinusoidal channels
are nearly not affected by the adsorption [compare struc-
tures of the pristine ZSM-5 (Fig. 10) and the loaded system
(Fig. 25a)]. This structure refinement is based on the cen-
trosymmetric space group Pnma and not the acentric Pn21a
assumed in an earlier paper [369]. This increase in symmetry
does not affect the position and orientation of the molecules
seriously. Neighboring molecules are only loosely connected
as can be seen in the N · · ·O distances of about 4 Å, which is
too long for hydrogen bonds [367]. The nitro group is shifted
away from the straight channel-10 ring and preferentially
related to the neighboring molecules by a twofold screw
axis along b (non-centro-symmetric structure), to avoid the
short O · · ·O contact. If this chain is interrupted by empty
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(a) metyl viologen in zeolite L (b) thioindigo in a faujasite type zeolite

(c) p-nitroaniline in H-ZSM-5 (d) methylene blue in faujasite

c

a

Figure 25. (a) Arrangement of methylene blue in NaY [216].
(b) Arrangement of thioindigo in faujasite [258]. (c) Arrangement of
methyl viologen in zeolite L [370]. (d) Arrangement of p-nitroaniline
in H-ZSM-5 [346]. The PNA molecules are located in the intersec-
tions of the straight and the sinuoidal channels. The orientation of the
molecules is shown along the straight channels running parallel to the
crystallographic b-axis.

cross-sections the chain polarity can change and destroy the
long-range order of the PNA molecules leading to the loss
of acentricity and the higher symmetric space group Pmna.
This missing long-range order is in conflict with the previous
structure determination [369]. The reason for this difference
is not quite clear and therefore also the influence on the
SHG effect observed previously [368, 369] (see Section 6.4).

5.5.2. NaX, NaY-Encaged Thioindigo
and Methylene Blue

Thioindigo [283] as well as methylene blue [224] has been
inserted in the X/Y zeolites during hydrothermal synthe-
sis and in both cases the molecules are located in the
12-membered rings which form the windows connecting
neighboring supercages (see Fig. 25b and d). If methy-
lene blue is inserted by ion exchange it became located in
the supercage of the zeolite structure very near the place
of the sodium ion in SIV sites (cf. Fig. 10, top) [224]. In
case of the methylene blue one methyl group is missing;

thus it is transferred to trimethylthionine. The incorpora-
tion of MB/trimethylthionine is accompanied with a com-
plete loss of Na at SI sites (cf. Fig. 10, top). Whereas
MB/trimethylthionine is located in the center of the effec-
tive window between neighboring supercages, the position of
thioindigo depends on the condition of solvent removal. By
a mild removal of solvents (in air at room temperature) the
molecule is located in the center of the window. The occu-
pation factors, exhibiting values <1 for the cation position
(S′

I and SII�, and the water molecules reflect a displacement
of sodium ions and water molecules [283]. After drying in a
dryer at 350 K thioindigo is shifted toward the window walls,
the more the longer the drying procedure (Fig. 25d). This
attachment to the walls is related to an increasing strength
of coordination by sodium ions. Prolonged heating leads to
migration of sodium from S′

II to SIII and a chelation of Na
by thioindigo. The increased bonding of the dye to sodium
prevents the trans to cis photoisomerization [283].

5.5.3. Methyl Viologen in Zeolite L
Methyl viologen inserted in the rather large channels of
zeolite L is located near the channel wall (see Fig. 25d)
[370]. The shortest distances between the molecule and
the framework oxygens are around 3 Å, indicating possi-
ble C–H · · ·O hydrogen bridges. The two pyridinium moi-
eties are twisted toward each other by 36.6�. (A twist of the
rings in the same order (37.8�� is observed in the iridium(I)
maleonitriledithiolate complex with MV2+ [371]; this angle
amounts to 19.6� in the salt MV2+/2-dicyanomethylene-
1,1,3,3-tetracyanopropandiide [372]. In most of the salts
within organic and organic cations the rings are coplanar
probably due to packing effects; ab initio calculations gave
an dihedral angle of about 60� for an isolated MV2+ cation
[373]. Even in intercalation compounds of MV2+ in the
Llano vermiculite the rings can be twisted [200], whereas
the molecules are almost flat in case of MV2+ intercalation
compounds of montmorillonite [200] and 2H-TaS2 [131].)

The angle between the main molecular axis and the c-axis
of the zeolite amounts to 27� with the MV2+ lying along the
channel wall. Neighboring MV2+ cations are rotated by 120�

around the six-fold axis to get normal contact distances of
3.3–3.4 Å (see Fig. 25a) [370].

This rather rigid arrangement of methyl viologen in a
channel structure with a large effective window seems to
be in conflict with the suggestion that the MV2+ rotation
around the single C–C bond connecting both pyridinium
rings experiences different degrees of freedom when incor-
porated in zeolites with different void dimensions [374].

6. PHOTOPHYSICAL BEHAVIOR
AND POTENTIAL APPLICATIONS

The previous investigation of the photophysical properties
of dye/inorganic composites is overwhelming and is increas-
ing continuously [7–21, 32]. However, as far as we can see it
cannot compete with the investigation on the pure organic
dyes and their Langmuir–Blodgett–Kuhn assemblies or poly-
mer composites. Browsing through the literature we also got
the impression that these all-organic composites are much
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nearer to potential applications than the dye/inorganic nano-
composites. However, the potential of the inorganic com-
posites is not really exhausted and the situation may change,
if we consider the most recent developments [217, 221, 277,
409–412].

In this section we will discuss a few principal photophys-
ical phenomena which could be of importance for future
applications. Since applications are not really around the
corner we will focus on the relationship of the photophys-
ical properties with the structural arrangement of the dyes
in the inorganic matrices. If possible the information for
layered and for framework structures shall be compared.
For selected topics the achievements in dye/inorganic nano-
composites shall be discussed with respect to the all-organic
supramolecular assemblies. Before going into the details
Table 10 shall give the reader a compilation of photophysi-
cal phenomena observed on the most studied dyes inserted
in various inorganic matrices.

6.1. Photoluminescence and Supramolecular
Organization

Absorption of light and the fate of the excited state not only
depend on the energy difference of the electronic structure
of the ground and excited state, but also on the environ-
ment, in which the light-absorbing molecule is encaged. The
interaction between identical molecules and/or the matrix in
which the light absorbing system is occluded can lead to a
shift of the absorption frequency; blue- and redshifts have
been observed in many of the chromophores mentioned in
this chapter.

Blueshift is attributed to the face-to-face association
(dimer or H-aggregate formation) of flat aromatic or het-
eroaromatic dye ions [235, 413–415]. This association can
occur in solution with increasing concentration of the dyes
or by adsorption at interfaces. The redshift is caused by the
formation of so-called J- or Scheibe aggregates with head-to-
tail interactions between the dye cations [210, 235, 414–419].
(The two types of aggregate are sketched in Fig. 26a.) It
is also observed if steric constraints prevent the twisting of
bulky substituents as, for example, in methylviologen [394,
395] or the pyridyl rings in substituted porphyrins [176–178,
420]. Even protonation of some dyes can lead to redshift
[171–173, 228–230, 234, 421].

The energy of the electronically excited state can be lost
or distributed in a variety of ways as shown in Scheme 8.
The most common fate of an excited state is the nonradia-
tive decay, in which the excess energy is transferred into
vibration, rotation, and translation of the excited and the
surrounding molecules. These processes convert the exci-
tation energy to heat (i.e., thermal motion). An excited
molecule may also take part in chemical reactions. This sort
of degradation shall not be discussed further in this chap-
ter. Photochemical processes of species inserted in inorganic
frameworks have been discussed thoroughly by Ramamurthy
and others [12, 17, 412].

The radiative decay occurs via fluorescence or phospho-
rescence. The excitation and the reverse process of fluores-
cence may not occur at the same energy (frequency). Both
transitions (excitation and emission) are vertical with respect

to the reaction coordinate: the excitation and emission nor-
mally do not occur in the same vibronic states of the system
and the molecule will interact differently with the surround-
ing in the ground and the excited state. Thus, fluorescence
occurs normally at a lower frequency than the incident radia-
tion because the emissive transition occurs after some vibra-
tional energy has been discarded into the surrounding. If an
excited system has undergone a singlet–triplet crossover, the
radiative transition to the ground state is strongly delayed
because it is spin-forbidden. However, spin–orbit coupling
that was responsible for the intersystem crossing can break
the selection rule. This delayed transition out of a triplet
state is called phosphorescence.

However, the fluorescence can be destroyed (“quenched”)
completely because of the interaction of the excited
molecule with its surrounding. A classification of quench-
ing processes into two general pathways—energy and elec-
tron transfer—has been established [422]. Quenching by
energy transfer can take place by two different mechanisms:
(i) in the electron exchange mechanism two single elec-
tron transfers—one in each direction—result in formation
of the sensitizers ground state and quenchers excited state;
(ii) energy transfer by the dipole–dipole mechanism operates
by Coulombic resonance interactions, in which the oscillat-
ing electrons of an excited state sensitizer are coupled with
those of the quencher by an induced dipole interaction (see
Kuhn and Möbius [62]). Quenching by electron transfer is a
one-electron reaction, in which an electron jumps from an
occupied orbital of one reactant to the unoccupied orbital
of the other. The sensitizer’s excited state can be an electron
donor or acceptor. In either case, electron transfer between
uncharged species leads to a radical ion pair or a charge
transfer complex.

All three phenomena have been studied in dye/inorganic
photochemistry. We will discuss them for a few selected
examples. The blueshift is observed in clay/phenothiazine
(i.e., methylene blue [32, 224, 226–234] and thionine
[32, 423]; in the latter case also in a zeolite complex [212]),
clay/phenazine (acridine orange [32, 195, 202, 380]) systems,
in some clay/triphenylmethane dye complexes [32, 210], and
in azobenzene/magadiite [258].

In case of MB absorption the appearence of the blueshift
has been attributed to the deposition of dimers (the orga-
nization of the dimers can be seen in Fig. 18), oligomers,
and higher aggregates on the clay surface [224, 226–234].
To the contrary Yariv and co-workers assigned the blueshift
to a strong �-interaction of the flat lying MB cations with
the oxygen plane of the clay layers (this interpretation was
applied first to the acridine orange intercalation compounds
and then extended to other intercalation compounds of this
type of dye) [32, 203, 236, 237]. In the most recent papers
the adsorption of dyes on reduced charge montmorillonites
at very low loading (only up to 5% of the cec) has been
described [231, 234, 235]. The blueshift is observed imme-
diately after adsorption out of solutions containing only
monomeric species. Different types of aggregates occur and
vary in their amounts as a function of time. The amounts of
higher aggregates decrease with decreasing surface charge
density of the clay particles. An additional redshifted absorp-
tion peak has been observed on low loading with MB and
has been assigned to protonated MBH2+ [228–230, 234] or
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Table 10. Compilation of the (photo)physical properties of selected dye/host systems.

Dye Host Property Ref.

[Ru(bpy)3]2+/ hectorite luminescence quenching [300]
[Ru(phen)3]2+ bentonite electron transfer quenching [375]

low-iron montmorillonite electron transfer quenching [375]
hectorite electron transfer quenching [375]
hectorite photoxidation of water [376]
hectorite (and other clays) excited state properties depending [365]

on entantiomer/racemic
laponite luminescence quenching at internal [380]

and external surfaces
laponite (bpy/phen) luminescence quenching [377]
ZRP luminescence quenching [378, 379]
LDH (modified phen) fluorescence self-quenching [167]
zeolite Y luminescence quenching [381]
zeolite Y photoinduced electron transfer [18, 382, 383]
zeolite Y photoinduced charge separation [18, 384]

along a redox chain
zeolite Y, L, mordenite photoinduced electron transfer [18, 385, 386]

via donor–acceptor diads/triads
silica gel matrices luminescence quenching [387]

Porphyrins and synth. saponite energy transfer [176–178]
phthalocyanins (Pc) saponite hole burning [388]

Zr–phosphonate photoinduced charge transfer [313]
TaS2 (Pc) superconductivity [175]
H2Ti4O9 fluorescence self-quenching [116, 183]
zeolite L photoinduced hydrogen evolution [389]
AlPO4-5 photostability [180]
AlPO4-5 (Pc) hole burning [186]
FSM mesoporous silica photostability [188]
silica gel fluorescence, energy transfer [187]
silica/titania gel fluorescence, energy transfer [187]

Methylene blue hectorite sensitizer for photoxidation [227]
laponite sensitizer for photoxidation [227]
V2O5 reduction, dimerization [126]
ZRP dye-modified electrode [390]
2H-TaS2 superconductivity [131, 133]
faujasiteY hole burning [213]
faujasite X hole burning [213]

Methyl viologen montmorillonite photochromism [391]
photoreduction of water [190]

bentonite fluorescence decay [396, 397]
hectorite fluorescence decay [396, 397]
2H-TaS2 superconductivity [131–133]
MPS3 (M = Mn,Fe,Zn,Cd) chemochromism [398–400]
V2O5 dye-electroreduction [394]
ZrP photoinduced electron transfer [313, 314]
ZrP photocurrent generation [192]
K4Nb6O17, HNb3O8 photoinduced electron transfer [116, 392]
H2Ti4O9 photoinduced electron transfer [116, 393]
HTiNbO5 photoinduced electron transfer [116]
zeolite L photoreduction of water [389]
zeolite Y dye-modified electrodes [395, 401]

fluorescence, photolysis [374, 402]
electron/charge transfer [10, 297]

ZSM-5 fluorescence, photolysis [374, 402]
mordenite fluorescence, photolysis [374, 402]

Rhodamines saponite fluorescence [201, 216]
laponite energy transfer [244]
AlPO4-5 fluorescence quenching [204]
mesoporous silica fiber lasing [217]
silica gel fluorescence lifetime [222]
silica/block copolymer lasing [221]

continued
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Table 10. Continued.

Dye Host Property Ref.

Crystal violet montmorillonite electric linear dichroism [247]
montmorillonite K10 electric linear dichroism [248]

Azobenzenes/hemicyanins, magadiite photomechanical effect [258]
cf. Table 7 MnPS3, CdPS3 SHG, magnetism [249–251]

ZrP SHG, controversial results [259, 260]
M41S solvent induced lattice expansion [74]
AlPO4-5 photoswitchable birefringence [255, 403]

Spiropyranes montmorillonites photochromism [278–280]
faujasites (HY, DAY) photochromism [276]
SiMCM-41 photochromism [276]
SBA-15 photochromism [277]
silica gel photochromism [404]
aluminosilicate gel photochromism [405]
organic/silica gel photochromism [406–408]
polymer/silica photochromism [277]

to J-aggregates [210, 234]. The dye loading in these experi-
ments is so low that all of the dye cations could be attached
to the surface with their aromatic rings parallel to the clay
sheets. In addition the space demand of the aggregates
is much lower than that of flat lying molecules (adsorbed
flat 135 Å2, adsorbed edgewise 75 Å2; when tilted 85–
100 Å2 depending on the tilt angle). Thus one would expect
domains of different aggregates, flat lying dye cations, and
dye-free surface and not the idealized H- and J-aggregates
[231, 234, 235]. This conclusion is in agreement with a very
recent molecular simulation work of MB arrangements in
the interlayer space of beidelites and on external surfaces
of micas [423]. These authors show conclusively that water
influences strongly the type of aggregation formed and thus
increases the complexitiy of the whole system.

Thus—despite enormous effort—a conclusive interpreta-
tion of all experimental facts is still lacking and the exact
mechanisms of how MB adsorbs to clay minerals are still
unknown and are expected to be rather complex. At the
moment the following scenario could be reasonable: It is
known that the aggregate formation of MB and similar dye
cations is strongly influenced by the ionic strength of the
solution, though it would not be surprising if dye aggregation
would be triggered by the peculiar electrolyte situation in the
Gouy–Chapman layer around the clay particles as soon as
dye monomers (out of a very thin solution) enter in the near
surrounding of the clay particles. The electrostatic attraction
of the MB cations to the negatively charged clay particles
leads to an enrichment near the particles, which favors also
aggregate formation. (It is worth noting that the final state of
the MB adsorbate on kaolinite is not influenced by the pres-
ence of aggregates in solution [424] and that on laponites—
a synthetic clay mineral with low layer charge caused by
substitution in the octahedral layers only—no aggregation
has been observed. This indicates clearly the importance of
the layer charge density for the aggregation tendency.) If
attached to the surface MB cations in the aggregates will
not be very mobile due to their size or their arrangement in
domains. It should be noted that most of the experiments to
intercalate these dye species have been started from highly
dispersed clay suspensions. Thus the uptake is not necessar-
ily a diffusion process in the bulk but more of an adsorp-

tion and flocculation process on external surfaces. If there
is a stacking mediated by flat lying dye molecules a par-
tial rearrangement of the MB and water may occur leading
to a measurable layer distance. However, the precipitates
or films of the dye/clay composite should be considered as
highly disordered tactoid, containing voids filled with exter-
nally adsorbed dye–water clusters of various sizes (Scheme 9
is a trial to visualize the complex structure). Xiang et al.
described peculiar macroscopic structures of such precipi-
tates with [Ru(bpy)]2+ and MV2+ [425].

Methylene blue in zeolite Y occurs only in the monomer
form and its position depends on the preparation procedure
(see Section 5.5.2). The loss of one methyl group leads to an
additional absorption peak, which is also blueshifted [426].
Thus, the question arises whether all blueshifted spectral
features in the MB/clay complexes are due to aggregation
or are caused at least in part by demethylated MB. It is
known that MB loses methyl groups under acidic or basic
conditions [427] (the acidic character of the clay surfaces
may be documented by the MBH2+ formation). In case of
thionine insertion we have very similar features as in case of
MB: aggregation by adsorption on clays [428] and monomer
uptake in zeolite Y [211]. However, there is an additional
effect not observed in case of MB. Equilibrating the thio-
nine/zeolite Y complex in water vapor leads to a dramatic
blueshift of the thionine absorption peak [212]. Thus, the
uptake of water is assumed to trigger a rearrangement of the
thionine cations to dimers located in the supercages of this
zeolite [212]. This may happen to minimize the interface of
the hydrophobic aromatic rings toward the water surround-
ing. It seems to be a general rule that the anthracene shaped
heterocyclic dyes show a tendency to aggregation in clay sys-
tems [32] (at least on the outer surfaces) and are inserted
as monomers in framework structures [211–216].

Inspite of the peculiar features of the rhodamine con-
figuration (the phenyl ring is rotated toward the xanthene
ring by nearly 90�) the tendency to form aggregates is
not excluded completely. Whereas Arbeloa et al. assume
the existence of J-aggregates (dimers and trimers) of rho-
damine 3B on external surfaces [208], Japanese scientists
discuss the formation of H-aggregates of rhodamine 6G (see
model in Fig. 20b) in the interlayer space of the synthetic
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Figure 26. Schematic structural arrangements of aggregates in var-
ious dye-intercalation compounds: (a) Simplified visualisation of
H-aggregate and J-aggregate assemblies. (b) Schematic view of a
porphyrin–synthetic saponite complex visualizing the proposed size
mathing effect. Left: View parallel to the layers. Right: Top view
indicating to different assemblies of the porphyrin units. Adapted
from [177]. (c) Different models of arrangements for the C12AzoC5N+

azobenzene in montmorillonite [257]. (d) Proposed models for azoben-
zene/magadiite complex [258]. Left: Interdigited arrangement. Right:
Bilayer arrangement. The first one is more probable because of the
observed photomechanical layer expansion. (e) Tentative model of the
DAMS+ arrangement in the interlayer galleries of MPS3. Adapted from
[429].

fluor-taeniolite [89]. The molecular simulation discussed in
Section 5.4.2 indicates that H- and J-aggregates of rho-
damine B can exist only or simultaneously with monomers in
the interlayer space in intercalation compounds with various
layer expansions. Aggregates have also been found for flu-
orescine intercalation in a layered double hydroxide [106].
H- and J-aggregates of a rhodamine derivative have been
observed also in silica gels depending on the concentration
of the dye [222]. The transition from J dimers to H dimers
was found for a specific concentration. In the concentration
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range of the J dimer there is a large tunability both in the
emission spectrum as well as in the lifetime values of the
excited state. This tunability makes these systems good can-
didates for preparation of Rh 110 solid tunable laser dyes
[222]. In the rhodamine inclusion compounds of AlPO4-5 an
aggregate formation is prohibited due to the channel size,
but there is a strong blueshift which has been attributed to
a very strong host–guest interaction [204].

In the crystal violet intercalation compound of zirconi-
umphosphate aggregate formation (causing blueshift) has
been observed with increasing dye concentration. The pro-
cess of uptake starts with a sequence of various protonated
states of this dye cation (well pronounced redshifts), the
appearence of the unprotonated monocation, the dimer,
and ends up with the formation of stacked (CV+�n species
[243]. For optimal �–� interaction the dye cations should
be arranged perpendicular to the host layers, which has
been found in computer assisted model building. Blueshift
accompanied with the formation of H-stacks has also been
observed in intercalation compounds of crystal violet in
smectites [32].

In a recent study of the porphyrin interaction with a syn-
thetic saponite no aggregation of the porphyrins has been
observed [176–178]. The observed redshift is explained by
the flattening of the bulky side groups as proposed earlier
[191, 420]. The very peculiar monolayer adsorption seems to

Scheme 9.
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be caused by an ideal matching of the charge distribution on
the clay layers and on the porphyrin molecules (see Fig. 26b)
[176]. Porphyrins are too big to be incorporated in zeo-
lites or other framework structures except the mesoporous
systems of the MCM41 type. Even in these large pore sys-
tems (pore diameter 35 Å) there are no indications for
aggregation [153, 179]. The trial to incorporate porphyrins
and phthalocyanins into AlPO4-5 shows that these rather
big molecules are not incorporated in the channels of the
AlPO4-5 structure (channel width 7.4 Å) but included in
mesopores. The molecules are occluded in monomeric form
also and show a remarkable photostability [180].

Aggregation phenomena have been observed also in
azobenzene and hemicyanine type intercalation com-
pounds in layered host lattices. Recently Ogawa and
Ishikawa reported the successful intercalation of alkoxysub-
stuted azobenzenes into montmorillonites (C12AzoC5N and
C8AzoC10N; see Table 7 and Scheme 5) [256, 257]. The
intercalation of these amphiphilic azodyes alters the surface
properties of montmorillonite to strongly organophilic. Con-
sequently these intercalation compounds swell in organic
solvents like toluene or chloroform. The absorption bands
assigned to the azo-moiety of the intercalation compounds
are shifted toward higher wavelength with respect to the
corresponding absorption bands of the unintercalated azo-
compounds in aqueous solution indicating J-aggregate for-
mation in the interlayer space. The difference in redshift
has been assigned by the authors to different tilt angles of
the azo-groups with respect to the clay layers leading to
a varying extent of azobenzene interaction of neighboring
molecules (see Fig. 26c [257]). Very similar results have been
observed for magadiite intercalation compounds [93]. Due
to the higher layer charge of the silicic acid the layer dis-
tance becomes larger as well as the tilt angle of the azoben-
zene chromophore and thus leads to a lower redshift of the
absorption band. In a very recent publication, Ogawa was
successful in intercalating another azobenzene derivative
in magadiite [258], carrying only one shorter substitutional
alkoxy group on one of the benzene rings. The absorp-
tion band of this intercalation compound shows a slight
blueshift relative to that of the unintercalated species in
ethanolic solution, indicating the formation of H-aggregates.
It is assumed that these cations form an interdigited mono-
layer with face-to-face interaction of neighboring azoben-
zene chromophores, thus the H-aggregates (see Fig. 26d)
[258].

J-aggregate formation has been observed also in those
stilbazolium (hemicyanine-type, most interesting species
DAMS+� intercalation compounds in MnPS3, which show
a SHG effect. In these compounds the molecular plane
is arranged perpendicular to the host layers, so that the
�–� interaction between neighboring DAMS cations is
possible [429]. It is questionable whether the assumed stack-
ing (Fig. 26e) is compatible with the J-aggregate formation
deduced from the redshift of the absorption spectrum. The
situation is quite different in case of the DAMS+ inter-
calation in the fluorine taeniolite [252]. The intercalation
leads to a strong broadening of the absorption spectrum
as for the solid iodide salt of DAMS. The broadening is
extended to lower as well as to higher wavelengths. From
a peak at the lower wavelength region (with respect to the

spectrum in solution) one could deduce a tendency to form
H-aggregates, opposite to the situation in the MnPS3 inter-
calation compound.

Up to now the discussion was devoted exclusively to
self-organization of the adsorbed/inserted dye on the inter-
nal and external surfaces and their interaction with these
surfaces. Now we look at the competitive or coopera-
tive effects between different adsorbates. Information about
these effects comes from photophysical and from adsorp-
tion studies. The coadsorption systems investigated can be
divided in the following categories: (i) charge complexes of
pyridinium acceptors and aromatic donors [10]; (ii) the alky-
lammonium/pyrene coadsorbates (see Section 3.3.7 [14, 15,
290–295]); (iii) the competive co-adsorption of two or more
dye species.

Only the third category shall be treated in detail stress-
ing mainly the aspects related to energy and electron trans-
fer. Competitive adsorption has been studied for the follow-
ing dye couples: MB/TFT [202, 421], MB/proflavine [421],
and MB/acridine yellow [232, 421]. These couples have been
chosen to avoid spectral interference. In the simultaneous
uptake of MB/TFT both dyes are adsorbed to a similar
extent up to the cec; above the cec TFT is adsorbed prefer-
ently accompanied with a slight loss of the MB content. In a
sample previously loaded with MB the additionally adsorbed
TTF cannot replace MB to an extent expected from the
binding coefficient of the pure MB/clay system. The over-
all uptake of both dyes in the experiment exceeds that of
the cec by a factor 1.5 [202] to 2 [421]; that means most of
the material must be deposited on external surfaces of the
clay. The presence of TTF seems to change the MB species
present in the pure system (from dimers to monomers and
a higher content of MBH2+). In the MB/acridine absorption
the nonadditivity of the absorption spectra of the individual
dyes is attributed to the formation of mixed aggregates on
the clay particles [232]. Significant spectral variations with
time were observed: for suspensions containing the SWy-1
montmorillonite they were mainly due to the reorganiza-
tion of the dye molecules on the clay particles; for systems
containing laponite the spectral changes were ascribed to
association processes of the clay particles. A further study
of coadsorption of dyes was devoted primarily to how co-
adsorbed species influence the energy transfer between a
donor (here rhodamine 6G) and various acceptors. In the
case of co-adsorption of rhodamine 6G and crystal violet the
energy transfer (i.e., fluorescence quenching) is most effi-
cient when the donor is surrounded by acceptor species only
[244].

To optimize the electron transfer or other desired photo-
functions it is essential to know how the fate of the dye
excited state is influenced by the immediate surrounding
of the dye and how to control it. The central point of
these investigations is the determination of the luminescence
properties, mainly lifetime and decay mechanisms. The var-
ious parameters of importance shall be discussed for the
well investigated sensitizer [Ru(bpy)3]2+. First of all oxygen
is one of the most important luminescence quenchers and
has to be excluded in all experiments to determine lumines-
cence properties, irrespective of the dye under investigation.
Another crucial quencher is iron. It plays an essential role
when natural clays are applied as matrices for dye/inorganic
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composites [300, 375]. It is interesting to note that the struc-
tural iron (although 4 Å apart) is more effective than Fe3+

in the interlayer galleries. To circumvent this problem one
has to use those natural clays with a very low iron con-
tent or purely synthetic clays without any trace of iron. In
the [Ru(bpy)3]2+/layered host composites (see Table 10 and
[167, 375–380]) as well as in many other dye/inorganic sys-
tems [14] the emission kinetics can be fitted with a double
exponential decay. This behavior is assumed to be caused
by different sites on the solid surface. However, in the
case of the [Ru(bpy)3]2+/clay system the results can be fit-
ted with a single exponential decay if the measurements
have been carried out under low-level illumination using
the time-correlated single-photon counting (see Table 11)
[375]. The slightly longer lifetime compared to that in water
is in accord with the ∼30% increase in emission quantum

Table 11. A selection of lifetime data for excited states of dye/inorganic complexes under various conditions.

Host Guest (1 (�s) (2 (�s) Ref.

[Ru(bpy)3]2+, water ∼065 [430]
[Ru(bpy)3]2+, dichloride, 043

crystalline

Hectorite [Ru(bpy)3]2+, 0062 0350 [375]
08 [375]

+[Zn(bpy)3]2+, 2 × 105 M, 0076 0714 [375]
6× 105 M 0098 0788 [375]

TMS 33 mmol [Ru(bpy)3]2+ per 024 0992 [431]
100 g TSM-PVP

TMS 1 mmol [Ru(bpy)3]2+ per 0265 154 [431]
100g TSM-PVP

Laponite 0.30 meq/g 112 [430]
Montmorillonite 0.05 meq/g 152 [430]
Nontronite 0319 [386]

0.05 meq/g 120 [430]
0.05 meq/g 120 [430]
0.10 meq/g 198 [430]

[Mg298Al104(OH)8]− [Ru(BPS)3]4−/[Zn(BPS)3]4− 1:0 0544 296 [360]
1:1 431
1:9 56

Zeolite Y 6.9 [Ru(bpy)3]2+/u.c. 0266 [381]
3.2 [Ru(bpy)3]2+/u.c. 058
H2TMAP4+, in water 00093 [177]
Zn2TMAP4+ 00018 [177]

Synthetic saponite H2TMAP4+, externally 00041 [177]
H2TMAP4+, intercalated 00032 [177]
Zn2TMAP4+, externally 00007 [177]
Zn2TMAP4+, intercalated 00004 00001 [177]

H2TMPyP4+ in water 00041 [182]
00051 [176]

H2TMPyP4+ in methanol 00072 [182]
H2TMPyP4+ in glycerol 00108 00012 [182]
H2TMPyP4+ 4I 00057 [182]
Zn2TMPyP 00013 [176]

HxTi4O9 H2TMPyP4+ 0006 00012 [182]
Synthetic saponite H2TMPyP4+, external 00038 00007 [176]

H2TMPyP4+, intercalated 00032 00002 [176]
Zn2TMPyP4+, external 00006 00002 [176]
Zn2TMPyP4+, intercalated 00005 [176]

Note: TSM = fluorotetrasilicic mica; PVP poly(vinylpyrrolidone).

yield. The missing concentration dependence of the self-
quenching rate (quenching by other [Ru(bpy)3]2+ complexes
in close distance) has been attributed to a nonrandom distri-
bution of the complex ions in the interlayer space. This situ-
ation would result if at low loadings a given interlayer would
be completely saturated with [Ru(bpy)3]2+ whereas neigh-
boring interlayers are not occupied at all. The large effec-
tive concentration in the intercalated domains would explain
the high self-quenching efficiences. A [Ru(bpy)3]2+ com-
plex diluted by [Zn(bpy)3]2+, which is photochemically silent
under proper illumination conditions, leads to a decrease
of the self-quenching rate [375]. A similar reduction of the
self-quenching rate has been observed if the [Ru(bpy)3]2+

complex has been diluted with a polymer [431]. The influ-
ence of the strong electron acceptor viologen has also been
tested [375] using two different types of viologens with
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the same redox potential: the zwitterionic system propylvi-
ologen sulfonate and MV2+. Whereas there is a complete
lack of quenching in the presence of MV2+, clear evidence
of electron transfer mediated quenching by PVS has been
observed. This difference in behavior has been explained
by a complete segregation of the positively charged MV2+

ions from [Ru(bpy)3]2+ upon intercalation/adsorption. Table
11 summarizes some lifetime data for [Ru(bpy)3]2+ under
various conditions. In contrast to the clay intercalation com-
pound there is a strong inverse relationship between emis-
sion intensity and concentration for the zeolite encaged
[Ru(bpy)3]2+ complex [381]. In the sample with the high-
est complex concentration ([Ru(bpy)3]2+-Y(6.9)) the formal
concentration corresponds to 0.77 M in free solution and the
extremities of the complexes are almost in contact with one
another through the 12-membered rings separating the large
cavities. In a sample containing half as much of [Ru(bpy)3]2+

the lifetime of the excited state is the same as in an aqueous
solution (see Table 11), and it is expected to exceed 600 ns in
a more dilute sample but would not be greatly different from
the lifetime of the complex in aqueous solution. The pres-
ence of water influences the lifetime also. Although water
is not a ligand in the [Ru(bpy)3]2+ complex, the OH vibra-
tions must couple with the excited complex such that radi-
ationless transitions occur [381]. Self-quenching by neigbor-
ing dye cations has been observed also in the porphyrin/clay
system (see Table 11) [177, 178]. In general one can sum up
that the variation of lifetimes in dye/layered systems is about
±1 order of magnitude higher/lower than in the aqueous
solution of the free dye.

The unavoidable close contact of dyes in layered sys-
tems, the tendency to from domains corresponding with
a concentration of the dye, and the often-observed aggre-
gate formation are unfavorable conditions to elongate the
luminescence lifetimes. Thus, to increase the quantum effi-
ciency of fluorescence it is necessary to isolate the dye
species from contact with other dye molecules, reduce the
host–guest interaction, and restrict nonradiative processes
due to molecule tumbling and internal rotational motions.
Now there is overwhelming evidence that framework struc-
tures like zeolites, zeolite related compounds, silica gels, and
ormosils are much more suitable matrices for this purpose
than the layered host materials. This has been demonstrated
just recently with the invention of new laser materials based
on rhodamine 6G/ormosil type gels [217, 221] or rhodamine
110/silica gel [222]. Calzaferri et al. have shown that dye
molecules in the channels of hexagonal zeolite L crys-
tals provide fascinating possibilities for building an artifi-
cial antenna device which consists of highly concentrated
monomeric dye molecules of up to 0.4 M with a high lumi-
nescence quantum yield in a specific arrangement (see Sec-
tion 6.2) [215, 410, 411, 432, 433].

6.2. Light Harvesting Antennas, Charge
Separation, and Artificial Photosynthesis

To establish artificial photosynthetic systems the total prob-
lem can be divided into partial goals. For each of these
partial problems simple chemical model systems have been
created and their photophysical and photochemical prop-
erties investigated. In that way insight in the mechanism

of the underlying processes and the requirements for the
optimal design have been obtained. Based on these results
and on the growing knowledge about the structure and the
photophysical properties of the natural photosynthetic nano-
machines (see, e.g., for the photosystem II of plants [434])
the models have been improved continuously over the last 30
years. The development of these artificial architectures is a
paradigmatic example of the growing field of supramolecular
chemistry. Table 12 shall give an overview about the partial
goals, the chemical models, and the main inventors of this
field. Apart from the efforts made with dye/inorganic nano-
composites essential inventions are included which were
closely related to our systems of interest.

In the first trials to mimic photosynthesis, the antenna
system has been replaced with a photosensitive compound,
which can undergo reversible redox reactions and which is
stable enough toward light induced chemical side reactions.
In combination with electron acceptors the essential steps
in the reaction center of the natural photosynthetic systems
can be simulated. However, the choice of a suitable elec-
tron acceptor is a difficult goal since the electron exchange
is determined by many factors whose interplay is not easy
to figure out [422]: the ionization potential of the donor,
the electron affinity of the acceptor, the tendency to form
free radicals, contact ion pairs, or charge transfer complexes,
the interaction with the environment (i.e., the solvents for
the educts, the photosensitized states, and the products),
and possible orbital overlap or the topology of the nuclei.
A useful guideline is the difference in the electrochemical
potentials in the excited and ground states and their change
with solvents and other experimental conditions. Other cru-
cial points for the photoinduced electron transfer are the
following: (i) the electron transfer has to be faster than any
luminescence or self-quenching processes of the sensitizer;
(ii) the backtransfer of the electron from the reduced accep-
tor to the sensitizer has to be retarded below the level of
diffusion controlled backreaction.

Since the first trials to mimic photosynthetic solar energy
transduction [Ru(bpy)3]2+ and other closely related Ru
complexes became the most used photosensitizers [18, 51,
69, 436, 442–444]. The electron acceptors, which won out
against other candidates [442], are MV2+ or other violo-
gen systems [18, 51, 52, 69, 436]. The electron transfer rate
constant in aqueous solution is near the diffusion-controlled
limit, nearly independent of the charge of the viologen
(MV2+ vs the zwitterionic species PVS) [52]. The situation
changes drastically if adsorption processes come into play:
the quenching rate for the electron transfer to PVS is not
changed seriously by addition of the SiO2 colloid [52] or of
the hectorite [375]; but for MV2+ it is enhanced by nearly
two orders of magnitude to 5× 1010 in case of the SiO2 col-
loid [52] and lowered by the same order if hectrorite has
been added [375]. The latter effect has been explained by
a strong segregation of [Ru(bpy)3]2+ and MV2+ on the hec-
torite surface (see Section 6.1). The backtransfer in homoge-
neous solutions is in the same order as the forward reaction.
In case of the SiO2 gel it is retarded by two orders of mag-
nitude (compared to the homogeneous system) because the
negatively charged PVS− radical is pushed away from the
negatively charged SiO2 surfaces [52].
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Table 12. Supramolecular assemblies designed for mimicking photosynthesis.

Partial goals Chemical models Inventors, year, Ref.

Antenna (light harvesting) (PZP)3-PZC-P-C60 Gust et al., 1997 [435]
dye energy transfer cascades-zeolite L Calzaferri et al. [410, 411]
ZrP(HTiNbO5)coumarin-fluorescein- Kaschak et al. [450]

porphyrin- ZrP(HTiNbO5)-MV2+

Reaction center (charge separation) [Ru(bpy)3]2+/Fe(H2O)3+6 and other Whitten et al., 1975ff. [43, 436]
electron transfer quenchers Sutin et al., 1976 [44]

[Ru(bpy)3]2+-MV2+ Bock et al., 1974 [437]
TEOA-[Ru(bpy)3]2+-PVS0-SiO2-colloid Willner et al. [52]
TEOA-ZnTMPyP4+-PVS0-SiO2-colloid Willner et al. [52]
[Ru(bpy)3]2+-MV2+(PVS0)-hectorite Ghosh and Bard, 1983 [375]
[Ru(bpy)3]2+-MV2+-Zeolite Y Dutta and Turbeville, 1992 [383]
[Ru(bpy)3]2+-MV2+-dyads-Zeolite L Krueger et al., 1988 [385, 386]
[Ru(bpy)3]2+-DQ2+-Zeolite Y-PVS Borija and Dutta, 1993 [384]
[Ru(bpy)2(bpz)]2+-[Ru(mmb)3]2+- Sykora and Kincaid, 1997 [447, 448]

DQ2+
55 -Zeolite Y-PVS

viologen2+-Cl−(Br−)-Zr-P Vermeulen and Thompson [314]

Hydrogen evolving systems TEOA-[Ru(bpy)3]2+-[Rh(bpy)3]3+-Pt Lehn et al., 1977 [46]
EDTA-[Ru(bpy)3]2+-MV2+-Pt Keller et al., 1980 [438]
EDTA-[Ru(bpy)3]2+-MV2+-sepiolite-RuS2 Van Damme et al., 1986 [50]
TEOA-[Ru(bpy)3]2+-MV2+ Villemure et al., 1986 [198]

montmorillonite
EDTA-ZnTMPyP4+-MV2+-zeolite L-Pt Persaud et al., 1987 [389]
viologen2+-Cl−(Br−)-ZrP-Pt Snover and Thompson, 1994 [439]
RuL2+

3 -K4−xHxNb6O17-Pt Kim et al., 1991 [441, 456]
H+/K4Nb6O17 Abe et al., 1997 [120]
H2Ti2O5 and Cs2Ti2O5 Kudo and Kondo, 1997 [117]
H2Ti2O5-Pt Kudo and Kondo, 1997 [117]

Oxygen evolving systems RuO2/[Ru(bpy)3]2+-[Co(NH3�5Cl]2+ Lehn et al., 1979 [47]
hectorite-[Ru(bpy)3]2+-[Co(NH3)5Cl]2+- Nijs et al., 1982 [376]
[Ru(bpy)3]3+-zeolite Y Dutta, 1997 [18]

Artificial photosynthesis [Ru(bpy)3]2+ monolayers Whitten et al., 1976 [440]
sepiolote-RuO2-[Ru(bpy)3]2+/ Nijs et al., 1983 [49]

Eu3+-Al(OH)3gel-Pt
K4Nb6O17-Ni/NiO Kudo et al., 1988 [115]
A2−xLa2Ti3−xNbxO10-Ni/NiO Takata et al. [118]

Proton gradients C-P-Q triad-liposome vesicle Gust et al., 1997 [435]

The photoelectron transfer within a zeolite exhibits a
behavior quite distinct from that of other microheteroge-
neous supports [383]. The size of the [Ru(bpy)3]2+ complex
ensures that it is trapped within the supercages of zeolite
Y. Its density is adjusted to a value so that 1 out of 14
supercages is occupied by the complex. The other cages are
filled with methyl viologen. It can migrate through the zeo-
lite network. The formation of the MV+• radical occurs on
the 15 ns time scale. Two pathways are observed for the fate
of the transferred electron: rapid backtransfer is observed
on the microsecond time scale; a slower process leads to
charge separation and stabilization of the redox pairs for
extended periods. The latter process has been explained by
diffusion of methyl viologen through the cages. Due to par-
ticular orientations of these molecules (in principle two MV
species could occupy one supercage) electron hopping along
adjacent molecules could occur leading to charge separa-
tion. The kinetics of this process is influenced by diffusion of
cocations, necessary to balance the charge of the migrating
photoelectron.

A strong increase of the electron transfer rate has been
achieved by covalent linking of the [Ru(bpy)3]2+ complex
and the viologen moiety (diads) [445]. In case of the diads
the forward reaction depends on the length of the spacer
and the conformation of the molecule [18, 446]. The time
scale of this process varied from picoseconds to hundreds
of nanoseconds. Back electron transfer in the diads is a fac-
tor of 10 faster than the forward reaction. However, if these
diads had been inserted in the channels of zeolite frame-
works (see Fig. 27) the backreaction would have been low-
ered by as much as 104 for five CH2 units as compared to
that in solution [386]. Up to now no experiments concerning
the intercalation of these diads in clay systems have been
carried out.

The back electron transfer can be prevented if a sacrifi-
cial donor like triethanolamine (TEOA) or EDTA is added
to the solution, which reduces the [Ru(bpy)3]3+ formed
during the electron transfer from the excited state to the
acceptor. A further possibility is to transfer the electron
from the first acceptor to another one or to consume it
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Figure 27. Schematic drawings of various charge separation assemblies:
(a) Possible diad assemblies in zeolite L. The diads consist of a violo-
gen (A) covalently attached to a Ru–bipyridine complex (D). D in the
smaller circles means sacrificial donors. The cases a and 2 are described
in the text. Adapted from [18]. (b) A triad zeolite L assembly. Adapted
from [18]. (c) Redox cascade with sensitizer and first electron accep-
tor in zeolite Y, redrawn according to [18]. (d) Modified redox cascade
with a sacrificial electron donor and sensitizer arranged in neighboring
supercages of zeolite Y, redrawn following [447, 448].

for irreversible chemical reduction reactions (i.e., hydrogen
formation by water splitting; see later). The electron transfer
to other acceptors is realized in the natural photosynthesis
system (see Fig. 3). It has been simulated in some frame-
work structures based on the [Ru(bpy)3]2+–(CH2�n–MV2+

diad/zeolite L systems [18, 385, 386]. The authors used as
a donor promethazine (PMZ+, a thionine derivative). This
cation is able to reduce Ru3+ but not Ru2+*, resulting in a
final charge separated state PMZ2+•–[Ru(bpy)3]2+–(CH2�n–
MV+• (see Fig. 27a, case 1) [18, 386]. This charge-separated
state collapses back to the ground state indicating that the
PMZ2+• on the surface has access to the MV+•. Thus,
the MV+• in the supercages is somehow exposed to the
zeolite–solution interface. Case 2 in Figure 27a was observed
with [W(CN)8]4− in solution, which quenched [Ru(bpy)3]2+•

forming [Ru(bpy)3]+. This reaction is followed by a fast sec-
ond electron transfer to MV2+, resulting in [W(CN)8]3−–
[Ru(bpy)3]2+–(CH2�n–MV+•. The quantum yield of charge
separation for this system was 10%, significantly higher than
in all other systems discussed so far.

Mallouk and co-workers also reported on the molecular
system [Ru(bpy)3]2+–(CH2�n–2DQ2+–BV2+ formed at the
zeolite–solution interface by ion exchange of the system
[Ru(bpy)3]2+–(CH2�n–2DQ2+ diad into a benzylviologen

loaded zeolite L (see Fig. 27b) [18, 385]. Photoexcitation
leads to efficient quenching of the [Ru(bpy)3]2+• by the cova-
lently bound DQ2+. The lifetime of this charge separated
state amounts to 0.44 �s, whereas it lives less than 5 ns
in solution. There is a subsequent charge transfer from the
more strongly reducing agent DQ+• to BV2+. The Ru3+–
BV+• thus formed decays considerably slowly (∼37 �s),
leading to a long lived charge separated state. In another
ternary system intrazeolitic electron transfer occurs between
encapsulated [Ru(bpy)3]2+ and 4DQ2+ with a higher reduc-
tion potential than MV2+, followed by a second electron
transfer to the zwitterionic neutral viologen PVS present
in the surrounding solution (see Fig. 27c) [18, 384]. While
the quantum yield is very low (5 × 10−4�, this system is
quite important because it represents the first photochemical
electron cascade assembly that leads to permanent charge
separation in the absence of a sacrificial electron donor.
The charge separation efficiency can be greatly improved,
if a potential donor is properly positioned in the cage adja-
cent to the sensitizer (see Fig. 27d) [447, 448]. The role of
this donor is kept by [Ru(mmb)3]2+. The trivalent oxida-
tion state of this donor is favored over [Ru(bpy)2(bpz)]3+.
Upon selective excitation of the [Ru(bpy)2(bpz)]2+ sensi-
tizer an initial photoproduct [Ru(bpy)2(bpz)]3+ · DQ+•

55 is
formed. Reductive quenching of the oxidized sensitizer
by [Ru(mmb)3]2+ leads to a the charge separated pair
[Ru(mmb)3]3+ ·DQ+•

55 , which is separated by a reduced sen-
sitizer molecule. Since the undesirable back electron trans-
fer is strongly suppressed in this arrangement, the DQ+•

55
can be oxidized by PVS in solution. The extent of reduc-
tion of PVS upon prolonged irradiation is enhanced dra-
matically with respect to that of Duttas arrangement. In
order to produce the [Ru(mmb)3]2+/[Ru(bpy)2(bpz)]2+ cou-
ple in adjacent supercages an effective synthetic scheme has
been applied which exploits the susceptibilty of coordinated
2,2′-bipyrazine (bpz) to attachment of secondary metal com-
plexes. A zeolite loaded with [Ru(bpy)2(bpz)]2+ is treated
with a solution of [(H2O)Ru(NH3�5](PF6�2, whereupon a
Ru(NH3�5 fragment is attached to one of the peripheral
nitrogens of the coordinated bpz; this material, when treated
with excess 5′-mono-methyl-2,2′-bipyridine (mmb), yields a
zeolite sample which contains the two complexes entrapped
in neighboring supercages.

Vermeuelen and Thompson could realize a perma-
nent charge separation in the layer-by-layer deposited
ZrP–dialkylviologen–halide system shown schematically in
Figure 16 [69, 314], clearly visualized by the blue color of
the viologen radical. Photoreduction of viologen in these
thin-film samples is very efficient [449]. The primary pho-
toprocess involves a viologen centered excitation, followed
by oxidation of the halide anion. Subsequent structural
rearrangements lead to the ultimate charge-separated state
whose chemical nature is still uncertain. Ungashe et al.
were successful in forming multilayer assemblies with alter-
nating sheets of phosphonophenylporphyrin and phospho-
noalkylviologens [313]. The fluorescence of the porphyrin
layer is diminished by ca. 60% in the presence of the vio-
logen layers. No significant quenching is observed when
a layer of 1,12-dodecanediylphosponicacid was deposited
between the donor and the acceptor sheets. Data on the
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Figure 28. Tentative sketches of supramolecular assemblies for water
splitting and charge separation: (a) Hydrogen evolving system based on
Pt loaded zeolite L with MV2+ as an electron acceptor intercalated in
the zeolite. Sensitizer is a Zn–porphyrin arranged as a stopcock at the
end of the zeolite channels. Adapted from ref. [18]; originally published
by Persaud et al. [389]. (b) Hydrogen evolving system based on the
layered oxide K4−xHxNb6O17, loaded with as catalyst in the interlayer
space. Sensitizer is a Ru complex RuL2+

3 . Adapted from [441]. (c) Water
splitting unit based on K4Nb6O17. Ni particles are formed in the inter-
layer space of type I. The oxide serves as the light harvesting system.
Oxygen is deliberated in the interlayers of type II. Adapted from [115].
(d) Water splitting unit based on a layered perovskite. Ni particles are
formed at the external surfaces of the oxide. The oxide serves as the
light harvesting system. Oxygen is deliberated in the interlayer space.
Hydrogen evolved at the Ni particles at the interface solid/solution.
Adapted from [118]. (e) Deposited layer system unifying a light harvest-
ing antenna based on a polymer–porphyrin assembly and an electron
acceptor separated by inorganic layers. Charge separation lasts for a
millisecond. Apapted from [450].

lifetime of the photoinduced charge separation have not
been given. A modified multilayer assembly of viologen zir-
conium bisphosphonate on copper dithiolate multilayer con-
taining porphyrin units shows an improved photoinduced
charge separation with higher quantum efficiency and a bet-
ter fill factor of the photoelectrode. Upon illumination with
visible light a permanent and stable photocurrent can be
produced [192].

Applying the same preparation method (see also
Scheme 7) a photoredox “onion” can be grown by sequen-
tially adsorbing polymer bound viologen, �-ZrP, and poly-
mer bound [Ru(bpy)3]2+ layers onto amine-derivatized silica
particles [450]. In this simple assembly there is no quenching
of the [Ru(bpy)3]2+ excited state by viologen. The modest
driving force of this reaction (ca. 0.28 V) is not suffi-
cient for electron transfer on the time scale of the excited
state (600 ns) over a relatively long donor–acceptor distance
imposed by the �-ZrP sheets. However, addition of the
anionic electron donor p-methoxyanilinedi(ethylsilfonate) to
the suspension causes efficient excited state quenching. The
reduced [Ru(bpy)3]+ generated in this process is a substan-
tially stronger reducing agent than the excited ∗[Ru(bpy)3]2+,
and consequently rapid reduction of the viologen polymer
occurs across the �-ZrP layers. The charge separated state
is relatively long-lived (∼40 �s), because the backreaction
must occur across a [Ru(bpy)3]2+ polymer and �-ZrP layers.

The same authors have designed a multilayer film that
consists of a three-chromophore light harvesting layer, sep-
arated by an inorganic spacer from an electron acceptor
layer (see Fig. 28e) [450]. The three chromophores (flu-
orescein, coumarin, porphyrin) were chosen to maximize
spectral overlap. The coumarin and fluorescein molecules
are covalently bound to PAH. In the case of PdTAPP4+

all three cations are adsorbed simultaneously and in the
case of PdTSPP4− a cation–anion–cation sequence is used.
The assembly containing the anionic porphyrin, which is
a stronger triplet state reducing agent, shows an elec-
tron transfer reaction, as indicated by the disappearance
of the porphyrin phosphorescence. Interestingly, when an
HTiNbO5 spacer layer is substituted for �-ZrP (47%), the
same assembly has a higher overall quantum yield for
the four-component energy/electron transfer cascade (61%).
While the �-ZrP-containing sample shows a first-order decay
with a lifetime of 150 �s, the decay with the HTiNbO5
spacer is biexponential, and there is a substantial component
with a much longer (900 �s) lifetime. A plausible explana-
tion of this difference is that the semiconducting HTiNbO5
spacers play an active role in the reaction, by mediating elec-
tron transfer between the porphyrin and the viologen.

Some of these charge separation systems based on ZrP
hosts [192, 313, 450] are the first dye/inorganic composites
in which porphyrins have been used as sensitizers, whereas
the development of organic supramolecular systems mimick-
ing photosynthesis have started with porphyrins as the light
harvesting systems [194, 435]. In these systems the electron
acceptor is normally a quinone like in the natural photosyn-
thetic reaction centers.

To set up a continuous photosynthetic energy transduction
means that the oxidized sensitizer and the reduced acceptor
are lead back to their initial forms. This can be achieved
by applying sacrificial donors (TEOA or EDTA [18, 46, 47,
198, 442]) and irreversible reduction of a chemical species,
respectively. To mimic the natural process water should be
used for both processes: water oxidation (oxygen liberation)
for reduction of the sensitizer and water reduction (hydro-
gen evolution) to convert the acceptor. Water splitting is an
energy consuming process accompanied with strong overpo-
tentials on both electrodes, if carried out electrochemically
[51, 442], though it is not surprising that both processes need
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some electrode pretreatment or the application of very spe-
cific catalysts in order to reduce these overpotentials. The
same is true for the artificial systems discussed here. In nat-
ural photosynthesis hydrogen evolution is replaced by the
formation of NADPH, which is carried out by an enzyme
[53, 434]. The water splitting under liberation of oxygen has
been carried out also by a special enzyme, which contains a
manganese complex as the effective unit [53, 444]. In case
of the artificial systems various catalysts has been used. One
should note that only a few inorganic solids are known to act
as catalysts for these reactions. Pt, RuO2, RuS, or Ni/NiOx

supports the hydrogen evolution [51, 442]. Suitable catalysts
for oxygen liberation are much more restricted, mainly to
RuO2 and Ru metal [51]. These are the same systems which
are known to reduce the overpotentials in electrochemical
splitting of water.

More effort has been devoted to hydrogen evolving sys-
tems, because hydrogen would be an interesting fuel to
replace the decreasing resources of oil and gas. Thus we
will discuss first the few trials to get oxygen evolution and
then the experiments concerning photoreduction. The first
attempts to photoxidize water were performed with a hec-
torite supported RuO2 catalyst loaded with [Ru(bpy)3]2+ as a
sensitizer and [Co(NH3�5Cl]2+ as a sacrificial acceptor. How-
ever, this system failed to produce oxygen [50]. According to
the authors the reason could be that both species are inter-
calated in the interlayer space whereas the catalyst is located
on the external surface due to its size and mobility. Thus the
oxidized sensitizer has no access to the catalyst. Pretreating
the hectorite–RuO2 samples in hydrogen at 600 �C before
adsorbing the sensitizer leads to a collapse of most of the
interlayer spaces and to a strong reduction of the accessi-
ble surface. The [Ru(bpy)3]2+ ions are forced to remain on
the external surface where they can react with water over
the catalyst particles. Due to the pretreatment the RuO2
has been reduced to Ru metal; thus the active catalyst is
this metal or metal particles coated with a few monolay-
ers of oxide. These accessibility problems do not arise with
sepiolite, which gives considerable oxygen evolution when
loaded with RuO2 and the sensitizer and acceptor used in
the hectorite system. The species cannot be taken up in the
channels of this peculiar 2:1 clay mineral. Oxygen evolution
was also observed in a clay system using [Ru(bpy)2(H2O)2]2+

as a catalyst [376]. In case of [Ru(bpy)3]2+ encapsulated
in zeolite Y oxygen evolution has been observed when the
zeolite is exposed to an aqueous solution of pH 12 [18].
In this case the [Ru(bpy)3]3+ is reduced to the two valent
state by a direct reaction with water via many reaction steps
with covalent bonding of water to one of the bpy rings [18].
Quayle and Lundsford found CO2 formation instead of oxy-
gen evolution [451]. Only recently have attempts been made
to use manganese complexes covalently bound to the Ru–
polypyridine sensitizers as the sacrificial donors and catalyst
for water splitting [444]. However, the manganese complexes
were not active in water splitting.

As one can see in Table 12 there are much more trials
to realize reduction of water. No significant hydrogen evolu-
tion was observed with [Ru(bpy)3]2+ and MV2+ coadsorbed
on a Pt/smectite or RuO2 smectite due to the aforemen-
tioned segregation phenomena [50]. To avoid these segre-
gation phenomena sepiolite was used, but the activity for

hydrogen evolution remained low. One reason is the appli-
cation of EDTA as a sacrificial donor, since this donor
is repelled from the negatively charged silicate surfaces.
Second, the light induced electron transfer results in the
formation of a less charged reduced acceptor, which is less
strongly bound to the highly charged Ru complexes. Thus,
the more diffuse adsorption layer is prevented from react-
ing with the catalyst on the silicate surface. The stratifica-
tion of the adsorption layer (surface/[Ru(bpy)3]2+/3+/MV+/
EDTA) could enhance also a backtransfer of electrons to
the Ru complex. All these problems could be circumvented
by a new design of the clay–sensitizer–acceptor arrange-
ment [198]. Villemure et al. replaced EDTA with the neutral
donor triethanolamine [198]. In addition they loaded the
clay (montmorillonite) first with MV2+ and afterward with
the Ru complex. It could be shown that the complex can
displace only a rather limited amount of MV2+; this is in
agreement with X-ray data indicating a monolayer of methyl
viologen. [Ru(bpy)3]2+ is thus located only on the external
surfaces of the clay particles. Maximum hydrogen evolution
is reached if one dication out of three on the external sur-
face is [Ru(bpy)3]2+. It should be noted that there is no
additional catalyst present in this experiment. The authors
assume that the coexistence of electron acceptor sites at the
crystal edges and electron-donating sites, such as reduced
transition metals, may affect the electronic transfer to the
protons [198].

Hydrogen evolution has been demonstrated also in case
of the framework structure zeolite L as the support. To real-
ize a suitable reaction chain Persaud et al. generated in
the first step small Pt particles inside the zeolite channels
(see Fig. 28a) [389]. The electron transport chain was com-
posed of EDTA, ZnTMPy as the sensitizer, and MV2+ as
the electron acceptor. Since the porphyrin is too large to
penetrate into the 7 Å channels, it is ion exchanged onto the
zeolite interface. Upon photolysis the intrazeolitic viologen
molecules quench the excited singlet state of the porphyrin.
The electron donor EDTA, which has free excess to the pos-
itively charged porphyrin, is oxidized by the porphyrin, thus
stabilizing the MV+ radical. Significant hydrogen evolution
results only for high loading levels of MV2+.

Nijs et al. designed the only system based on dye/inorganic
composite showing water splitting [49, 50]. Based on a dis-
appointing experience in the development of a hydrogen
evolving system they combined their oxygen evolving sys-
tem with a new positively charged aluminum hydroxide col-
loid containing a metal ion with a suitable redox potential
as the electron acceptor and Pt deposited on the external
surface (see schematic view of the structure in Fig. 3b).
Both colloids undergo a spontaneous association in the pH
range 3–6. This system shows hydrogen and oxygen evo-
lution simultaneously, but the turnover numbers are quite
low. The authors are quite pessimistic with respect to the
future of these systems due to the irreversible character of
the A3+/A2+ redox couples.

The mechanism of water splitting in the layered oxides
differs completely from all other examples discussed to now.
Upon illumination of methyl viologen intercalation com-
pounds a coloration of the samples occurs indicating a pho-
toinduced electron transfer [116, 392, 393]. Since there is
no dye sensitizer in the system, the oxide layers themselves
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have to have taken over the role of the sensitizer. This
is related with their electronic structure. In contrast to all
other inorganic matrices we dealt with (which are insula-
tors) the layered transition metal oxides are semiconductors
with a bandgap in the order of 3.5 eV (corresponding to the
wavelengths of blue light to the UV) [452]. The water split-
ting capability of these oxides is much higher than that of
other oxides [51, 115, 455]. Catalysts supporting the hydro-
gen liberation, Pt [117, 453] or Ni/NiO [115, 118, 120, 454],
enhance the efficiency of the reaction. In the two most effi-
cient systems the proposed mechanism of the reaction is as
follows (see Fig. 28): Upon illumination electron–hole pairs
have been created in the oxide layers. The electrons flow
to the metal catalysts and initiate the hydrogen liberation
[118, 454]. The holes have been annihilated from electrons
originating from the water splitting in the interlayer gal-
leries. In case of the layered perovskites the Ni particles are
deposited only on the external surface of the oxides (see
Fig. 28d) [118], whereas in K4Nb6O17 there is some evidence
that the Ni particles are located in type I interlayer galleries
(see Fig. 28c) [454]. In this compound only the potassium
ions in this galleries can be hydrated and exchanged by other
ions. In forming this hydrogen splitting assembly hydrated Ni
ions have been exchanged in the interlayer space and after-
ward are transferred to the Ni metal by a heat treatment
in hydrogen and oxygen subsequently [115, 454]. Accord-
ing to the authors the oxygen liberation should proceed in
the type II interlayer galleries [454]. However, the uptake
of water in these galleries can be achieved only if some of
the potassium ions have been replaced with protons dur-
ing the various preparation steps. This mechanism deserves
additional experimental checking. The efficiency for water
splitting could be improved further if the two-dimensional
niobate layers obtained from exfoliation of H+/K4Nb6O17
were precipitated on MgO fine particles [120]. There is
one exception from the general scheme discussed for the
layered oxides. Layered niobates (KNb3O8 and K4Nb6O17�
and titanoniobates (KTiNbO5 and CsTi2NbO7� were inter-
nally platinized, acid-exchanged, and sensitized with ruthe-
nium polypyridyl complexes (see Fig. 28b) [441, 456]. These
assemblies were active for HI photolysis with visible light
(quantum efficiencies up to 0.3%) forming H2 and I−3 . The
iodide ion reduces the oxidised sensitizer. The hydrogen
evolution rate decreased sharply as the average layer spacing
increased, indicating that the competition between charge
recombination and electron tunneling between layers deter-
mines the efficiency of the photolysis reaction.

A photonic antenna is an organized multicomponent
arrangement in which several chromophores absorb the inci-
dent light and channel the excitation energy to a com-
mon acceptor component. Attempts to build an artificial
antenna system are based on organic supramolecular chem-
istry [194, 435]. Trials to design antennas with dye/inorganic
composites have been described just recently [65, 410, 411,
433, 450]. The antenna system assembled by the layer-by-
layer method has been discussed in the context of charge
separation systems. The most recent dye/inorganic antenna
system is based on zeolite L as a host and specially orga-
nized dye molecules [410, 411, 433]. This system is of bidi-
rectional type and able to collect and transport excitation
energy. The two cationic dyes, Py+ as a donor and Ox+

(see Table 6 and Scheme 3) as an acceptor, were found
to be very versatile to demonstrate photonic antenna func-
tionalities [411]. They can be incorporated into zeolite L by
means of ion exchange, where they are present as monomers
because of the restricted space. In this form they have a high
fluorescence quantum yield and favorable spectral proper-
ties. An assembly has been constructed where a Py∗ loaded
zeolite L is modified by Ox+ located at the channel ends.
Ox+ becomes excited by radiationless energy transfer from
the excited Py+ moieties at the center of the crystals. The
fluorescence decay of the donor becomes much faster in
the presence of the acceptor, because of the depopulation
due to the irreversible energy transfer to the acceptors. The
fluorescence intensity stemming from the acceptors initially
increases because excited states must first be populated via
energy transfer from the donors. It therefore reaches a max-
imum before it decays. A sophisticated bidirectional antenna
with three dyes has also been realized [433].

The synthesis principle is based on the diffusion of
molecules into the individual channels. This means that
under appropriate conditions, the molecules can leave the
zeolite in the same manner. It is desirable to block their
way out, so as to stabilize the structure. This can be done,
by adding “closure” molecules after insertion of the other
antenna components. A variety of closure molecules can
be used depending on the requirements. One approach is
to add “stopcock” molecules as illustrated in Figure 29.
A stopcock molecule consists of three components: a head,
a spacer, and a label. The head moiety has a lateral exten-
sion that is larger than the channel width and prevents
the head from penetrating into the channels. The main
function of the stopcocks is to connect the antenna with
its surrounding. Direct linkage to a semiconductor surface,
embedding into semiconducting polymers, or linkage to sites
of biological interest are possibilities. If either the insertion

(a) (b)

Figure 29. Dye/zeolite L light harvesting antenna system. (A) Blue is
the luminescence of the donor in the channels of the zeolite. The donor
transfers energy to the red emitting acceptor molecules located at the
end of the channels. (B) Antenna system with stopcock molecules at the
end of the channels. Shown in an enlarged form. The stopcock consists
of a spacer and a label. Adapted from [457].
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of the dyes into the zeolite crystals is controlled such that
molecules can penetrate the channels only from one side
or crystals containing different dyes are organized appropri-
ately, monodirectional antenna systems can also be created
[411]. Applications of these antenna systems as educational
tools, nanoscaled lasers, dye sensitized solar cells, and light-
emitting diodes have been realized or proposed [411].

6.3. Photochromism

As stated earlier photochromism means a reversible transi-
tion between two states with different light absorption spec-
tra, where the transition should be induced by light at least
in one direction. For applications in information storage and
optical switching a high-contrast color change should occur
under illumination. This condition is fulfilled for the violo-
gens and the spiropyranes, the systems whose photochromic
behavior in inorganic matrices has been studied preferen-
tially. In addition the response time should be very high, in
case of switching in both directions. There should be a high
quantum yield and a high fatigue resistance (can be cycled
many times without significant loss of performance). Both
forms should show a high thermal stability. For data storage
the reverse reaction should be strongly suppressed and the
readout process should be nondestructive. If the coloration
reaction is accompanied by a strong change in molecule con-
figuration as in the case of photoinduced trans–cis isomeriza-
tion of double bands (azobenzenes, stilbenes, or carotene)
or by the ring-opening reactions toward linear merocyanins
(e.g., spiropyranes) the response time and other properties
depend strongly on the environment of the photosensitive
moieties, which means the free space, the packing den-
sity, alignment, and polarity of the medium. In case of the
viologens the coloration is caused by a reduction of the
RV2+ dication to the colored monoradical cation RV+•. The
reduction can be induced by illumination in the presence
of an electron donor or directly by electric current [160].
Thus, this system is also electrochromic. In order to keep
the colored state stable the exclusion of oxidizing agents
like oxygen is essential. The advantage of inorganic/viologen
composites is that the inorganic matrix prevents or retards
the access of oxygen to the dye radical cation.

With respect to the overwhelming literature on all organic
photochromic systems [458] the corresponding inorganic dye
nanocomposites are rather restricted. We will discuss first
the photochromic systems based on viologen/inorganic com-
posites, then those of the spiropyrane intercalation/insertion
compounds, and at the end the photochromic behavior of
the azobenzene intercalation compounds which have been
prepared just recently.

Miyata et al. reported the photochromism of some violo-
gens (1,1′-dialkyl-4,4-bipyridninum ions) cointercalated with
polyvinylpyrrolidone (PVP) into montmorillonite [391]. By
irradiation with the light of an Hg lamp the viologen radicals
are formed as indicated by their characteristic blue color.
The cointercalated PVP is considered to act as an electron
donor for the reduction of the viologen. After finishing the
irradiation the color fades away continuously. But this pro-
cess is much slower than that in the PVP matrix. It takes
4 to 6 hours to obtain completely faded samples even in

thin films. In thicker samples the color remained for sev-
eral days. The coloration/decoloration process is reversible,
but the extent of coloration is reduced cycle by cycle. There
seems to be no photochromic effect in the PVP-free inter-
calation compound.

Photochromic behavior is also observed in the intercala-
tion compounds of MV2+ in a series of layered transition
metal oxides (see Table 10) [116, 392, 393]. In this case the
semiconducting host layers act as an electron donor. In all
examples the blue color fades away after finishing illumi-
nation. The lifetime of the colored state depends on the
arrangement of the intercalated viologens in the interlayer
space. It is in the order of minutes in those intercalation
compounds, in which all interlayer spaces are completely
filled with MV2+ species. The colored state is more stable
in MV2+/K2Nb6O17 where the viologens can be intercalated
only in each second interlayer space (cf. Section 3.1 and
Fig. 9). The stability was enhanced even further when the
viologens were further diluted by photoinactive species like
potassium or propylammonium ions. Thus, the authors sup-
posed that the lifetime of the colored species depends on
an effective suppression of the electron hopping between
adjacent MV2+/MV+•.

Photochromism of various spiropyranes has been
observed in the interlayer space of montmorillonites, one
Mg/Al layered double hydroxide, and framework structures
[14, 276–280]. The color change of the spiropyrane (SP) is
based on the ring-opening isomerization of the spiro system
and the concommitant formation of a zwitterionic mero-
cyanin (MC) according to the following scheme (“normal
photochromism”).
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CH3 CH3 CH3 CH3
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NO2

NO2
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Under acidic conditions the zwitterionic form of the mero-
cyanine is transferred to a cationic form in which the pheno-
late group becomes protonated. This cationic merocyanine
undergoes a reversible isomerization to the cis-form, which
is colorless (“reverse photochromism”) [276].

The extent of spiropyrane intercalation into clays depends
on the kinds of substituents. Unsubstituted spiropyrane (see
Scheme 6: R1 = CH3; R2 =R3 =H) and the pyridine deriva-
tive (see Scheme 6: R1 = CH3; R2 = CH2-py; R3 = NO2�
were intercalated easily, whereas the nitroform is ineffi-
ciently taken up. Protonation of the neutral forms increases
the content of the dye further, dramatically in case of the
nitro-form (R1 = CH3; R2 = H; R3 = NO2; see structural
formula in Scheme 6). In any case the species interca-
lated preferentially is the MC form [280]. In contrast a
preferential adsorption of the spiro-form is observed when
cetyltrimethylammonium was coadsorbed with Py+–SP, H–
SP, and NO2–SP [280]. This is an agreement with the gen-
eral experience that thermal equilibria between SP and MC
are dependent on the polarity of the surrounding and MC
becomes the major product with increasing polarity.
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Seki and Ichimura have investigated the kinetics of the
thermal backreaction from the irradiation generated MC to
the SP form in solid films built up from dialkylammonium
bilayers and clay layers and polystyrenesulfonate (PSS) as
counterions [279]. The nitro-spiropyrane was incorporated
in the film, which has been prepared by casting the chlo-
roform suspension of the polyion complexes onto a quarz
or glass plate. The 2C182C1N+–montmorillonite films show
a more ordered structure than the 2C182C1N+–PSS films.
In the latter case the ordering can be increased by anneal-
ing the films at 60–70 �C, in 100% relative humidity for a
few hours. The rate of the decoloration reaction increased
abruptly near the crystal to liquid crystal phase transition.
The rate change at this phase transition is larger in case of
the montmorillonite films, probably due to a more homo-
geneous reaction environment. If substituted spiropyranes
carrying alkyl chains in position R1 and R2 are immobilized
in didoceyldimethylammonium montmorillonite, the mero-
cyanine forms produced by illumination with UV light form
J- and H-aggregates which show a high thermal stability
against the backreaction to the spiro-form [278]. The ori-
gin of aggregate formation as well as the nature of these
aggregates is not clear at present [278].

The investigation of the photochromism of spiropyrane
in crystalline framework structures has been developing
recently [276, 277]. In faujasites (HY and DAY) and low-
loaded Si-MCM-41 only the open MC forms have been
detected as in layered compounds (without cointercalated
surfactants) [276]. Due to their zwitterionic character the
MC forms are stabilized via strong interactions to the polar
host structures. The various colored isomers can range from
the open cis- to trans-forms and can comprise additionally
various protonated isomers depending on the acidity of the
framework OH groups. In MCM-41, the framework with the
lowest acidity among the investigated hosts, the dye can be
deprotonated resulting in a significant fraction of ring clo-
sure to the SP form. In the mesoporous molecular sieve
of the SBA-15 type spiropyrane exists exclusively in the SP
form [277]. This may be due to the hydrophobic parts in this
framework silicate.

In the more acidic framework reverse photochromism
occurs upon irradiation (excitation wavelengths above
400 nm) leading to decoloration. The thermal relaxation of
the cis to the trans MC proceeds very slowly. The attain-
ment of the final state would have required several weeks
but can be speeded up by photoexcitation using a wavelength
of 347 nm. The patterns of the final states of the dye-loaded
MCM-41 composites exhibit significant differences to the
faujasite system. The irradiation leads to the formation of
the SP form (closed ring) whereas the thermal relaxation to
the initial state is much faster as in all the faujasites investi-
gated. In the SBA-15 complex irradiation produces the trans
MC form which switches back to the initial SP form very
rapidly [277].

More detailed knowledge has been elaborated for
spiropyrane/amorphous silica (aluminosilica and zirco-
nia) composites [404–409]. In case of the pure silica
gels, prepared by hydrolysis/condensation reaction of a
methanol/dye/tetramethyl orthosilicate solution, there are
continuous environmental changes along the gel/xerogel
transition. These are reflected in the gradual changes of the

photochromic behavior of the trapped molecules [404, 409].
In particular, the photochromism changes at a certain point
to reversed photochromism. These changes are interpreted
as reflecting a gradual shift in the equilibrium between the
adsorbed and dissolved molecules within the cage, enrich-
ing the system with the former as the reaction proceeds.
This shift is caused by the change in the composition of the
cage-trapped solvent from methanol/water, by solvent evap-
oration, and by gradual shrinking in the cage size. If the
spiropyranes are incorporated in organically modified silica
matrices (or if less volatile solvents are used for incorpora-
tion) the closed SP form as well as the open merocyanine
form has been observed [405, 406]. The dye is accommo-
dated preferrentially in a nonaggregated state as can be
deduced from the ready luminescence [405, 406].

In block-copolymer/silica mesostructures the spiropyranes
are located within the organic part of the composite and
show direct photochromism without competition of reverse
photochromism [277]. The composites become colored upon
UV illumination and bleach back thermally to their colorless
closed SP forms. The response times of the spirooxazine
(SO) loaded system are very fast [277]. As these silica/block-
copolymer materials can be processed in any desired shape
(fibers, films, monoliths) they are promising candidates for
application as optical shutters and light modulators.

Schaudel et al. embedded spiropyrane and spirooxazine in
hybrid matrices formed from hydrolysis and cocodensation
between diethoxydimethylsilane and zirconium propoxide
and between methyldiethoxysilane (DH) and triethoxysi-
lane (TH), respectively [407]. The nature and the kinetics
of the photochromic response depend on the hydropho-
bic/hydrophilic balance of the hybrid material. This bal-
ance controls the competition between direct and reverse
photochromism. The photochromic behavior of the strongly
hydrophobic spirooxazine-doped DH/TH coatings is direct,
highly efficient, reversible, and extremely fast.

Ogawa and Kuroda have demonstrated for the first time
the appearance of photochromism in a cointercalation phase
of p-aminoazobenzene (p-AZ) and dodecylammonium in
montmorillonite [14]. The uptake of the azobenzene by
a solid-state reaction with the dodecylammonium loaded
montmorillonite leads to an increase of the layer distance
from 18 to ca. 30 Å. By irradiation with UV light the absorp-
tion band at 395 nm ascribed to the trans-p-AZ decreases
continuously but recovers in the dark after illumination. The
thermal cis- to trans-reaction is very slow. Also the inter-
calation compounds of alkoxysubstituted azobenzenes (see
Section 6.1) show trans–cis isomerization upon irradiation
with UV light. The stationary state after illumination con-
tains about 60% cis-isomer. This degree of isomerization is
quite remarkable if one considers the layer distances (lower
than in the cointercalated system discussed previously) and
the azobenzene chromophore aggregation. Both effects will
lead to a lack of free volume for the isomerization pro-
cess. Very similar results have been observed for magadi-
ite intercalation compounds of these azobenzenes [93]. The
C12AzoC5N+/magadiite system is effectively photoisomer-
ized when irradiated with UV and visible light. After 10 min
irradiation the intensity of the trans-isomer decreased and
the absorption bands due to the cis-isomer appeared at 318
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and 444 nm. The absorption band of the trans-isomer recov-
ered to the same intensity as that of the original spectrum
under visible light illumination [93]. In the recently found
intercalation compound of another azobenzene derivative
(carrying only one shorter substitutional alkoxy group on
one of the benzene rings; see Section 6.1) the irradiation
leads again to a trans to cis isomerization. It is worth not-
ing that in contrast to the other examples this isomeriza-
tion leads to a reversible shrinking of the layer separation
[258]. Thus we have light induced mechanical shrinking and
expanding of a crystalline system.

Photochromic behavior of the unsubstituted azobenzenes
has been observed also in the framework structures ZSM-5
and AlPO4-5 [255, 403]. The half-life-time of the cis-form in
the AlPO4-5 composite is found to be about 100 h, whereas
azobenzene in ZSM-5 shows a considerably lower cis-state
lifetime of 6 h. According to the authors the role of the
acidic sites in cis–trans relaxation is very likely to be crucial
for the understanding of the host lattice effects. The photoi-
somerization is highly reversible if carried out in both direc-
tions by irradiation with light of the wavelengths 360 and
436 nm, respectively. A scale of reversibility of photoswitch-
able compounds is the number of repetitions after which
the switching effect decreases to one-half of the value of
the first cycle. For the azobenzene/AlPO4-5 composite this
value is about 300 (for comparison this value is around 80
for the spiropyrane/DAY composite [276]; unfortunately no
such numbers are available for the spiropyrane or azoben-
zene intercalation compounds of clay minerals). This very
good reversibility demonstrates that the trans–cis conversion
takes place without significant side reactions.

Photoisomerization and the thermal backreaction have
been studied also for azobenzenes immobilized in silica gels
[409, 459, 460]. In sol–gel films hydrogen bonds are formed
between the azo groups and silanol groups in matrices pre-
pared with a relatively high water concentration [459]. The
rigidity of the matrix depends on the water content of
the solution from which it was prepared. In the case of
[H2O]/[TEOS]= 1, the photoisomerization takes place read-
ily in a gel film possibly because of inefficient network for-
mation. In a sol–gel glass prepared from a solution with
[H2O]/[TEOS] ≥ 2 the azobenzene probes are of three dif-
ferent types: (i) at sites within smaller pores in which the
trans-to-cis isomerization is quenched; (ii) at sites in which
the cis isomer is formed in a strained conformation enhanc-
ing the thermal reversion; (iii) at sites in which the thermal
reversion is reduced by the hydrogen bonding between the
guest molecules and silanol groups. The cis to trans thermal
isomerization in a sol–gel bulk obeyed first-order kinetics
at a rate similar to that of the solution chemistry, whereas
the isomerization in a glass film deviated from the first-
order kinetics [460]. The steric constraint due to the matrix
decreased in the following order: sol–gel films > PMMA >
sol–gel bulk [460].

6.4. Second Harmonic Generation

Second harmonic generation is a nonlinear optical process
that converts an input optical wave into an out wave of twice
the input frequency. To gain insight into the origin of non-
linear optical effects it is helpful to look at the nature of

polarization induced in a molecule by a local electric field
[461]. The polarization P can be expended in powers of the
electric field E,

P = �E + &E2 + %E3 + · · · (5)

The first term � in the expansion is the linear polarization
and is the origin of the refractive index if the field E is asso-
ciated with an electromagnetic wave in the optical frequency
range. The coefficients are actually complex numbers. The
real part of � corresponds to the index of refraction, and
the imaginary part corresponds to absorption of a photon
by the molecule. When an electromagnetic field interacts
with a medium consisting of many molecules, the field polar-
izes the molecules. These, in turn, act as oscillating dipoles
broadcasting electromagnetic radiation, which can then be
detected at some point in space outside of the medium. In
a nonlinear medium the induced polarization is a nonlinear
function of the applied field and is related to the nonlin-
ear term & (its real part is the molecular hyperpolarizabil-
ity), which makes the most significant contribution to the
induced frequency components. It is nonzero only in non-
centro-symmetric media. (% is the first nonzero nonlinear
term in centrosymmetric media.) If the response P is asym-
metric, an appropriate summation of the even harmonics
describes the function P (SHG). Nonlinear optical proper-
ties are measured on macroscopic samples that consist of
many individual molecules. Although it is possible to infer
the values of the molecular hyperpolarizabilities from mea-
surements on macroscopic samples, great care must be taken
to determine the values of the internal electric fields and the
propagation characterisitcs of the generated fields. In the
design of materials with large second-order nonlinear opti-
cal coefficients and other useful properties the molecular
hyperpolarizabilities must be optimized and then oriented in
a medium so that the propagating field can be transmitted
from the medium.

Recent studies have revealed large molecular hyperpo-
larizabilities of certain organic materials (see Section 3.3)
leading to anomalously large optical nonlinearities relative
to those of conventional inorganic substances (like LiNbO3�
[161, 162, 461]. Major research efforts are directed toward
(a) identifying new molecules possessing large nonlinear
polarizability and (b) controlling the molecular orientation
on a microscopic level. The following part of this section will
be devoted to the contribution of intercalation in inorganic
framework to the latter point.

Cooper and Dutta have reported the first evidence for
SHG in a layered intercalation compound [462]. They
have inserted 4-nitrohippuric acid (NO2C6H4CONHCH2 ·
COOH = NHA) into the layered lithium aluminate
[LiAl2(OH)6]+ (see Fig. 8). From the observed basal spac-
ing of the product (d = 18 Å) the guest species are thought
to be stacked perpendicular to the host lattice sheets. From
optical spectroscopic data it has been concluded that the
NHA molecules are held in the interlayer space as car-
boxylic acids. The material exhibits frequency-doubling char-
acteristics generating a 532 nm radiation from incident
1064 nm. This is particularly interesting, since crystals of
pure NHA do not exhibit any nonlinear optical properties
due to the centrosymmetric packing of the crystals. Thus,
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the dipoles of the NHA molecules must be aligned very
strongly and the arrangement must be very particular and
non-centro-symmetric, while the host lattice itself is also
centrosymmetric.

Lacroix et al. have reported SHG in intercalation com-
pounds of DAMS+ (see Section 3.3.6, Table 7 and Scheme 6)
in MPS3, where M is either Mn2+ or Cd2+ [249, 250].
In their first report on this system the authors prepared
this compound by using the potassium intercalation com-
pound K2x(H2O)yCd1−xPS3 as an intermediate. This prod-
uct gave only a small SHG response on the same order
as that of urea, whereas the DAMS+ chromophore can be
103 times more efficient than urea. This disappointing poor
SHG signal was thought to originate from grain surface
effects and low crystallinity of the intercalation compound.
The authors could optimize the synthesis by direct reaction
between MPS3 powder and an ethanolic solution of DAMS+

at 130 �C in the presence of pyridinium chloride. Pyridinium
chloride played a role in generating in-situ an intermedi-
ate pyridinium intercalation compound that underwent rapid
exchange with DAMS+. The products obtained had the com-
position (DAMS)028Cd086PS3 and (DAMS)028Mn086PS3,
respectively, and exhibited a significantly increased SHG
activity (750 and 300 times, respectively, that of urea) [249].
In a more thorough investigation of the optical properties of
MPS3 intercalation compounds with various stilbene deriva-
tives it could be shown that only those compounds show a
significant SHG effect, which form J-aggregates (see Sec-
tion 6.1 and Fig. 26; the adjacent DAMS+ molecules are
oriented with their long axis parallel to the host layer planes
and the benzene rings perpendicular to the MPS3 sheets)
[251, 429]. This is the case nearly exclusively for the two
aforementioned compounds. Since the original host lattice
is centrosymmetric there must be a very dense packing of
the DAMS+ cations within a non-centro-symmetric super-
structure. However, X-ray studies did not give evidence for
such a superstructure or other structural changes from one
intercalate to the other, other than small differences in the
host interlayer space [429]. Thus, there seems to be no long-
range order, but for an effective SHG to occur aggregates or
ordered domains of a sufficient size of coherence (around
1 �m) should be present. For the detailed characterization
of the optical properties as well as their practical applica-
tions as photonic devices, the compounds should be avail-
able as single crystals or oriented thin films.

Such an assembly has been realized with an organic
Zr–diphosphonate prepared by means of the layer-by-layer
method (see Fig. 16) [312]. Instead of the hemicyanine chro-
mophore in the aforementioned compound an azobenzene
moiety is used (cf. Table 7 [259, 260], Scheme 5). The chro-
mophores with asymmetric head and tail groups (to produce
a high dipole moment) are oriented perpendicular to the
inorganic layers. The nonlinearities of this system are on the
same order of magnitude as those of LiNbO3, one of the
widely used inorganic nonlinear materials. The SHG shows
that the multilayers have polar order that does not decrease
with increasing numbers of monolayers in the film. The inor-
ganic interlayers impart excellent orientational stability to
the dye molecules, with the onset of orientational random-
ization above 150 �C. Relatively large values for some of the
hyperpolarizability tensors indicate that it is inappropriate

to view this dye as an isolated linear molecule with a single
hyperpolarizability along its long axis. The polar order of
the films is greater using a rigid chromophore than with a
more flexible one [260]. However, SHG activity can be lost
through H-aggregation, if the component molecules are both
highly ordered and very polar [260]. (The other donors used
in [260] are mentioned in Table 7.) The SHG in the film
using the phosphonate shown in Scheme 5 is not well under-
stood. The film does not exhibit linear dichroism and X-ray
diffraction studies indicate the absence of a well-structured
surface [259, 461]. In addition, ellipsometry studies of the
interlayer system on silicon indicate that each deposited
layer is approximately 16 Å thick, which is 4 Å thinner than
calculated based on typical bond lengths [312]. The differ-
ence in layer thickness was attributed to nonideal packing
and an average molecular tilt angle of ∼35�. Some of these
inconsistencies may be due to loss of Zr4+ from the sur-
face and some “self-healing” during subsequent exposure to
layer formation solutions [463]. (Note also the tendency for
hydrolysis of the Zr–phosphate layers [450]!) That the film
formation is not as ideal as generally assumed is further con-
firmed by angle-resolved photoacoustic spectroscopy [259].
The curvature of the photoacoustic amplitude as function
of the electric field angle increases with increasing num-
ber of deposited layers, indicating a change in molecular
orientation as a function of coverage. The authors assume
that incomplete interlayers are formed during each exposure
and that subsequent exposures result in improved coverage
for the bottom layer as well as formation of an incomplete
upper layer.

SHG has been observed also for PNA and related aro-
matic polar molecules (Table 8) inserted in aluminophos-
phate molecular sieves (AlPO4-5, AlPO411, VPI-5). Models
supported by Fourier transform infrared evidence shows that
the aggregates could be chains of molecules with a large
net dipole that form within the molecular sieve channels.
The polar host then aligns the aggregates to produce a large
bulk dipole moment and the observed SHG signal [8, 268] if
the SHG effect of PNA/AlPO4 becomes significantly larger
when measured on a single crystal sample or in crystals
aligned in the electric field [322]. Measurements of the pyro-
electric effect show that the PNA dipoles are oppositely
directed into halves of a single crystal, forming two macro-
scopic regions of opposite polarization. It is concluded that
the preferred direction of the dipole chains in the chan-
nel is a result of the adsorption process of the molecules
in the channels [269]. However, because of the macroscopic
extent of each of the two regions (comparable with half
of the crystal length) being much larger than the wave-
length of the incident laser light, the second harmonic order
light from both regions does not interfere [322]. The PNA
molecules adsorbed in ZSM-5 also exhibit the SHG effect.
This is not a trivial finding, since in contrast to the AlPO4-5
case where reorientations are excluded for steric reasons,
the bimodal and bidirectional MFI framework could a priori
allow reorientation of the PNA molecules in the channel
intersections [368]. The angular dependence of the SHG sig-
nal together with the position of the ZSM-5 crystal in the
laser beam show that the SHG signal detected originates
exclusively from PNA molecules that are aligned parallel
with their long molecular axes to the straight channels [368].
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X-ray single crystal structure analysis is in good agreement
with these findings (see also Section 5.5.1) [367, 369]. The
PNA molecules are located in the intersections of the two
interconnected channel systems. However, there is disagree-
ment about the symmetry of the composite. In the previous
paper the crystal structure has been solved in a non-centro-
symmetric space group, with symmetry lower than that of
the empty host lattice [369]. This result could not be con-
firmed later [367]. The loss of acentricity is explained by
empty intersections, which destroy the long-range coherence
of the polar chains [367]. Maybe it is enough for SHG that
there are ordered non-centro-symmetric domains with a size
larger than the wavelength of the incident light, as seems to
be the case in other SHG materials discussed in this section.

PNA has been intercalated also in tetramethylammonium-
saponite. The free space between the TMA ions is just as
large as the PNA molecules [464]. These additional guests
are oriented with their long axes parallel to the silicate lay-
ers. During thermal intercalation the dipoles are oriented
randomly in the ab plane and do not show an apparent
SHG effect. However, when the intercalation has been car-
ried out in an applied electric field, the sample exhibites an
SHG effect with an intensity 105 higher than that for a com-
pound without electric field. This indicates that the applied
electric field caused the alignment of PNA dipoles with non-
centro-symmetry in the interlayer space. In this experiment
the SHG effect is used as analytical tool to monitor the ori-
entation of the highly polar molecules.

For dimethylaminobenzonitrile (DMABN) in the straight
pores of AlPO4-5 two components of the SHG effect have
been observed [270]. One component of the frequency-
doubled radiation is polarized to the long axis of the crystal
(z-axis, *2 = 0�) and exhibits the maximum of intensity when
the excitation beam has the same polarization. The second
component is polarized perpendicularly to the z-axis (*2 =
90�) and shows the maximum efficiency for mixed excitation
(*2 = 45�). The reason for the different tensor elements is
the two close-lying lowest excited states in DMABN hav-
ing transition dipole matrix elements perpendicular to each
other. Whereas PNA loaded molecular sieves are able to mix
waves of the same polarization only, for the DMABN-based
materials a mixing of waves with different polarizations is
observed. This is a promising property for phase matching
as a prerequisite for technical applications.

The investigations described were mainly motivated by the
search for new materials for nonlinear optics. However, all
the results give insight in the orientation of molecules in
solid matrices. Two papers, which remain to be discussed,
are devoted exclusively to showing application of the SHG
as an analytical tool in surface chemistry. Yan and Eisenthal
reported a SHG signal in aqueous suspension of clay parti-
cles loaded with 4-(2-pyridylazo)resorcinol (PR) [261]. Since
montmorillonite has a centrosymmetric structure, SHG can-
not be generated from the bulk of the sample. Because of
the coherence properties of SHG, the SHG efficiency greatly
depends on the size of the particles. Since the diameter of
the clay particles is on the length scale of the light wave-
length, while the thickness of the particles is much smaller
than the wavelength, only the edges separated by roughly the
diameter of the particles contribute to the SHG effect [261].
The origin of the SHG effect in the clay suspension must

be the polarization of water molecules by surface charges
located at the edges of the clay particles. On addition of PR
to the clay aqueous dispersion a strong SHG signal originat-
ing from PR molecules adsorbed onto the edge surfaces was
observed.

The nonlinear optical properties of a glass/clay/PDDA/
NAMO films were found to depend on the adsorbed
amount of NAMO (a negatively charged phenylazoben-
zenesulfonic acid derivative) and its non-centro-symmetric
organization [311]. These factors are in turn governed
by the substrate type, the clay type, and the PDDA
(poly-diallyldimethylammonium) concentration. Optimized
SHG for the glass/laponite/PDDA/NAMO films was
found, when the clay articles are deposited on a (3-
aminopropyl)trimethoxysilane modified glass surface and
PDDA chains are adsorbed from a 0.1 M solution. At high
PDDA loading the length of unbound polymer strands pro-
vides enough structural flexibility for the dipole moments
of the dye. The overall non-centro-symmetric organization
decreases together with the SHG intensity.

7. CONCLUSIONS AND FUTURE
PERSPECTIVES

• Despite the huge number of dye/inorganic composites
studied only a few of them found greater attention
and are promising for applications: the [Ru(bpy)3]2+
complex as a photosensitizer (in organic supramolecu-
lar assemblies and in nature porphyrins do that job),
methyl viologen (in natural systems quinines) as the
most widely used electron acceptor, rhodamines in
lasing, azobenzenes, spiropyranes, and viologens (per-
haps) for photochromism, and azobenzenes and stil-
benes for SHG. This is normal in many other areas
of applied chemistry (for example, 1 out 10,000 com-
pounds is pharmaceutically active and applicable; 5 out
of 5000 compounds are applied superconductors).

• Many of the dyes discussed in this chapter show the
tendency for aggregate formation. For many applica-
tions this is an unfortunate property because it reduces
the quantum efficiency of luminescence, reduces the
lifetime of the excited state, and influences energy and
electron transfer. Encapsulation in organic or inorganic
matrices is the method to circumvent these unfortunate
side reactions.

• Framework structures with channel diameters of the
dye size provide the constrained space for preventing
aggregate formation, restricted motion, and an align-
ment of the dye molecules. If alignment is the essential
property as is the case in application in nonlinear optics
dye/zeolite composites are a good choice. If the contact
between neighboring dye molecules has to be reduced
as in the formation of light antennas zeolite encap-
sulated dyes have some advantages. If free space is
of advantage as in photoisomerization processes (pho-
tochromism) encapsulation into gels is an interesting
alternative.

• Despite the perspectives for application photophysical
investigations are valuable tools for studying guest–
guest and guest–host interactions, even in systems with
missing long-range order in the dye arrangement.
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• The knowledge of the arrangement of dye species is
rather limited despite the huge number of investiga-
tions of dye/inorganic composites. Lack of long-range
order, disorder, and mobility lead to enormous diffi-
culties in structure determination by diffraction meth-
ods. The situation seems better in the case of the
highly crystalline molecular sieves and in vermiculites.
Note that most structural data of intercalated organic
compounds are obtained for vermiculite intercalation
compounds. The situation may improve further when
applying synthetic clays for structural work [465, 466].
Since the middle of the 1990s highly sophisticated new
tools for structure simulation have gained more and
more importance in structure determination and will
support strongly structure determination.

• Despite the demonstration that artificial multilayer
assemblies can be obtained, knowledge about repro-
ducibility of assembly preparation, comparability of the
physical properties in various preparation runs, and sta-
bility of highly sophisticated assemblies is rather low.
The structural view of the artificial composites seems
to be very idealized. Most of the systems discussed will
be metastable states far from equilibrium. Many ques-
tions arise concerning the kinetic stability, the degree
of disorder, the types of defects, and their annealing
behavior at room temperature.

• Great progress has been made in orientation of zeolite
crystals.

• Whereas layered compounds, especially clays, were the
first host lattices for the preparation of dye/inorganic
composites, and a wealth of knowledge about interca-
late arrangement is now available, the products are far
removed from applications of dye/zeolite and dye/gel
composites. This is due to the very strong guest–guest
and guest–host interactions and the missing organiza-
tion of the intercalation compounds. It is worth men-
tioning that most of the dye/layered host composites
are prepared via flocculation of colloid dispersion; thus
badly organized tactoids are formed. In addition, the
packing density of the dyes in the interlayer space and
the tendencies for aggregation detracted from increases
in quantum efficiency and optimization of other rele-
vant optical properties.

• To keep the layered materials in the business it is
crucial to control the coadsorption/cointercalation of
photosensitive electron donors, electron acceptors, and
other functional molecules. Application of the con-
cepts of organic supramolecular chemistry [435, 467–
471] may help one to find better assemblies. However,
one should have in mind that for mimicking, say bio-
logical photolysis/photosynthesis, it may be necessary to
arrange different sorts of antenna molecules and elec-
tron transfer shuttles in a highly organized but flexible
arrangement, probably all of the species in very dif-
ferent concentrations (cf. the most recent success in
constructing light antennas on the basis of dye/zeolite
composites [410, 411, 432, 433]). Structure directing
chromophores as used in the hydrothermal in-situ syn-
theses of dye inorganic composites may be of advan-
tage for this goal. Suitably modified molecules could
be arranged in the constrained space of solids and the

functional units constructed in this frame (ship in a bot-
tle synthesis). Another interesting aspect is the forma-
tion of amphiphilic organic–inorganic heterostructures
as prepared for the first time by Jido et al. [472–474].
Breu et al. obtained highly ordered intercalation com-
pounds and heterostructures with synthetic fluorohec-
torites [465, 466]. Cointercalation of surfactants may
also allow a better organization of intercalated species,
if demixing can be avoided [14, 475]. The organiza-
tion of the platelets [248] and even of the intercalated
species [464] could be improved also by the application
of an electrical field.

GLOSSARY
Classical molecular dynamics Introduces the kinetic
energy into the system, where the temperature and veloci-
ties are related via Maxwell–Boltzmann equation. Potential
energy is described using empirical force field.
Empirical force field The set of empirical force constants,
parametrizing the bonding (bond stretching, bending, tor-
sion, deformation etc.) and nonbonding interactions (van
der Waals, H- bonds, etc.), which are described using simple
analytical expressions.
Host-guest complementarity The set of geometrical and
chemical factors characterizing the ability of both molecules
to create an ordered inclusion intercalated structure.
Intercalation The reversible uptake of atoms, ions, molec-
ular cations or molecules at low temperature while the
structure of the host lattices is conserved. The term “inter-
calation” does not tell anything about the nature of the
chemical reaction underlying this process. It stresses mainly
the topological relationships between the host and the final
product of the reaction.
Laugmuir–Blodgett technique Produces organised arrange-
ments of amphiphilic molecules on a solid substrate.
Layer-by-layer-deposition A preparative method applied
for sequential adsorption of alternatively charged poly-
electrolytes. It can be adapted to the sequential layering
of inorganic polyanions (obtained by exfoliation of lay-
ered intercalation compounds: clays, ternary oxides, Zr-
phosphates) with a variety of polymeric cations.
Molecular mechanics In molecular mechanics the poten-
tial energy of the system is described using empirical force
field.
Molecular simulations The optimization of structure and
bonding geometry based on energy minimization.
Photochromism A reversible transition between two states
with different light absorption spectra, where the transition
should be induced by light at least in one direction.
Photodecomposition of water The light induced splitting
of water for the production of hydrogen and/or oxygen. It is
the energy supplying process for the assimilation of CO2 in
photosynthesis.
Second harmonic generation A nonlinear optical process
that converts an input optical wave into an out wave of twice
the input frequency.
Sensitizer A light sensitive dye, which can transfer in the
excited the electron to an electron acceptor.
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1. INTRODUCTION
The subject of this review is the dynamic properties of small
magnetic elements made by patterning magnetic films and
multilayers. Such elements generally receive very high atten-
tion, as they constitute, for example, magnetic sensors in
magnetic read heads in hard discs or in magnetic random
access memory. Because of the demand for higher speed of
such sensors, the physical properties of fast magnetization
processes came into the focus of interest in the last years.
As one fundamental property, and this is the main subject of
this review, the eigenexcitation spectrum of such elements
in the linear excitation regime is of central interest. The
availability of this basic knowledge is mandatory to under-
stand dynamic processes, in particular those involved in fast
switching of the magnetization direction, in general.
Magnetic elements show a large variety of dynamic exci-

tations. The most fundamental one is the uniform preces-
sion, where the magnetization precesses about a common
direction given by the direction of the internal field. Such a

precession is sensed by the method of ferromagnetic reso-
nance, a technique known since the 1970s.
A uniform precession can be regarded as a spin wave with

zero wavevector. Modes with nonzero wavevector may exist
as well. However, boundary conditions at the edges of the
elements exist, which will cause a characteristic quantization
into a discrete set of excitation modes, similar to the funda-
mental mode and the overtone modes of a guitar string.
It is the subject of this chapter to discuss the fundamental

properties of the magnetic excitation spectrum in patterned
magnetic elements. There exists a characteristic peculiar-
ity in magnetic systems: since the elements are magnetized,
they generate a magnetic stray field outside the elements.
The interaction of the stray field with the internal distribu-
tion of magnetization results in an intrinsic inhomogeneity
of the internal field distribution. Therefore magnetization
dynamics demands an explicit consideration of spatially vary-
ing internal fields, which, on one hand, makes the problem
more complex, on the other hand, results in new phenom-
ena, like the localization of modes in certain regions within
the element.
Magnetic phenomena in small objects are driven by two

interactions: the exchange interaction, which inside the ele-
ment leads to ferromagnetic order, and dipolar interac-
tion. Stray fields usually play a very important role, and,
although the stray field energy is orders of magnitude lower
than exchange energy, we observe a large variety of effects,
like coupling and particular modes. Exchange interaction,
taking place on small distances below several nanometers
only, appears in the spectra through the existence of short-
wavelengths modes.
The outline of the chapter is as follows. After a short

description of the preparation of patterned magnetic struc-
tures, we will describe in detail the spin wave spectrum
in a restricted geometry. One central tool is the Bril-
louin light scattering technique, which will be discussed in
Section 4. With increasing degree of complexity, we next
discuss the excitation spectrum in various restricted geome-
tries, beginning with the quantization of spin waves due
to the lateral edges in magnetic stripes (Section 5) and in
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dots (Sections 6–8). As an important side step, we discuss
the static magnetic coupling in arrays of rectangular dots
(Section 6) and the dynamic interdot coupling in arrays
of circular dots (Section 7). An important physical phe-
nomenon is the appearance of localization effects of spin
waves in small elements due to the inhomogeneity of the
internal field. This effect, which is reminiscent of localization
effect in a potential in quantum mechanics, will be discussed
in detail in Section 8. Section 9 concludes this review.

2. PREPARATION OF PATTERNED
MAGNETIC STRUCTURES

The technology for fabrication of high-quality patterned
magnetic structures with lateral extensions on the microm-
eter, submicrometer, and nanometer length scale has been
perfected to a remarkable degree in the past decade [1–3].
Lateral magnetic structures are conveniently fabricated

from magnetic films using lithographic patterning proce-
dures. In the following, for simplicity, we will call structures
with one restricted lateral dimension “stripes,” and those
with two restricted dimensions circular “dots” or rectangu-
lar “elements” following the usual conventions, although, as
will be one of the subjects of this review, no real reduction
of dimensionality is given since both in “stripes” and “dots”
the magnetization is not constant over each magnetic object
along a direction of restricted dimension.
It is usually extremely difficult to study a single magnetic

element, since it challenges the sensitivity of the measure-
ment setup [4]. To avoid this problem the elements under
investigation are usually assembled in arrays. Changing the
distance between elements in an array, one can additionally
investigate the interaction between the elements.
Metallic Fe [5], FeNi [6–8], or Co [9, 10] films are mainly

used for patterning. For fundamental studies FeNi films are
preferable due to their smallness of the coercive field, the
weak intrinsic magnetocrystalline anisotropy, and magne-
tostriction. The saturation fields of FeNi films are small, and
the vanishing intrinsic anisotropy does not inhibit the obser-
vation of sometimes minute anisotropy effects caused by, for
example, the shape of the elements or interactions between
elements. However, patterned structures made on the basis
of Co films allow one to investigate the interesting case of
perpendicularly magnetized dots or stripes [9].
The patterning process is most often performed by means

of electron beam lithography (EBL) [11–13], X-ray lithog-
raphy (XRL) [14], and laser interference lithography (LIL)
[15], followed by ion beam etching for pattern transfer.
High-quality samples can be fabricated using all three pro-
cesses, but each of them has its characteristic advantages
and disadvantages.
The EBL technique is very versatile, and can provide a

very high resolution down to 10 nm, but due to its serial
character it is time consuming, in particular for large pat-
terned areas. Figure 1 shows scanning electron micrographs
of a dense array of permalloy magnetic rectangular elements
demonstrating the quality which can be achieved by EBL.
In the XRL technique a resist is exposed to synchrotron

radiation through a metallic mask. The technique possesses
the potential to pattern large areas for standard magnetic

2 µm4ccV Spel Magn Det WD Exp
sample:94284.7TLD21147×8.010.0 kV

Figure 1. Scanning electron micrograph of an array of rectangular 1×
1�75 �m2 permalloy elements with a spacing of 0.1 �m. The structure is
obtained by EBL. Reprinted with permission from [64], S. O. Demokri-
tov and B. Hillebrands, J. Magn. Magn. Mater. 200, 706 (1999). © 1999,
Elsevier Science.

measurements, and one can achieve a high fabrication yield
for systematic studies versus, for example, film thickness or
material composition. A resolution as low as 50 nm can be
achieved using XRL [16] which allows the exploration of
mesoscopic magnetic phenomena. The key step in XRL is
the mask fabrication, which is performed using EBL. This is
a rather complicated and time-consuming procedure. How-
ever, once prepared, a mask can be used for XRL patterning
of hundreds of samples. Thus, XRL is a fast and con-
venient method, but the need of a synchrotron radiation
source and a mask fabrication step restricts its applicability.
Figures 2 and 3 show scanning electron micrographs of an
array of stripes and circular dots, respectively, prepared by
XBL.
LIL is a fast and easy process well suited for generat-

ing periodic arrays of stripes or ellipsoidally shaped dots
on large areas with high coherency. Here the magnetic film
coated with a photoresist is exposed to the interference pat-
tern produced by two laser beams. Double exposure with a
rotation of the sample of 90� or 120� generates patterns with
fourfold or hexagonal symmetry.
Very recently ion beam [3, 17] and electron beam [18]

irradiation were used for patterning of the magnetic prop-
erties of Co/Pt multilayers. The advantage of both tech-
niques is that the patterning process does not affect the
meso- and macroscopical roughness of the surface and the
optical properties of the film. The ion beam irradiation
technique takes advantage of a low-density displacement
of atoms by light ion irradiation. The microscopical mech-
anism which causes the changes of the magnetic proper-
ties of a film by electron beam bombardment is still not
clear [18, 19]. Ion/electron-beam-induced magnetic pattern-
ing allows one to create adjoining regions with very different
magnetic properties, such as perpendicular versus in-plane
magnetization.
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Figure 2. Scanning electron micrographs of permalloy stripes with a
width of 1.8 �m and a separation of 0.7 �m. The structure is obtained
by XBL. The orientation of the Cartesian coordinate system used for
calculations is shown as well. Reprinted with permission from [64], S. O.
Demokritov and B. Hillebrands, J. Magn. Magn. Mater. 200, 706 (1999).
© 1999, Elsevier Science.

3. SPIN WAVE SPECTRUM
IN RESTRICTED GEOMETRIES

The problem of the calculation of a spin wave spectrum for
an axially magnetized infinite ferromagnetic stripe with a
rectangular cross section has never been solved analytically
(see, e.g., comments in [20]). However, in the particular case
of a thin stripe with d � w, where d is the thickness of the
stripe and w is its width, the spectrum of long-wavelength
magnetic excitations can be calculated approximately using
the theory of dipole-exchange spin waves in a magnetic film
[21].

1 µm

Figure 3. Scanning electron micrographs of the permalloy dots with a
diameter of 1 �m and a separation of 0.1 �m. The structure is obtained
by XBL. Reprinted with permission from [64], S. O. Demokritov and
B. Hillebrands, J. Magn. Magn. Mater. 200, 706 (1999). © 1999, Elsevier
Science.

The dipole-exchange spin wave spectrum in an unlimited
ferromagnetic medium is given by the Herring–Kittel for-
mula [22]

� = �

2�

[(
H + 2A

MS

Q2

)(
H + 2A

MS

Q2 + 4�MS sin
2 Q

)]1/2

(1)

where � is the gyromagnetic ratio, A is the exchange stiff-
ness constant, H and MS are the applied magnetic field
and the saturation magnetization both aligned along the
z-axis, Q is the three-dimensional wavevector, and Q is
the angle between the directions of the wavevector and the
magnetization.
In a magnetic film with a finite thickness d, the spin wave

spectrum is modified due to the fact that the translational
invariance of an infinite medium is broken in the vicinity of
the film surfaces. An approximate expression for spin wave
frequencies of a film can be written in the form, analogous
to Eq. (1) (see Eq. (45) in [21]):

�= �

2�

[(
H+ 2A

MS

Q2

)(
H+ 2A

MS

Q2+4�MS · Fpp�q�d�

)]1/2

(2)

where

Q2 = q2y + q2z +
(

p�

d

)2
= q2� +

(
p�

d

)2
(3)

Here the normal to the film surface points along the
x-direction. q� is the continuously varying in-plane wavevec-
tor, Fpp�q�� d� is the matrix element of the magnetic dipole
interaction, and p = 0� 1� 2� � � � is a quantization num-
ber for the so-called perpendicular standing spin waves.
Equation (3) is obtained under boundary conditions of
“unpinned” spins on the film surfaces for the dynamic part
m of the magnetization:

∣∣∣∣
�m
�x

∣∣∣∣
x=±d/2

= 0 (4)

For a general description of the spin wave modes one can
use a more complicated boundary condition instead of the
above one [23]:

±�m
�x

+ Dm	x=±d/2 = 0 (5)

where the so-called pinning parameter D is determined by
the effective surface anisotropy, kS , and the exchange stiff-
ness constant A: D = kS/A. In the following the approxi-
mation D = 0 is justified by the small values of anisotropies
in permalloy.
If the spin wave is propagating in the film plane, but per-

pendicular to the bias magnetic field (qz = 0, q� = qy), the
expression for the matrix element of the dipole-dipole inter-
action Fpp�q�d� has the form [21]

Fpp = 1+
4�MS

H + 2A
MS

Q2
�Ppp�1− Ppp�� (6)
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where the function Ppp�q�� d� for the lowest thickness mode
�p = 0� is given by [21]

P00 =
1− exp�−q�d�

q�d
(7)

The explicit expressions for Ppp⊥ when p > 0⊥ are also given
in [21] (see Eq. (A12) in [21]).
In a long-wavelength approximation (q�d < 1) neglect-

ing exchange (A = 0), the dispersion equation for the low-
est thickness mode (p = 0) obtained from Eqs. (6), (7)
gives results that are very similar to the results obtained by
Damoun and Eshbach [24]:

�DE = �

2�
· �H · �H + 4�MS� + �2�MS�

2 · �1− e−2q�d� 1/2

(8)

Thus, if the film is magnetized in-plane and q� ⊥ MS , the
spin wave modes described by Eqs. (3), (4), (6), (7) can
be divided into the dipole dominated surface mode (p = 0,
so-called Damon–Eshbach (DE) mode) and exchange dom-
inated, thickness- or perpendicular standing spin wave
(PSSW) modes (p > 0). The frequency of the former is
determined by either Eq. (2) (with p = 0) or Eq. (8), while
the frequencies of the PSSW modes (p > 0) can be approx-
imately calculated from the expression

�p = �

2�

[(
H + 2A

MS

q2� +
2A
MS

(
p�

d

)2)

·
(

H +
[
2A
MS

+ H

(
4�MS/H

p�/d

)2]
q2�

+ 2A
MS

(
p�

d

)2
+ 4�MS

)]1/2
(9)

which is obtained from Eq. (2) in the limit q�d � 1 using the
expressions for the dipole-dipole matrix elements Fpp�q�d�
calculated in [21]. It is clear from Eq. (9) that the �p�q��
dependence is rather weak for q� � p�/d. In the general
case of q�d > 1, a numerical approach is usually used for
the determination of the spin wave frequencies [25].
Equations (3), (6)–(9) provide a proper description of

the spin wave frequencies apart from the intervals of mode
crossing ��0 ≈ �p�, where an essential mode hybridization
takes place. In these regions numerical calculations are also
necessary to obtain the correct spin wave spectrum of the
film [21, 25].
Let us consider a magnetic stripe magnetized in-plane

along the ẑ-direction and having a finite width w along the
ŷ-direction as shown in Figure 2. A boundary condition sim-
ilar to Eq. (4) at the lateral edges of the stripe should be
imposed:

∣∣∣∣
�m
�y

∣∣∣∣
y=±w/2

= 0 (10)

An additional quantization of the y-component of q� is then
obtained:

qy� n = n�

w
(11)

where n = 0� 1� 2� � � � . Using Eqs. (2), (8), and (9) and the
quantization expression (11), one can calculate the frequen-
cies of these so-called width (or laterally quantized) modes.
The profile of the dynamic part of the magnetization m in
the nth mode can be written as

mn�y� = an · cos
(

qy� n

(
y + w

2

))
� −w

2
< y <

w

2
(12)

Equation (12) describes a standing mode consisting of
two counterpropagating waves with quantized wavenumbers,
qy� n. Note here, that due to the truncation of the cos-function
at the stripe boundaries the modes are no longer infinite
plane waves and the quantized value qy� n is not a true
wavevector.
Taking into account the nonuniform dynamic part of the

dipole dynamic field near the edges of the stripes y = ±w/2,
one obtains a boundary condition similar to Eq. (5) with
the constant kS determined by the aspect ratio of the stripe
cross section [26]. The mode profiles in this case, however,
cannot be written in a simple way as above.
The spin wave modes described above all possess a zero

wavevector component along the stripe axis. If this is not the
case, the spin wave quantization becomes much more com-
plicated. Calculations of the quantized dipole-dominated
surface modes in the case of an axially magnetized elliptical
cylinder, somehow simulating a stripe, have been performed
by de Wames and Wolfram [27, 28]. They showed that all
modes can be characterized by a positive integer number
and the wavevector component along the axis of the cylin-
der, qz. The calculated surface mode frequencies are closely
related to the Damon–Eshbach (DE) modes of an infinite
film. For qz �= 0 no simple quantization scheme can be used,
because a quantization parameter cannot be defined inde-
pendent of qz.
The above result gives an indication that spin wave quan-

tization in magnetic elements with both lateral directions
quantized is much more complicated than that of stripes.
The development of an analytical theory describing spin
wave quantization in circular dots is just beginning [29]. An
essential complexity connected with the calculation of the
spin wave spectrum of a dot is the nonuniform demagne-
tizing field within the dot. Contrary to a magnetic stripe
magnetized along its axis, most parts of the side wall are
noncollinear with the magnetization. Near these locations
the demagnetizing field increases dramatically causing a
nonuniform static magnetization near the edge even at mod-
erate applied fields. In one-dimensional case the effect of
the nonuniform internal field can be analyzed analytically.
As it will be described below, a strongly inhomogeneous
internal field causes a creation of spin wave wells. Up to
now there is no full theory describing spin waves under such
circumstances in two dimensions.

4. THE BRILLOUIN LIGHT
SCATTERING TECHNIQUE

Two basic techniques, ferromagnetic resonance (FMR) and
Brillouin light scattering (BLS), are mainly used for spin
wave studies. In the field of patterned structures BLS has a
number of advantages over FMR. These are (i) the poten-
tial to investigate spin waves with different absolute values
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and orientations of their wavevectors; (ii) detection of ther-
mally excited spin waves, that is, no need to excite spin
waves with suitably high wavevectors; (iii) high spatial reso-
lution defined by the size of the laser beam focus, which is
10–30 �m in diameter. The latter circumstance allows one to
investigate small patterned areas, which simplifies the pat-
terning procedure.
Brillouin light scattering is a spectroscopic method for

investigating excitations with frequencies in the gigahertz
regime. As illustrated in Figure 4, photons of energy �"I

and momentum �qI interact with the elementary quanta of
spin waves ��"� �q�, which are the magnons. The scattered
photon gains an increase in energy and momentum:

�"S = ��"I + "�

�qS = ��qI + q�
(13)

if a magnon is annihilated. From Eq. (13) it is evident that
the wavevector qS − qI , transferred in the scattering process,
is equal to the wavevector q of the spin wave. A magnon can
also be created by energy and momentum transfer from the
photon, which in the scattered state has the energy ��"I −
"� and momentum ��qI − q�. For room temperature �TR �
�"/kB ≈ 1 K) both processes have about the same prob-
ability. In a classical treatment the scattering process can
be understood as follows. Due to magneto-optical effects a
phase grating is created in the material by a spin wave, which
propagates with the phase velocity of the spin wave. Light
is Bragg-reflected from the phase grating with its frequency
Doppler-shifted by the spin wave frequency.
The differential light scattering cross section d2'/

d(d"S , that is, the number of photons scattered into the
solid angle d( in the frequency interval between "S and
"S + d"S per unit incident flux density, can be written as
follows [30]:

d2'

d(d"S

∝ �)*∗�qI − qS�)*�qI − qS��"I−"S
(14)

� � �
qs = qI ± q

�
qI, ωI

�
q, ω

ωs = ωI ± ω

Figure 4. Scattering process of photons from spin wave excitations.

with )* the dynamic (fluctuating) part of the dielectric per-
mittivity, which is caused by the spin waves due to magneto-
optical effects and which gives rise to the scattering. )* is
proportional to the dynamic part of the magnetization m of
the spin wave. The correlation function is given by

�)*∗�q�)*�q��" =
∫

d�t2 − t1�d
3�r2 − r1�

× exp�−i"t − iq�r2 − r1� 

× �)*∗�r1� t1�)*�r2� t2��
∝
∫

d�t2 − t1�d
3�r2 − r1�

× exp�−i"t − iq�r2 − r1� 

× �m∗�r1� t1�m�r2� t2�� (15)

with � · · · � the statistical average. If light is scattered from
a spin wave propagating in an infinite medium, the spatial
integration volume is the entire space. In this case the cor-
relation function in Eq. (15) is nonzero only if the relations
" = "S −"I and q= qS −qI are fulfilled, yielding the conser-
vation laws of energy and momentum, described by Eq. (13).
However, since for a spin wave mode propagating in a film
the integration volume is bounded by the two film surfaces,
the conservation conditions are fulfilled only for the two
in-plane components of the wavevector, q�. In the backscat-
tering geometry, when qS = −qI , q� is determined by the
angle of incidence of the light, : q� = 2qI sin . The third
component perpendicular to the film, qn, is not well defined
by the conservation law because the system does not pos-
sess the symmetry of translational invariance perpendicular
to the film. The uncertainty in qn is, apparently, inversely
proportional to t, the thickness of the film or of the mode
localization region, or the penetration depth of the light. It
is negligible, if �qS − qI �nt � 2�.
If now the in-plane translational invariance of the mag-

netic film is broken by patterning, the in-plane wavevector,
q�, is no longer fully conserved in a light scattering process.
In the case of a spin wave mode localized in a stripe, for
example, the only conserved component is the component
of q� along the stripe axis. It is clear from Eq. (15) that the
dependence of the differential light scattering cross section
on the component of q� perpendicular to the stripes is deter-
mined by the Fourier components of m�y�. We will discuss
this in more detail later.
A typical experimental setup for BLS studies is schemat-

ically shown in Figure 5. Light of a frequency stabilized
laser is focused onto the sample by an objective lens. The
light scattered from the sample (elastic and inelastic con-
tributions) is collected and sent through a spatial filter for
suppressing background noise before entering the interfer-
ometer. The central part of the interferometer consists of
two Fabry–Perot etalons FP1 and FP2. The tandem arrange-
ment avoids ambiguities in the assignment of inelastic peaks
to the corresponding transmission order [31, 32]. In order
to obtain the high contrast necessary to detect the weak
inelastic signals, the light is sent through both etalons sev-
eral times using a system of retroreflectors and mirrors. The
frequency selected light transmitted by the interferometer is
detected by a photomultiplier or an avalanche photodiode
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Figure 5. Schematic view of a Brillouin light scattering setup.

after passing through a second spatial filter for additional
background suppression. A prism or an interference filter
between the second spatial filter and the detector serves
for suppression of inelastic light from common transmission
orders outside the frequency region of interest. Data collec-
tion is performed by a personal computer or by a multichan-
nel analyzer.

5. SPIN WAVE QUANTIZATION
IN STRIPES

The spin wave excitation spectrum of arrays of ferromag-
netic stripes was recently investigated by several groups [8,
10, 33–36].
An early investigation of BLS from spin waves in an array

of magnetic stripes made of permalloy was performed by
Gurney et al. [34]. The stripe thickness and width were
30 nm and 0.55 �m, respectively. The authors have observed
a splitting of the spin wave spectrum into several discrete
modes, but they were not able to identify the nature of the
modes.
Ercole et al. [8] investigated arrays of stripes, fabricated

from 60-nm-thick, Au captured FeNi films grown on GaAs
(001) substrates. Stripe arrays were produced with stripe
widths between 0.4 and 10 �m; the individual stripes were
separated by twice their width. The spin wave frequencies
were found to be sensitive to the size of the stripes, as well
as to the in-plane angle of the wavevector of the spin waves
demonstrating a clear twofold symmetry, obviously intro-
duced by the symmetry of the stripe shape. Both effects
have a magnetic dipolar origin and are due to demagne-
tizing fields caused by the stripe edges. The magnetic easy
axis corresponds to the case when the stripes are parallel
to the applied field. No evidence of any mode splitting was
reported. The authors have simulated their experimental
results by solving the Landau–Lifshitz torque equation with
the dynamic magnetization profiles assumed to be homoge-
neous in each stripe. As a result, an expression for the spin
wave frequency was obtained, which is similar to Eq. (17),
describing the q = 0 resonance in finite samples.

Cherif et al. [10] studied spin waves in arrays of 40-nm-
thick Co stripes with widths and periodicities on the microm-
eter scale. Contrary to FeNi, Co films possess an essential
magnetic anisotropy with an effective field Ha = 2�6 kOe.
Under a magnetic field parallel to the stripes, the frequency
of the DE mode is higher than in the unpatterned film.
For a magnetic field perpendicular to the stripe a signifi-
cant variation of the frequency is observed, which is related
to the size-dependent demagnetizing field. An additional,
low-frequency mode which is not seen in the infinite film,
was observed. The authors connect this mode with the uni-
form precession mode, which gives rise to a measurable BLS
intensity in patterned, highly anisotropic structures.
Mathieu et al. [35] and Jorzick et al. [37] investigated spin

wave excitations by BLS in arrays of FeNi stripes. In addi-
tion to demagnetization effects, a quantization of the spin
wave mode in several dispersionless modes was observed
and quantitatively described. This quantization is caused by
a confinement effect of the spin waves in each stripe. It
was not seen in the geometry when the wavevector of the
detected mode was parallel to the stripes. Since these exper-
iments provide the first account for a quantitative under-
standing of �q �= 0� spin wave quantization effects in lateral
structures, let us consider them in more detail.
The samples were made of 20-nm- and 40-nm-thick Ni81 ·

Fe19 films deposited in UHV onto a Si(111) substrate by
means of e-beam evaporation. Patterning was performed
using XRL with a following lift-off process with Al coat-
ing and ion milling [14]. The procedure is a high-quality
patterning process, which provides a superb quality of the
stripe boundaries. Several types of periodic arrays of stripes
with stripe widths w = 1� 1�7, and 1.8 �m and with differ-
ent stripe separations 0.2–2.3 �m were prepared. The length
L of the stripes was 100–500 �m. The patterned area was
500 × 500 �m2. One of the arrays studied in [35] and [37]
is shown in Figure 2. An investigation of the magnetization
reversal behavior of the structures, performed by Kerr mag-
netometry, showed that the magnetic easy axis of the array
was along the stripe axis.
In a BLS experiment with backscattering geometry the

in-plane wavevector q� = �qS − qI ��, transferred in the light
scattering process, was oriented perpendicular to the stripes,
and its value was varied by changing the angle of light
incidence, , measured from the surface normal: q� =
�4�//Laser� · sin . The wavevector was oriented perpendicu-
lar to the stripe axes or along one of the edges of the ele-
ments. The absolute value of q� was varied in the range of
�0–2�5� ·105 cm−1. An external magnetic field He was applied
in the plane of the samples. The collection angle of the scat-
tered light was chosen small enough to ensure a reasonable
resolution in q� of ±0.8 · 104 cm−1. It is important to men-
tion here once more that, strictly speaking, due to spin wave
confinement in a stripe the transferred wavevector q� can-
not be considered as the wavevector of the spin waves mode
taking part in the scattering process and, thus, tested in the
experiment. Because of the confinement the spin wave mode
does not possess a well-defined wavevector.
Figure 6 shows a typical BLS spectrum for the sample with

a stripe width of 1.8 �m and a separation between the stripes
of 0.7 �m. A transferred wavevector q� = 0�3 · 105 cm−1 was
oriented perpendicular to the stripes, while an external field
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Figure 6. Experimental Brillouin light scattering spectrum obtained
from the stripe array with a stripe thickness of 40 nm, a stripe width of
1.8 �m, and a separation between the stripes of 0.7 �m. The applied
field is 500 Oe orientated along the stripe axis. The transferred wavevec-
tor of q� = 0�3 · 105 cm−1 is oriented perpendicular to the stripes. The
discrete spin wave modes are indicated by arrows. In the so-called
region of interest (5–17 GHz) the scanning speed was reduced by a fac-
tor of 3, increasing the number of recorded photons by the same factor.
Reprinted with permission from [64], S. O. Demokritov and B. Hille-
brands, J. Magn. Magn. Mater. 200, 706 (1999). © 1999, Elsevier Science.

of 500 Oe was applied along the stripe axis. As it is seen
in Figure 6, the spectrum contains four distinct modes near
7.8, 9.3, 10.4, and 14.0 GHz. Note here that in the region of
interest (5–17 GHz), the scanning speed of the interferome-
ter was reduced by a factor of 3 to increase the accumulation
time in this region and, thus, to improve the signal-to-noise
ratio. By varying the applied field the spin wave frequency
for each mode was measured as a function of the field. The
observed dependence of all frequencies on the field confirms
that all detected modes are magnetic excitations.
To identify the nature of the observed modes, the dis-

persion of the modes was obtained by varying the angle of
light incidence, , and, thus the magnitude of the transferred
wavevector, q�. The results are displayed in Figure 7 for two
samples with the same stripe thickness of 40 nm and width
of 1.8 �m, but with different stripe separations of 0.7 �m
(open symbols) and 2.2 �m (solid symbols). The dispersion
measured on the arrays with the same lateral layout but with
a stripe width of 20 nm is presented in Figure 8. It is clear
from Figure 7 that one of the detected modes presented by
circles (near 14 GHz) is the PSSW mode, corresponding to
p = 1 in Eq. (9) (it is not seen in Fig. 8 due to its much
higher frequency caused by the smaller stripe thickness). In
the region of low wavevectors the spin wave modes show a
disintegration of the continuous dispersion of the DE mode
of an infinite film into several discrete, resonance-like modes
with a frequency spacing between the lowest lying modes
of approximately 0.9 GHz for d = 20 nm and 1.5 GHz for
d = 40 nm. As it is clear from Figures 7 and 8, there is no
significant difference between the data for the stripes with
a separation of 0.7 �m and 2.2 �m. This fact indicates that
the mode splitting is purely caused by the quantization of
the spin waves in a single stripe due to its finite width.
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Figure 7. Obtained spin wave dispersion curves for an array of stripes
with a stripe thickness of 40 nm, a stripe width of 1.8 �m, and a sepa-
ration between the stripes of 0.7 �m (open symbols) and 2.2 �m (solid
symbols). The external field applied along the stripes axis is 500 Oe. The
solid horizontal lines indicate the results of a calculation using Eq. (8)
with the quantized values of q�. The dotted horizontal line indicates the
result of calculations for the mode n = 0 using Eq. (17). The dashed
lines showing the hybridized dispersion of the Damon–Eshbach mode
and the first perpendicular standing spin wave mode were calculated
numerically for a continuous film with a thickness of 40 nm. On the
right-hand side the mode profiles are illustrated. Reprinted with per-
mission from [64], S. O. Demokritov and B. Hillebrands, J. Magn. Magn.
Mater. 200, 706 (1999). © 1999, Elsevier Science.
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Figure 8. Obtained spin wave dispersion curves for an array of stripes
with a stripe thickness of 20 nm, a stripe width of 1.8 �m, and a sepa-
ration between the stripes of 0.7 �m (open symbols) and 2.2 �m (solid
symbols). The external field applied along the stripes axis is 500 Oe. The
solid horizontal lines indicate the results of a calculation using Eq. (8)
with the quantized values of q�. The dotted horizontal line indicates the
result of calculations for the mode n = 0 using Eq. (17). The dashed
lines, showing the hybridized dispersion of the Damon–Eshbach mode
and the first perpendicular standing spin wave mode, were calculated
numerically for a continuous film with a thickness of 20 nm. On the
right-hand side the mode profiles are illustrated. Reprinted with per-
mission from [64], S. O. Demokritov and B. Hillebrands, J. Magn. Magn.
Mater. 200, 706 (1999). © 1999, Elsevier Science.
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As it is seen in Figure 7, the first PSSW mode (p = 1) was
observed in the arrays with a stripe thickness of 40 nm for
the entire investigated range of q�. It was used as a refer-
ence for relative measurements of the BLS scattering cross
section, as it is described below.
Having a closer look at the dispersion curves and the BLS

cross-section profiles of the magnetic stripes, one can sum-
marize the main features as follows: (i) For low wavevector
values (0–0.8 · 105 cm−1) the discrete modes do not show
any noticeable dispersion, behaving like standing wave res-
onances. (ii) Every discrete mode is observed over a con-
tinuous range of the transferred wavevector q�. (iii) The
lowest two modes appear very close to zero wavevector; the
higher modes appear at higher values. (iv) The frequency
splitting between two neighboring modes is decreasing for
increasing mode number. (v) There is a transition regime
�q� = �0�8–1�0� · 105 cm−1) where the well-resolved disper-
sionless modes converge towards the dispersion of the con-
tinuous film (see dashed lines in Figs. 7 and 8). (vi) There
is no noticeable difference for the samples with the same
stripe width w but different stripe separations (0.7 �m and
2.2 �m).
In order to understand the above experimental findings

we need (i) to explain why every discrete mode is obser-
ved over a characteristic continuous range of transferred
wavevectors, and (ii) to calculate the frequencies of the
observed eigenmodes.
Since the discrete, dispersionless spin wave modes obser-

ved for small wavevectors converge towards the dispersion of
the DE mode of the continuous film, it is natural to assume
that these modes result from a width-dependent quantiza-
tion of the in-plane wavevector of the DE mode, as dis-
cussed. As it was shown, the profile of the dynamic part of
the magnetization, m, in the nth mode is well approximated
by a cosine-like shape (see Eq. (12)). On the other hand,
the component of the transferred in-plane wavevector along
the stripe axis, q�� z, is fully conserved in the light scattering
process. Since in the described experiments q� was oriented
perpendicular to the stripes, only the spin wave modes with
qz = 0, that is, m�z� = const, can take part in the scatter-
ing process. This and the fact that d � w justifies writing
Eq. (12) in a one-dimensional form, where m is considered
to be a function of y only. In this case Eq. (15), which deter-
mines the light scattering intensity I�q�, can be essentially
simplified:

I�q� ∝ d2'

d(d"S

∝ �)*∗�q�)*�q�� ∝ 	mq 	2

=
∣∣∣∣
∫ w/2

−w/2
m�y� · exp�−iqy� dy

∣∣∣∣
2

(16)

Note here that since the integration is performed only within
the stripe, the Fourier transform mq is nonzero over a
continuous interval of q and, thus, the discrete modes are
observed over a finite interval of the transferred wavevec-
tor q�. Substituting Eq. (12) in Eq. (16) and using Eq. (11),
one can calculate the light scattering intensity In�q� for each
standing lateral mode. The results of this calculation and
comparison with the experimental results for the stripes with
their width w = 1�8 and 1 �m, normalized for the best fit of
the n = 0 mode, are shown in Figure 9.
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Figure 9. Measured relative BLS intensities (black squares) of the in-
plane quantized spin wave modes as a function of the wavevector q�
and the mode number n in comparison to the calculated results based
on Eq. (16) (gray colored curves). (a) Stripe width is 1.8 �m, (b) stripe
width is 1 �m.

The measured light scattering intensity for these modes
are also presented in Figure 9. Due to possible variations
in the transmission of the interferometer during the course
of the measurements, it is, in general, very difficult to mea-
sure absolute values of the BLS scattering cross section.
To overcome this problem, the PSSW mode, registered for
the entire investigated range of q�, was used as a refer-
ence for relative measurements of the BLS scattering cross
section. The BLS intensity corresponding to each in-plane
mode was normalized to the intensity of the PSSW mode.
The relative intensities obtained in this way were very repro-
ducible and were used for measuring the lateral distribution
of the dynamic magnetization through the stripe using the
approach discussed above. They are shown in Figure 9 by
black squares. The very good agreement between the exper-
imental data and the results of the calculation justifies the
chosen boundary condition and confirms that the observed
spin wave modes are in fact the quantized DE modes.
The frequency of the observed modes can be derived by

substituting the obtained quantized values of the wavevec-
tor, qy� n, into the dispersion equation of the DE mode,
Eq. (8). The results of these calculations are shown for two
arrays of stripes in Figures 7 and 8 by the solid horizontal
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lines. For the calculation the geometrical parameters (stripe
thickness d = 20 or 40 nm, stripe width w = 1�8 �m) and
the independently measured material parameters 4�MS =
10�2 kG and �/2� = 2�95 GHz/kOe were used. Without any
fit parameters the calculation reproduces all mode frequen-
cies with n > 0 very well, and for the n = 0 mode a reason-
able agreement is achieved. Since the group velocity Vg =
2���/�q of the DE spin wave (cf. Eq. (8)) decreases with
increasing wavevector, the frequency splitting of neighbor-
ing, width-dependent discrete spin wave modes, which are
equally spaced in q-space �qy� n = n�/w�, becomes smaller
with increasing wavevector qy� n, until the mode separation
is smaller than the frequency resolution in the BLS exper-
iment and/or the natural line width, and the splitting is no
longer observable in Figures 7 and 8.
Although the spatial distribution and the frequencies

of the observed modes are well reproduced, the above
approach ignores the correction of dynamic dipole fields due
to the finite width of the stripes. Since the magnetic dipole
interaction is a long-range one, the strength of the field at
a given position is determined not only by the amplitude of
the dynamic magnetization in the vicinity of this position,
but also by the spatial distribution of the dynamic magne-
tization far from this position. Therefore, due to finite size
effects caused by the side walls, the dipole fields accompa-
nying a quantized mode in the stripe differ from those of
the DE mode of the infinite film with the same wavevector.
This correction, which is small in any case for the stripes
with a high aspect ratio, is negligible for all modes with suffi-
ciently high quantum numbers (i.e., for modes with either p
or n larger than zero). It is, however, observable for the low-
est, uniform mode (p = 0, n = 0). The finite size effect can
be easily taken into account for long stripes with ellipsoidal
cross section since the dynamic dipole field is homogeneous
in this case. The corresponding frequency is given by the
Kittel formula [38]:

� = �

2�
· ��H + �Nx − Nz� · 4�MS�

· �H + �Ny − Nz� · 4�MS� 
1/2 (17)

where Nx, Ny , and Nz are the demagnetizing factors along
the x̂-, ŷ-, and ẑ-direction in the stripe cross section (note
here that the demagnetizing factor along the stripe, Nz, is
negligible). In the particular case of a stripe with a rectan-
gular cross section Eq. (17) is not exactly applicable, since
the dynamic demagnetizing field is not homogeneous. How-
ever, since the thickness of the stripe is much smaller than
its width �d � w�, one can consider this field to be approx-
imately homogeneous over the main part of the stripe in
agreement with the analytical solution for demagnetizing
fields of a rectangular prism found by Joseph and Schlö-
mann [39]. The corresponding demagnetizing factors are:
Ny = 2d/�w, Nx = 1 − Ny , Nz = 0. The calculated value
of Ny is in good agreement with that obtained from static
measurements. The frequency of the lowest mode calcu-
lated on the basis of Eq. (17) using the above demagnetizing
factors is shown by a dotted horizontal line in Figures 7
and 8. The agreement with the experiment is convincing. It
is much more complicated to take into account the finite
size effects for the nonuniform modes. However, from the

qualitative considerations it is obvious that the correction of
the demagnetizing fields (or demagnetizing factors) due to
the finite size of the stripe rapidly decreases with increasing
mode number. Therefore, good reproduction of the mode
frequencies for n > 0 just on the basis of Eq. (17) is not
surprising.

6. STATIC MAGNETIC COUPLING
IN ARRAYS OF RECTANGULAR DOTS

Before we discuss in more detail the dynamics in films pat-
terned in two dimensions, we first need to visit the static
properties. This is the subject of this section. We present a
study of the static magnetic properties of dense arrays, con-
sisting of micron-size rectangular magnetic elements with
small interelement spacings. Special attention is paid to the
influence of the magnetic dipole coupling on the magnetiza-
tion curves and magnetic domain configurations.
The rectangular elements with a thickness of 35 nm and

lateral dimensions of 1 × 1 �m2, 1 × 1�2 �m2, and 1 ×
1�75 �m2 respectively were prepared for these studies. The
spacing d between the elements was always chosen the same
in both lateral directions. In addition several arrays with the
same element size �1×1�75 �m2) and different interelement
spacings () = 0�1 �m, 0.2 �m, 0.5 �m, and 1 �m) were pre-
pared. The elements were arranged in arrays with overall
dimensions of 800 × 800 �m2. The high quality of the pat-
terning process is evident from Figure 1, where a scanning
electron micrograph of the elements with lateral dimensions
of 1× 1�75 �m2 and a spacing of 0.1 �m is shown. Measure-
ments of the magnetization curves were performed using
longitudinal magneto-optic Kerr effect (MOKE) magnetom-
etry with the magnetic field applied in the plane of the sam-
ple. The measured signal in this case is proportional to the
in-plane magnetization component parallel to the applied
field. The domain structures of the elements were moni-
tored at room temperature by magnetic force microscopy
(MFM). For imaging, two MFM microscopes, Solver MFM
from NT-MDT and NanoScope IIIa from Digital Instru-
ments, were used. The MFM tips were magnetized along the
tip axis, that is, normal to the sample surface, making the
MFM sensitive to the vertical component of the stray fields.
The unpatterned films are characterized by square shape

magnetization loops with coercivities less than 2 Oe, which
reflect the high quality of the films. Measured at different
in-plane orientations of the applied magnetic field, the mag-
netization curves demonstrate quasi-isotropic properties of
the films, an in-plane anisotropy field being below 1 Oe. The
magnetization curves of the patterned arrays show higher
coercivities and much higher saturation fields between 30
and 250 Oe. Typical examples of the magnetization curves
measured by MOKE for the magnetic field applied along
the long and short sides of the rectangles are presented in
Figure 10.
The pronounced difference between the two curves

reflects the anisotropic nature of static magnetic properties
of the array. An arrow in Figure 10 indicates the experimen-
tally determined saturation field HS as an averaged value
over two saturation fields HS1 and HS2 measured for differ-
ent parts of the hysteresis loop. Such an averaging compen-
sates the effect of the hysteresis.
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Figure 10. Typical magnetization curves of the array of 1 × 1�75 �m2

elements with a spacing of 0.1 �m measured along their easy (e.a.)
and hard (h.a.) axes using MOKE. The arrow indicates the value of
the measured saturation field for the hard-axis curve determined as
an averaged value of HS1 and HS2 measured for different parts of the
hysteresis loop (shown is only HS for the hard-axis curve).

Figure 11 shows the obtained saturation field versus the
in-plane angle of the applied field for the arrays with dif-
ferent lateral dimensions of the elements, but with a fixed
separation between the elements of 0.1 �m. For the arrays of
rectangles a twofold anisotropy with the easy axis lying along
the long axis of the elements is clearly seen. The experimen-
tally determined magnitude of the saturation field depends
on the lateral dimensions of the elements, on the in-plane
orientation of the applied field with respect to the rectangle
sides, and on the distance between the elements in the array.
To saturate the sample the applied field needs to be higher
than the demagnetizing field which is determined by the
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Figure 11. The saturation field HS as a function of the in-plane angle
measured with respect to the short axis of the element: �—unstructured
film; —array of square 1 × 1 �m2 elements with spacing ) = 0�1 �m;
�—array of 1 × 1�75 �m2 elements with spacing ) = 0�1 �m; and
—array of 1× 1�2 �m2 elements with spacing ) = 0�1 �m.

shape of the elements and the interelement distance. The
effect is attributed to the element shape, as corroborated by
a larger anisotropy observed for the elements with a higher
lateral aspect ratio. For the array of squares a weak fourfold
anisotropy caused by the inhomogeneity of the demagnetiz-
ing field is observed (configurational anisotropy), while the
continuous film is almost isotropic in the plane, as is seen
from the solid circles in Figure 11.
Although the observed magnetic anisotropy is strongly

correlated with the shape of a single element, it depends
on the interelement distance as well. The circles and the
squares in Figure 12 show the saturation fields along the
easy and hard axis (the long and short sides of the rectan-
gles) measured as a function of the interelement spacing for
the array of elements with the lateral size of 1× 1�75 �m2.
For “zero spacing,” that is, a continuous film, the data are
shown for reference. A sizeable increase in the saturation
field with increasing spacing and nearly a constant satura-
tion field at higher spacing values demonstrate the fact that
the interaction between the elements influences drastically
the magnetization process of the array. For large spacings,
that is, well above 1 �m, the elements can be considered as
noninteracting. In this case the saturation field of the arrays
is determined by the demagnetizing field of an individual
element. With decreasing separation between the elements,
the demagnetizing fields of the neighboring rectangles partly
compensate each other and the saturation field of the array
is decreasing. The obvious limit of zero spacing is a non-
structured film with a very low saturation field, which is
determined by the intrinsic coercivity of the film.
The influence of the magnetostatic interaction between

the elements can be understood from the analysis of the
magnetic dipole field of the interacting elements. For a
uniformly magnetized array of rectangular elements this can
be done rigorously using the approach developed in [40].
For calculating the dipolar fields we assume Cartesian coor-
dinates with the x- and y-axes lying along the rectangle sides
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Figure 12. Measured (symbols) and calculated (lines) values of the sat-
uration field HS for the array of 1 × 1�75 �m2 rectangular elements
as a function of the interelement spacing ). � and the solid line—the
field is along the short edge of the element (hard axis), � and the
dashed line—the field is along the long edge of the element (easy axis).
Reprinted with permission from [64], S. O. Demokritov and B. Hille-
brands, J. Magn. Magn. Mater. 200, 706 (1999). © 1999, Elsevier Science.
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of the size lx and ly , respectively, and the z-axis lying along
the surface normal, as is shown in Figure 1. The origin of the
system is placed in the center of an element, that is, the ele-
ment occupies the volume of −lx/2 < x < lx/2, −ly/2 < y <
ly/2, and −h/2 < z < h/2. The magnetization is assumed
to be homogeneous across the element and oriented along
the y-direction. The scalar potential which is produced by
an infinitely thin layer of the array, lying within the xy-plane
at height z, can be found using the following expression:

d6�x� y� z′� = dz′
∫ �

−�
dkx

∫ �

−�
dky

iMky√
k2x + k2y

× e−
√

k2x+k2y 	z−z′ 	7̃�kx� ky�e
−ikxxe−ikyy (18)

where the Fourier component of the two-dimensional array
structure 7�x� y� is

7�kx� ky� =
1
2�

∫ �

−�
eikx

x dx
∫ �

−�
eik

y
y dy7�x� y��

= 1
2�

( �∑
n=−�

∫ nLx+lx/2

nLx−lx/2
eikx

x dx

)

·
( �∑

m=−�

∫ mLy+ly/2

mLy−ly/2
eik

y
y dy

)
(19)

with the translation vectors of the array in the x- and y-
direction Lx = lx + ) and Ly = ly + ). Substituting 7�x� y�
in [1] and integrating over kx and ky , one obtains

d6�x� y� z − z′� = 8�M dz′

LxLy

�∑
n�m=−�

ie−iqxxe−iqyy

qqx

× sin
(

qxlx
2

)
sin
(

qyly

2

)
e−q	z−z′ 	 (20)

where qx = 2�
Lx

n, qy = 2�
Ly

m and
√

q2x + q2y are the vectors of
the reciprocal lattice of the array. In order to calculate the
potential of the entire structure, the expression (20) should
be integrated over z′ from −h/2 to h/2. For −h/2 < z <
h/2, the result of the integration is written as follows:

6�x�y�z�= 8�Mlxly

LxLy

�∑
n�m=−�

ie−iqxxe−iqyy

q2qx

sin
(

qxlx
2

)(
qyly

2

)

×�2−e−q�z+h/2�−eq�z−h/2� (21)

The magnetic field can be found by differentiating this
expression in accordance with H = −89. The y-component
of the field Hy�x� y� z�, which is antiparallel to the mag-
netization and is therefore decisive for the remagnetization
process, can be written as follows:

Hy�x� y� z� = −�6

�y
= 8�M

LxLy

{ �∑
m= l

lx
qy

sin�qyy� cos
(

qyly

2

)

× �2 − eqy�z+h/2� − eqy�z−h/2� −
�∑

n�m= l

4qy

q2qx

× sin�qxx� sin�qyy� cos
(

qxlx
2

)
cos
(

qyly

2

)

× �2 − eqy�z+h/2� − eqy�z−h/2� 

}
(22)

The calculated profile of the demagnetizing field over a sin-
gle element in the array of the 1× 1�75 �m2 elements with
) = 0�1 �m is shown in Figure 13 for the magnetization lying
along the short side of the element. Since the elements have
a rectangular, nonellipsoidal shape, the demagnetizing field
is not homogeneous. It is significantly enhanced in the zones
near the edges of the element perpendicular to the magne-
tization. Thus, the saturation of the entire element occurs
at higher fields compared to the demagnetizing field in the
center of the element Hd0. The process of the element mag-
netization can be divided into three steps: (i) the applied
field is below Hd0—a domain walls movement and/or a rota-
tion of the magnetization in the domains take place; (ii) the
applied field exceeds Hd0—the main part of the element
is magnetized into the new field direction; (iii) the applied
field approaches and then exceeds the much higher value of
the demagnetizing field near the edges—the entire element
is saturated. Thus, from the experimental point of view, a
fast increase of the element magnetization during step (ii),
followed by a very slow saturation at high fields, can be
considered as a partial saturation of the main part of the
element.
The calculated demagnetizing field Hd0 in the center of

the element, that is, for x = y = 0, averaged over z, is plot-
ted in Figure 12 as a function of the distance between the
elements ). This field mainly determines the experimentally
measured saturation field, which is also shown in Figures 12
and 13. As it is seen in Figure 12, both fields gradually
increase with increasing ). This increase reflects the fact that
magnetic poles of opposite sign, which belong to neighbor-
ing rectangles, become more and more separated, reducing
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Figure 13. The profile of the magnetic dipolar field across the element
at x = 0 for the array of 1×1�75 �m2 elements with spacing ) = 0�1 �m
for the magnetization lying along the short side of the element. The
dipolar field is averaged over the thickness of the element h. Note
that the field is oriented opposite to the magnetization direction. The
dashed horizontal line indicates the experimentally measured value of
the saturation field.
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the diminishing effect on the resulting dipolar field. In the
limit of large separations the calculated dipolar field of the
array saturates and it becomes characteristic for an individ-
ual rectangular prism [41]. The calculated dipolar field Hd0
reproduces qualitatively the behavior of the measured satu-
ration field: both fields grow with increasing ) and become
almost constant for ) > 0�7 �m. The lack of the quantita-
tive agreement is a consequence of the inhomogeneity of
the demagnetizing field over the element dimensions, as it
is discussed above. To take this into account one needs to
solve the problem self-consistently implying a nonuniform
distribution of the magnetization.
For a deeper insight into the magnetic ground state of

a single rectangular element, MFM images of the samples
were measured at zero field. It was found that the remanent
domain structure depends drastically on the demagnetization
history. If a moderate magnetic field of 100–150 Oe is applied
along the long edge of the element, the so-called S- and C-
domain states are observed. If the field is applied along the
short edge of the element, the Landau state is observed on
the majority of the elements. In addition the MFM imag-
ing process slowly changes the domain pattern. After several
imaging cycles many elements show a diamond-like domain
pattern. This pattern completely avoids 180� walls and con-
sists of 90� walls only. The observed domain patterns are
presented in the upper panel of Figure 14. It is worth not-
ing here that the MFM tips covered by carbon caps do not
affect the domain patterns. For a relatively large separation
between the elements the observed domain patterns can be
simulated by considering the micromagnetic behavior of a
single element. The numerical approach, based on a direct
solution of the Landau–Lifshitz–Gilbert torque equation,
was applied for this purpose (OOMMF program package
[42]). It is evident from Figure 14 that the modeling demon-
strates excellent agreement between the calculated and mea-
sured domain configurations (compare the top and bottom

E � 3.7 pJ E � 1.3 pJ E � 1.2 pJ

Figure 14. Comparison between the experimental (upper panel) and
simulated domain patterns (lower panel) of 1 × 1�75 �m2 rectangular
elements. The total energies of the pattern obtained in the simulations
are also shown.

panels in Fig. 14). As was found by the modeling, the three
domain configurations have different energies, the lowest
energy given by the diamond-like configuration. This implies
that the S-domain structure and the Landau structure are
metastable and can be brought to the diamond-like state by
a corresponding perturbation. In our case the stray field of
the MFM tip is such a perturbation.
A significant interelement interaction in the arrays with

small spacings becomes obvious from the MFM images.
Figure 15 shows two MFM images (6�5 × 9 �m2) for the
array of 1 × 1�75 �m2 elements with ) = 0�1 �m at two
different external fields. In order to magnetize the array,
a high field of 120 Oe was applied along the long side of
the elements before imaging. As is evident from Figure 15,
the magnetization close to the short edges of the elements
tends to rotate towards the direction parallel to these edges,
forming the S-domain structure. At high fields (not shown)
these edge domains are rather narrow, but in remanence
they cover extended triangular areas, as can be seen in
Figure 15. The resulting magnetic charges are positioned
close to the short edges of the elements and are imaged
in the dark and light shades. Their respective positions for
each individual element indicate the dominant direction of
the magnetization within the elements. Figure 15a shows
the domain configuration, which was recorded after decreas-
ing the external field and reaching a weak reverse field

H = -64 Oe

H = -48 Oe

a

b

Figure 15. MFM images (6�5× 9 �m2) of the array of the 1× 1�75 �m2

rectangular elements recorded during a magnetization reversal pro-
cess. The sample was magnetized at 120 Oe. (a) MFM image taken at
−48 Oe. The gray rectangle indicates a single element; the white arrows
indicate the main orientation of the magnetization within the element.
(b) MFM image taken at −64 Oe.
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of 48 Oe. The fact that the magnetization reversal pro-
cess has been already initiated manifests itself in the second
row of elements from the bottom. Here the entire row has
been switched to the opposite magnetization direction. An
increase in the reverse field up to 64 Oe results in switching
all the rows excluding the second row from the top, which
remains in the initial configuration.
Figure 15 demonstrates a significant intrarow interaction,

which keeps the elements within one row in a common
magnetization direction. In this case the inter-row inter-
action strength is much weaker. Nevertheless, it can be
observed after ac demagnetization of the sample. Figure 16a
and b displays two zero-field MFM images, recorded after
demagnetizing the sample in an ac field along the long and
short axes of the elements, respectively. As is seen from
Figure 16a, each individual element still carries a net mag-
netization and shows the triangular edge domains, similar
to those in Figure 15. A significant intrarow interaction is
evident from the fact that all the elements in a row are
found in the same magnetization direction, that is, each row
still carries macroscopic nonzero magnetization. By compar-
ing the black-white contrast for the rows one finds, how-
ever, that the magnetization alternates in most cases from
pointing to the right to pointing to the left for the neighbor-
ing rows. As a result, although the elements and even the
rows still carry the net magnetization, the overall magnetiza-
tion of the sample is compensated to zero by the alternating
magnetization directions of the rows. The presence of an
inter-row interaction is also evidenced by a high number of
cases where the edge domains of four neighboring islands

a

b

Figure 16. Remanence MFM images (6�5 × 9 �m2) of the array of
the 1 × 1�75 �m2 rectangular elements after demagnetizing in ac
fields. (a) Demagnetizing field is along the long edge of the element.
(b) Demagnetizing field is along the short edge of the element.

show a strong correlation between the rows. They tend to
form a structure with an alternating black-white contrast,
which allows an effective flux closure on a local scale.
One might expect that a configuration with a demagne-

tized state for each single element is energetically more
favorable. As is obvious from Figure 16b, such a situation
can indeed be generated after ac-demagnetizing the sam-
ple along the short axis. Now one finds the elements in the
Landau state with some of the elements displaying a sin-
gle cross-tie to be present within the central 180� wall, as it
was also seen for isolated permalloy elements [43]. Since the
net magnetization of the Landau state is smaller than that
of the S-state, the interelement coupling is not apparent in
Figure 16b.

7. DYNAMIC INTERDOT COUPLING
IN ARRAYS OF CIRCULAR DOTS

Up to now there exist very few studies of spin waves in mag-
netic dot arrays [5–7, 44]. This is definitely connected to the
fact that, on one hand, it is much more difficult to prepare
dots with a well-defined shape. On the other hand, the mag-
netic signal from dots is lower than that from stripes simply
due to the lower coverage of the surface by the magnetic
material.
Grimsditch et al. [5] investigated submicron Fe magnetic

dot arrays by BLS with dots of ellipsoidal shape. They
showed that the shape anisotropy of individual dots is a
dominant source of anisotropy, measured both by static
magnetometry and BLS. The measured spin wave frequen-
cies are in good agreement with values calculated on the
basis of isolated ellipsoids using Eq. (17). No interdot cou-
pling was observed.
Hillebrands et al. [6, 44] investigated spin wave properties

of square lattices of micron-sized circular dots of permal-
loy with varying dot separations. Different samples compris-
ing circular dots arranged in a 1 × 1 mm2 square lattice
with a diameter/separation of 1/0.1, 1/1, 2/0.2, and 2/2 �m,
respectively, patterned into 500- and 1000-Å-thick films were
prepared. Special care was taken to avoid a touching of
neighboring dots even for the smallest separation. This was
confirmed by depth profile measurements. The measured
spin wave frequencies of the different dot arrays as a func-
tion of the applied field are shown in Figure 17. For each
dot array the spin wave frequencies decrease with decreasing
field, and they disappear below certain critical applied fields.
The strong reduction of the spin wave frequencies with
decreasing aspect ratio L/d is also seen in Figure 17. This is
caused by size-dependent demagnetizing fields, that is, the
demagnetizing factor N� of each magnetic dot decreases
with the aspect ratio. The solid lines in Figure 17 are cal-
culated on the basis of Eq. (8), where the applied magnetic
field is substituted by the internal field in the dot. The lat-
ter is calculated using demagnetizing factors of spheroids
with axial ratios taken from the aspect ratios of the magnetic
dots. Although spheroids are a crude approximation to the
real three-dimensional shape of the dots, the calculation is
in reasonably good agreement with the experimental data
for H > N� · 4�Ms .
To investigate the problem of an in-plane interdot cou-

pling, the spin wave frequencies were measured as a function
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of the angle of the in-plane applied field, 6H , with respect
to a reference [10]-direction of the lattice arrangement. For
the smallest dot separations of 0.1 �m a fourfold anisotropic
behavior was found, which was seen neither for larger dot
separations nor for the unpatterned reference film. This is
displayed in Figure 18 for the 1/0.1 �m and, for comparison,
for the 1/1 �m lattices of the sample of 100 nm thickness at
an applied field of 1 kOe. Note here that the easy axes (max-
imum frequencies) of the observed anisotropy are along the
[11]-directions of the lattice. To determine quantitatively the
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Figure 18. Dependence of the spin wave frequencies on the in-plane
direction of the applied field for the 1/0.1 mm (full squares) and, for
comparison, for the 1/1 mm (open squares) dot arrays of 100 nm thick-
ness. The solid line is a fit for the data. Note that maximum values of
the spin wave frequencies indicate an easy axis. Reprinted with permis-
sion from [64], S. O. Demokritov and B. Hillebrands, J. Magn. Magn.
Mater. 200, 706 (1999). © 1999, Elsevier Science.

anisotropy constant, the free energy expression is

F = K�4� sin2 6 · cos2 6 (23)

with 6 the angle between the direction of magnetization
with respect to the [10]-direction, and K�4� the constant of
a fourfold in-plane anisotropy. A model fit using Eq. (23)
and a numerical procedure to calculate the spin wave fre-
quencies [45] is displayed in Figure 18 as a solid line for the
1/0.1 �m lattice. For both 1/0.1 �m samples with thicknesses
of 50 nm and 100 nm, the anisotropy contribution K�4� was
determined for several values of the applied magnetic field.
The obtained values of K�4� decrease with increasing

field, and they saturate within the investigated field range at
K�4� = −0�6 · 105 erg/cm3, which corresponds to an effective
anisotropy field Hani = 150 Oe, at the same reduced field
value of about H/Hd = 5 with Hd the demagnetizing field.
As a function of the reduced field, H/Hd, the data of both
dot thicknesses fall onto one common curve within the error
margins indicating that the coupling strength scales with the
demagnetizing field.
The observed fourfold anisotropy can be understood as

being caused by a magnetic dipolar interaction between
residual unsaturated parts of the dots. This effect is known
as “configurational anisotropy” [46]. Because of the large
distance of 0.1 �m between the dots, a direct exchange
mechanism via conduction electrons or via electron tunnel-
ing can be excluded. A dipolar interaction of completely
magnetized dots also cannot account for the observed
anisotropy, because the corresponding dipolar energy can
be expressed as a bilinear form of the components of the
magnetization vector. Such an expression can only yield an
uniaxial, but not a fourfold anisotropy contribution, since
in a bilinear form the direction cosines appear quadratic in
highest order and add to a constant if a fourfold symme-
try is given. But, if the dots are not completely saturated,
the magnetic dipolar interaction energy cannot be expressed
in the above bilinear form, and the fourfold anisotropy is
no longer forbidden. The large observed decrease of the
coupling anisotropy constant with increasing field, forcing
the alignment of the magnetization with the field, corrob-
orates this assumption. Similar effect of higher-order mag-
netic anisotropies caused by the shape of the dot has been
recently observed in static measurements [46].
Cherif et al. [7] studied magnetic properties in periodic

arrays of square permalloy dots. The spin wave frequen-
cies were found to be sensitive to the size of the dots and,
for the smallest structures, to the in-plane direction of the
applied field. While the size dependence can be reasonably
explained to originate from the demagnetizing field effect,
the in-plane anisotropy should be discussed in more detail.
The authors observed a fourfold anisotropy in the spin wave
frequencies as a function of the in-plane angle of the exter-
nal field. The spin wave frequencies show maxima for the
magnetic field applied along the edges of the squares, indi-
cating easy axes of anisotropy along the edges. Contrary to
the results of Hillebrands et al. [6, 44], the authors did not
demonstrate that the observed anisotropy is caused by inter-
dot interaction; instead they argue that it may be a single-dot
effect. In fact, dots of square shape possess a lower sym-
metry compared to circular shaped dots. Therefore, shape
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effects (corner effects for the magnetization, confinement
of the spin wave mode, etc.) can cause this anisotropy. The
spin wave mode splitting caused by confinement of the spin
waves and corresponding quantization of the wavevector was
not observed as well.
Jorzick et al. [47] investigated square lattices of circu-

lar permalloy micron dots, similar to those used in [6, 44].
The only difference was the smaller thickness of the dots
of d = 40 nm. Figure 19 shows the anti-Stokes side of a
typical BLS spectrum for q� = 0�42 · 105 cm−1 of an array
with a dot diameter of 2 �m and a dot spacing of 0.2 �m
at H = 600 Oe. Similar to the results obtained from the
studies of magnetic stripes, several peaks, corresponding to
in-plane quantized spin wave modes, as well as an exchange
dominated, perpendicular standing spin wave mode are seen
in Figure 19. By changing the angle of light incidence the
value of q� is varied and the dispersion of the observed mode
is obtained as demonstrated in Figure 20 for the array of
dots with 2 �m dot diameter and 0.2 �m dot separation.
As it is seen in the figure, at least seven discrete disper-
sionless modes are detected in the wavevector interval, q� =
�0–0�8� · 105 cm−1. For large values of q� (>1 · 105 cm−1)
only two well-defined spin wave modes are observed. Using
a numerical procedure [45], the frequencies of the DE mode
and the first perpendicular standing spin wave mode for a
continuous film of same thickness (d = 40 nm) were calcu-
lated. The results of the calculation are plotted in Figure 20
as full lines. A good agreement between the experimentally
measured and the calculated dispersion curves for q� > 1 ·
105 cm−1 demonstrates the fact that for large transferred
wavevectors �2�/q� � D� the measured dispersion con-
verges to the dispersion of a continuous film of the same
thickness.
In the transition region between well-resolved multiple

modes and the dispersion of the continuous film �q� �
�0�8–1� · 105 cm−1� the mode separation is close to the BLS
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Figure 19. Obtained BLS spectrum for a square array of dots with a
dot diameter of 2 �m and a dot separation of 0.2 �m for the trans-
ferred wavevector q� = 0�21 · 105 cm−1 with an external field of 600 Oe
applied in-plane demonstrating the existence of several discrete spin
wave modes. The peaks corresponding to laterally quantized modes
are indicated by arrows. In the so-called region of interest the scan-
ning speed was reduced by a factor of 8, increasing the number of of
recorded photons by this factor. Reprinted with permission from [64],
S. O. Demokritov and B. Hillebrands, J. Magn. Magn. Mater. 200, 706
(1999). © 1999, Elsevier Science.

0,0 0,5 1,0 1,5 2,0 2,5
6

8

10

12

14

16

sp
in

w
av

e
fr

eq
ue

nc
y

(G
H

z)

q|| (105 cm-1)

Figure 20. Obtained spin wave dispersion curve for a square array of
dots with a dot thickness of 40 nm, a dot diameter of 2 �m, and a
dot separation of 0.2 �m. An external field of 600 Oe was applied
in-plane along the axis of the array lattice. The solid lines show the
results of a spin wave calculation for a continuous film of the same
thickness as the dots. The dashed line marks the calculated frequency
of the uniform mode of a single dot. Reprinted with permission from
[64], S. O. Demokritov and B. Hillebrands, J. Magn. Magn. Mater. 200,
706 (1999). © 1999, Elsevier Science.

instrumental line width, and therefore separate modes can-
not be resolved. Broad peaks are observed in the BLS spec-
tra. A decrease of the frequency splitting between the modes
observed at high values of wavevectors has been found for
magnetic stripes [35]. It is due to the fact that the group
velocity Vg = )"/)q of the DE mode decreases with increas-
ing wavevector. In the case of stripes, where the spin wave
modes are characterized by quantized equidistant wavenum-
bers q�� n (see previous section), this fact necessarily leads
to a monotonical decreasing frequency splitting between
the neighboring modes. Two-dimensional quantization con-
ditions in a circular dot are not so simple, as are those for
the stripes. Therefore, the splitting between the quantized
modes in the dots does not follow the simple rule, but still
we observe a small splitting at high wavevectors in dots as
well.
The frequency of the uniform mode of a single disc (" =

7�35 GHz) calculated by means Eq. (17), using the values
of the demagnetizing factors obtained from separate static
magneto-optic Kerr magnetometry, is shown as a horizontal
dashed line in Figure 20. The calculations clearly demon-
strate that the two lowest quantized modes have frequencies
near the frequency of the uniform mode.
The five lowest spin wave modes of arrays of dots with

the same dot thickness d = 40 nm as presented in Figure 20,
but with a smaller dot diameter (D = 1 �m), are shown in
Figure 21 for two different dot spacings. From a compari-
son of the data presented in Figures 20 and 21 it is seen
that the wavevector interval, where each mode is observed,
scales approximately as the inverse dot diameter, D−1. For
example, the two lowest modes of the dots with the diam-
eter of 2 �m are observed in the wavevector interval q� �
�0–0�5� · 105 cm−1, whereas the same modes of the dots
with the diameter of 1 �m are observed at q� � �0–1� ·
105 cm−1. This result is in agreement with the theoreti-
cal analysis performed in [35], which has shown that the
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Figure 21. Dispersion of the five lowest spin wave modes measured on
two square arrays of dots with the same dot thickness of 40 nm and
the same dot diameter of 1 �m. Open symbols indicate data for a dot
separation of 0.1 �m, full symbols of 1 �m. Note the difference between
the frequencies of the lowest modes for the two samples. The dashed
horizontal line indicates the calculated frequency of the uniform mode
of a single dot. Reprinted with permission from [64], S. O. Demokritov
and B. Hillebrands, J. Magn. Magn. Mater. 200, 706 (1999). © 1999,
Elsevier Science.

light scattering intensity from a given spin wave mode con-
fined to an island is determined by the Fourier transform
of the mode profile over the island. Changing the thickness
of the dots for a constant dot diameter (the data are not
shown), one observes that the frequency splitting between
neighboring modes decreases with decreasing dot thickness,
in accordance with the fact that the group velocity of the
Damon–Eshbach mode at a given q� decreases with decreas-
ing film thickness.
The above presented experimental findings lead us to

the conclusion that the observed dispersionless, resonance-
like modes are the Damon–Eshbach spin waves, quantized
due to lateral confinement in a single dot. Earlier studies
of the magnetostatic modes of in-plane magnetized macro-
scopic discs using a ferromagnetic resonance technique [48]
do not present any comparison of the experimental findings
with the theory. Surprisingly, despite numerous publications
on inhomogeneous magnetostatic modes in finite-size mag-
netic samples (see, e.g., [49] and references therein), there
is no appropriate theoretical description of such modes up
to now. This can be probably explained by the low symme-
try of the problem. In fact, in his pioneering work, Walker
[50] considered an axially magnetized spheroid. Due to axial
symmetry, the analytic solution of the Walker equation is
possible in this case and it can be expressed in terms of Leg-
endre functions. The magnetization direction of an in-plane
magnetized dot breaks the axial symmetry of the Walker
equation, and, correspondingly, that of possible mode pro-
files [51]. The solution (analytical or numerical) of the
Walker equation corresponding to an in-plane magnetized
disc is still needed.
Since the considered spin waves are the magnetostatic

modes, and since the magnetic dipole interaction is long-
range, the question of possible interdot mode coupling is of
importance. Also, from the practical point of view, interdot

coupling restricts the density of dot arrays in, for example,
magnetic memory applications. Figure 21 shows the frequen-
cies of the spin wave modes, obtained on arrays having the
same dot thicknesses and dot diameters, but with different
interdot distances, ). A clear frequency upshift of the two
lowest modes of the sample with ) = 0�1 �m documents the
existing interdot coupling.

8. SPIN WAVE WELLS
In this section we discuss dynamic excitations in small mag-
netic items (long stripes and rectangular elements) with a
large inhomogeneity of the internal field. It is known that
in a nonellipsoidal element the internal field decreases near
the edges of the element [39]. In some cases zones with zero
internal fields can be created [52]. The problem of inhomo-
geneous internal field has been avoided in the previously
discussed geometry used for the studies of the spin wave
quantization in stripes, since the external field was applied
along the long axis of the stripes.
In the following discussion we assume a Cartesian coordi-

nate system in which the x-axis is perpendicular to the plane
of the elements, and the y-axis is along the long axes of the
stripes. The wave vector q is chosen along the z-axis, that
is, perpendicular to the stripes. Figure 22 shows two typi-
cal BLS spectra obtained from an array of stripes of width
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Figure 22. BLS spectra obtained on the stripe array for q = 1 ·105 cm−1

at He = 500 Oe. Panels (a) and (c) correspond to different experimental
geometries as described in the text. Panel (b) represents the spectrum
of a unpatterned film.
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w = 1 �m, a length of 90 �m, and a distance between the
stripes of 0.5 �m for the external in-plane magnetic field
He = 500 Oe for different orientations of the field. Spec-
trum (a) is obtained for He oriented along the y-axis, thus
presenting the DE geometry, discussed above. Spectrum (b)
represents the unpatterned film. Spectrum (c) is recorded
with both q and He aligned along the z-axis. As it is seen in
Figure 22, spectra contain several distinct peaks correspond-
ing to spin wave modes. The high-frequency peaks indicated
as PSSW can be easily identified as exchange dominated
perpendicular standing spin wave modes also observed in
unpatterned films. Their frequencies are determined by the
exchange interaction and the internal field. To investigate
the nature of the other observed excitations, the dispersion
was measured by varying q. It is displayed in Figures 23 and
24 for both orientations of He.
Figure 23 representing the DE geometry clearly demon-

strates the lateral quantization of the DE spin waves, resem-
bling a typical “staircase” dispersion, discussed in Section 5.
The interval of the observation of each mode in the q-space
<q ≈ �0�8–1�0� · 105 cm−1 is in agreement with the width of
the stripe w = 1 �m, giving 2�/w = 0�63 ·105 cm−1. The fre-
quency of the PSSW mode coincides with that of the PSSW
mode for the unpatterned film and corresponds to an inter-
nal field of H = He = 500 Oe, thus corroborating negligible
demagnetizing effects in the stripes magnetized along their
long axes.
The dispersion presented in Figure 24 for He parallel to

the z-axis (i.e., He�q, so-called backward volume magne-
tostatic spin wave (BWVMS) geometry) differs completely
from that shown in Figure 23. First, the PSSW mode is split
into two modes, with frequencies corresponding to inter-
nal fields of H = 300 Oe and H = 0 Oe, respectively. This
corroborates the well-known fact that the internal field is
determined by essential demagnetizing effects and can be
zero near the stripe edges [52]. Second, a broad peak is seen
in the spectra in the frequency range 5�5–7�5 GHz over the
entire accessible interval of q. The shape of the peak varies
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Figure 24. Spin wave dispersion of the stripe array measured at He =
500 Oe for the BWVMS geometry. The solid lines represent the results
of calculation.

with q, thus indicating different contributions of unresolved
laterally quantized modes to the scattering cross section at
different q. Third, a separate, low-frequency, dispersionless
mode with a frequency near 4.6 GHz (indicated as “LM”
in Fig. 24) is observed over the entire accessible wavevector
range (qlim = 2�5 · 105 cm−1) with almost constant intensity.
This is a direct confirmation of a strong lateral localization
of the mode within a region with the width <r < 2�/qlim =
0�25 �m. From the low frequency of the mode one can con-
clude that it is localized near the edges of the elements,
since these are the field-free regions [39, 52].
Further evidence is provided by the observation of a

corresponding mode in rectangular elements (not shown).
For example, the frequency of the lowest mode for the
rectangular elements with the lateral sizes 1× 1�75 �m2, the
distance between the elements ) = 0�2 �m, and the thick-
ness d = 33 nm is 5.3 GHz.
A quantitative analytical description of the spin wave

modes observed in the stripes is made as follows. According
to Eq. (2), the frequency � of the spin wave is then given by

��Q� = �

2�

[(
H + 2A

MS

Q2

)

×
(

H + 2A
MS

Q2 + 4�MS · Fpp�q · d�

)]1/2
(24)

where H is the internal static magnetic field, MS is the mag-
netization, A is the exchange constant, and Fpp�qd� is the
matrix element of dipole-dipole interaction [21]. Here we
have written the spin wave wavevector as Q = qpex + q con-
sisting of the perpendicular part qp = p�/d quantized due
to the finite film thickness, and the in-plane part q = qyey +
qzz.
If, for reference, He�ey and q�ez (DE geometry), the

analysis of spin wave quantization is straightforward [37].
One assumes a quantization condition for q: q = m�/w,
where m = 1� 2� 3 � � � . The frequencies of these quantized
modes calculated using Eq. (2) for p = 0, m = 1� 2� 3� 4� 5
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(laterally quantized modes) and for p = 1 and m = 0
(PSSW) are in good quantitative agreement with the results
of the experiments as shown in Figure 23. The material
parameters used are: 4�MS = 10�2 kOe, A = 10−6 erg/cm2,
�/2� = 2�95 GHz/kOe.
If He�ez, the effect of demagnetization due to the finite

stripe width is very large, and the internal magnetic field
is strongly inhomogeneous and differs from He. It can be
evaluated as [39, 52]:

H�x� y� z� = He − Nzz�x� y� z� · 4�MS (25)

where Nzz�x� y� z� is the demagnetizing factor. As will be
discussed, this inhomogeneous field creates a potential well
for spin waves resulting in localization. The averaged value
of H�z� obtained by integrating Eq. (25) along the axes x
and y over the stripe cross section is shown in Figure 26. For
H > 0 the magnetization is parallel to He. Near the edges,
however, regions with H = 0 and with continuously rotat-
ing magnetization are formed [52]. Since the rotation of the
static magnetization dramatically changes the dispersion of
spin waves [53], regions with zero internal field reflect spin
waves propagating from the middle of the stripe towards
these regions. On the other hand, a spin wave propagating in
an inhomogeneous field might encounter the second turning
point even if the magnetization is uniform. In fact, for large
enough values of the internal field there are no allowed real
values of q, consistent with the spin wave dispersion [54].
Thus, a potential well for propagating spin waves is created.
Similar to the potential well in quantum mechanics, the con-
ditions determining the frequencies �n of possible spin wave
states in the well created by the inhomogeneous internal
field are determined by the equation

2
∫

q�H�z�� � dz = 2r� (26)

where r = 1� 2� 3� � � � and q�H�z�� � is found from the spin
wave dispersion. It states that the total phase shift of a wave
propagating from one turning point to another and then
returning back is a multiple of 2�. As will be discussed, addi-
tional phase jumps can appear at the turning points. These
jumps are firstly neglected in our analysis for the sake of
clarity.
We will illustrate these ideas in the following. The dis-

persion curves for spin waves with q�H and p = 0 calcu-
lated using Eq. (2) for different constant values of the field
are presented in Figure 25. A dashed horizontal line shows
the frequency of the lowest spin wave mode �1 = 4�5 GHz
obtained from Eq. (26) for r = 1 in good agreement with
the experiment. It can be seen from Figure 25 that, for H >
237 Oe, there are no spin waves with the frequency �1 =
4�5 GHz. Therefore, the lowest mode can only exist in the
spatial regions in the magnetic stripe where 0 Oe < H <
237 Oe. The corresponding turning points are indicated in
Figure 26 by the vertical dash lines. Thus, the lowest mode
is localized in the narrow region <z near the lateral edges of
the stripe where 0�26< 	z/w	 < 0�39. The mode is composed
of exchange dominated plane waves with qmin < q < qmax, as
indicated in Figure 25.
The higher-order spin wave modes with r > 1 having their

frequencies above 5.3 GHz are not strongly localized and

0
0

4

8

q min q max

H = 0 Oe

ν1 = 4.5 GHz

H = 120 Oe
H = 237 Oe

H = 305 Oe

F
re

qu
en

cy
(G

H
z)

q(105cm-1)
3 6 9

Figure 25. Dispersion of plane spin waves in the BWVMS geometry at
constant internal fields as indicated.

exist anywhere in the stripe where the internal field is pos-
itive (0 < 	z/w	 < 0�39). In the experiment they show a
band, since the frequency difference between the �r and
�r+1 modes is below the frequency resolution of the BLS
technique.
The above presented one-dimensional analytical approach

is applicable to long magnetic stripes. To describe the spin
wave modes of two-dimensional rectangular magnetic ele-
ments, micromagnetic simulations of nonuniform magnetic
excitations in such elements have been performed [55]. The
method used is based on the Langevin dynamics, and the
time evolution of the magnetization distribution in the mag-
netic element, which is discretized into Nx × Nz = 100 ×
180 cells with magnetic moments �i, is simulated using
the stochastic Landau–Lifshitz–Gilbert (LLG) equation [55].
The effective field Heffi acting on the ith moment con-
sists of a deterministic part Hdeti (which includes external
magnetic field and the fields created by the exchange and
dipolar interactions between different cell moments) and
a fluctuating part Hfli �t�. The correlation properties of this
fluctuating field, which is intended to simulate the influ-
ence of thermal fluctuations, may be quite complicated in
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Figure 26. The profile of the internal field in a stripe. <z shows the
region of the lowest mode localization.
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the micromagnetic system with interaction, in contrast to
the standard single-particle situation [56]. These properties
are not studied so far. It is, however, common practice to
use a simple approximation describing the fluctuating field
in the form of )-correlated random noise [55, 57, 58]. We
believe that the results of simulations with such a delta-
correlated noise should provide at least qualitatively a cor-
rect picture of the spatial distribution of different magnetic
eigenmodes in the system. In frame of this approximation
the noise power has been calculated for a system of inter-
acting magnetic cells as in [57]. The stochastic LLG equa-
tion has then been solved using the modified Bulirsch–Stoer
method (details of the method are given elsewhere).
The results of the simulation are presented in Figure 28.

Figure 27 presents a scanning force microscope image of
the rectangular elements studied and the distribution of the
static magnetization obtained by solving the LLG equation
without any fluctuations and used as a starting point for the
dynamic simulation. Next the field Hfli �t� has been turned
on. After the thermodynamic equilibrium state of the system
has been reached, the obtained values of all cell moments
were recorded. Afterwards, using Fourier analysis, the oscil-
lation spectrum of the total magnetic moment of the ele-
ment was obtained. In the frequency interval 3–20 GHz, this
Fourier spectrum demonstrates several maxima. The Fourier
components of each cell magnetization �i� " corresponding
to these maxima were calculated and squared, to compare
them with the measured spin wave intensities. As an exam-
ple, the obtained spatial distributions for the frequencies
� = 5�3 GHz and � = 12�2 GHz are presented in Figure 28.
It is clear from Figure 28 that the low-frequency mode is
strongly localized in the narrow regions near the edges of
the elements that are perpendicular to the applied field. In
contrast, and for comparison, the mode with � = 12�2 GHz
shown in Figure 28 is not localized.
Thus, we have shown that a strong inhomogeneity of

the internal field causes the creation of “spin wave wells”
(SWW) in magnetic stripes and rectangular elements and
the localization of spin wave modes in these wells. It is clear
from the above consideration that the number of the states
localized in the well depends on the depth of the well, which
is controlled by the value of the applied external field. This
is demonstrated in Figure 29.
Shown is a BLS spectrum for a transferred wavevector

q = 0�47 ·105 cm−1 for a higher external field ofHe = 800 Oe
instead of He = 500 Oe as it is the case for Figure 22. As it is
seen, in addition to the PSSW modes, the spectrum contains
two spin wave eigenstates of the SWW (instead of one in
Fig. 22).

a) b)

H = 600 Oe

Figure 27. (a) AFM image of rectangular elements; (b) calculated dis-
tribution of static magnetization in an element.

a) b)

H = 600 Oe

Figure 28. (a) Mode profile of a low-frequency spin wave mode with
� = 5�3 GHz (note the mode localization near the edges) in the rect-
angular elements; (b) mode profile of a spin wave mode with � =
12�2 GHz.

Figure 30 shows the dependence of the frequencies of the
observed modes on He. While the magnitude of He is small
and not sufficient to saturate the stripe, only a single PSSW
mode corresponding to Hi = 0 is present in the spectrum. At
some critical field He = H∗ the PSSW peak begins to split.
The first peak corresponding to Hi = 0 retains its frequency,
but loses its intensity with increasing He. The frequency of
the second peak (which appears at He = H∗) increases with
the applied field, indicating the increase of Hi in the central
part of the stripe. The observed value of the critical field
H∗ = 220 Oe is in agreement with the calculated demag-
netizing field in the stripe center, Hd�y = 0�, based on the
approach presented in [59]. Static magnetometry also shows
a sharp increase of the stripe magnetic moment for He >
H∗, indicating partial magnetic saturation of the stripe.
For He > H∗, a broad band of nonresolved spin wave

excitations is seen [60] in the low-frequency part of experi-
mental spectra. At higherHe, at first one and then more nar-
row peaks are observed in addition to the band. To under-
stand the appearance of several multiple states in a SWW,
one should take into account that the depth of the well
strongly depends on He. In fact, the bottom of the well cor-
responds to Hi = 0 independently of He. The field, which
determines the position of the top of the well, however, can
be roughly estimated as He − Hd�y = 0� ≈ He − H∗. For a
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Figure 29. BLS spectrum for a transferred wavevector q = 0�47 ·
105 cm−1 and an external field of He = 800 Oe. PSSW indicates the per-
pendicular standing spin wave. The inset shows the used experimental
geometry.
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Figure 30. Frequencies of the modes observed in the stripes at q =
0�47 · 105 cm−1 as a function of He. The vertical dashed line marks
the critical field H ∗. Note the constant frequency of one PSSW mode
and the increase in frequency for the other mode for He > H ∗. The
gray region illustrates the band of nonresolved laterally quantized
excitations.

small difference He − H∗ the well is too shallow, and there
is no room in the well for a localized spin wave state. With
increasing He the well becomes deeper, and as a result of
that, at first one, and then more localized spin wave states
appear in the well.
To obtain a complete quantization condition for localized

spin wave states in a SWW, we need to modify Eq. (26) by
adding phase jumps at the turning points of the SWW:

<9l + <9r + 2 ×
∫ yr

yl

q�Hi�y�� �� dy = 2n� (27)

where n = 1� 2� 3 � � � and <9l� <9r ∈ �0� � are the phase
jumps at the left and right turning points, respectively.
Henceforth we will call the third term in Eq. (27) the quan-
tization integral. Note that since the dispersion of a spin
wave differs from that of an electron, the results for the
phase jumps obtained for an electron in a quantum well may
not be used for SWW. However, the difference between the
quantization integrals calculated for two successive modes
should be equal to 2�, if <9l and <9r are the same for all
the localized modes.
To determine the turning points and the quantization

integrals for the different spin wave states in the SWW, the
profile of Hi in the saturated region (see solid curve in
Fig. 31) has been calculated using the approach proposed in
[59]. The equation � = ��q�y��Hi�y�� [61] has been numer-
ically solved for the experimentally measured values of �. As
is discussed, the point at which the solution q�y� does not
exist for real q�y� is the turning point. The second turning
point was assumed to be at the boundary between the satu-
rated and zero-field regions. Based on the obtained depen-
dencies q�y�, the quantization integrals for the modes have
been calculated.
The main results of the calculation can be summarized

as follows. (a) The calculated quantization integrals for the
localized states in the SWW decrease with increasing exter-
nal field, probably due to the field dependence of <9l, <9r .
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Figure 31. Internal field (solid line) and wavevector of the observed
states (dashed lines) calculated as functions of y for an applied field of
970 Oe. yl and yr are the turning points of the localized modes with the
frequencies as indicated. The arrows at the top of the figure illustrate
the orientation of the static magnetization.

(b) The localization length 7 = yr − yl is about 50 nm for
the lowest localized state and 200–300 nm for the states
having higher frequency. The localization lengths decrease
with increasing He. (c) Although the quantization integrals
for two lowest localized modes depend on He, their differ-
ence is almost constant and equal to �4�2 ± 0�4��. This is a
direct confirmation of the applicability of the quasi-classical
quantization conditions Eqs. (26) and (27) to the spin wave
modes localized in a SWW.
The fact that the difference between the quantization

integrals corresponding to the two lowest localized spin wave
states in the SWW is close to 4� (and not to 2�) suggests
that only the two odd-numbered modes (n = 1 and n = 3)
are detected having a similar (symmetrical) distribution of
the spin wave intensity about the center of the well. The rea-
son why only the symmetric modes in the BLS experiment
are seen is related to the strong spatial localization of these
modes: q7 � 1, where q = �1 − 2� · 105 cm−1 is a typical
wavevector transferred in the BLS process. This inequality
means that the light fields are practically homogeneous on
the spatial scale of the spin wave mode localization length
and, similar to the case of standing spin wave resonance
experiments [62], only the odd (symmetric) spin wave states
contribute to the observed BLS intensity [63].

9. CONCLUSIONS
In this review we have discussed the field of magnetiza-
tion dynamics in confined objects. This field is currently
tremendously expanding and we could only scratch here
some fundamental properties. As a basic system, we have
extensively discussed the quantized excitation spectrum in
magnetic stripes with the field parallel and perpendicular to
the stripe axis, showing the fundamental properties of spin
wave quantization and localization. The extensions to square
and circular objects naturally were less detailed, as currently
research is massively going on and a deep understanding still
needs to be achieved. Progress is expected from the com-
bined action of a better analytical understanding of the basic
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wave functions, better numerical analysis, and in particular
by advanced experiments. This is an exciting field with likely
many new discoveries and potential applications to come.

GLOSSARY
Brillouin light scattering A spectroscopic technique to
measure the spin wave dispersion using a Fabry-Pérot inter-
ferometer. The spin wave dispersion is obtained by scatter-
ing laser light inelastically from the spin waves under energy
and partially under wavevector conserva-tion. The frequency
shift equals the spin-wave frequency, and the change in
wavevector equals certain wavevector components of the
spin wave. For films the wavevector compo-nents parallel to
the film is conserved, but not the component perpendicular
to it.
Dipolar interaction Coupling between two magnetic
moments (or even magnetic objects such as films) via the
dipolar stray fields. The interaction energy varies with the
cubed in-verse distance between the moments.
Exchange interaction Coupling between two spins of two
electrons (or even magnetic enti-ties such as films) due to
superposition of the wave functions of the spins and the
application of the Pauli’s principle. The origin is Coulomb
interaction, which is different for spatially symmetric and
antisymmetric wavefunctions. Since the total wavefunction
of a Fermi particle like an electron must be antisymmetric,
the difference in Coulomb energy translates directly into a
difference in energy (so-called exchange energy) between
the parallel and antiparallel orientation of the two spins. The
exchange interaction is short-range and often approximated
by a nearest-neighbour interaction.
Internal field Field existing inside a magnetic object. The
internal field is the external field minus the demagnetising
field caused by the field generated by the magnetization dis-
tribution in the object and the poles of the magnetization at
the surface of the object.
Landau-Lifshitz torque equation Equation describing the
precessional motion of a spin or a magnetic moment in
a magnetic field. It is based on the balance between the
torques acting on the magnetic moment and the torque pro-
vided by the change in time of the magnetic mo-ment, i.e.,
the time derivative of the angular momentum related to the
magnetic moment.
Localization effects in magnetic films The internal field is
inhomogeneous in almost all magnetic objects, the only
exemptions are ellipsoids such as spheres, cylinders or
infinitely extended films. The inhomogeneity is generated by
the magnetic poles at the surface, where magnetic field lines
enter or exit the object. The spin wave dispersion depends
on the internal field. Situations occur, where spin wave prop-
agation is forbidden in certain regions of the object due to
the locally different internal field. Here the spin wave is con-
fined to the other regions.
Magnetic coupling Interaction between different spins,
moments or entire magnetic objects such as magnetic
films. Two mechanisms contribute to magnetic coupling, the
dipole-dipole interaction caused by magnetic stray fields,
and the exchange interaction.

Magnetic domain Area in a magnetic object of uniform
magnetization direction. Magnetic domains are separated by
magnetic domain walls, where the magnetization changes
direction.
Magnetic force microscopy A scanning probe microscopy
tool to measure the magnetic stray fields with high spa-
tial resolution. The stay fields are measured by the dipolar
interac-tion with a scanning magnetic tip.
Magnetic multiplayer A stack of magnetic layers, often
separated by nonmagnetic spacer layers. Magnetic inter-
action between the magnetic layers, such as dipolar or
exchange inter-action may result in novel ground states, such
as so-called artificial antiferromagnets, where an antiferro-
magnetic exchange interaction between neighboured ferro-
magnetic layers results in an alternating sequence of the
direction of magnetization from layer to layer.
Magnetization curve Magnetization of a magnetic object
as a function of the applied mag-netic field. In general
the component of the magnetization in the direction of
the applied field is used. Ordered magnetic systems show
hysteretic behaviour. Important parameters derived from
a magnetization curve are the saturation magnetization
obtained for large applied field strengths, the remnant mag-
netization obtained at zero applied field, and the coercive
field, which is the field, where the magnetization crosses the
zero line.
Magneto-optic Kerr effect An optical technique to mea-
sure magnetic properties. Polarized light is reflected from
a magnetic surface. The change in the polarization state
(polarization and ellipticity) reflects the amount and direc-
tion of the magnetization.
Patterned magnetic element Usually a magnetic object
obtained from a magnetic film by lithography.
Spin wave Dynamic collective excitation of a magnetic sys-
tem, reminiscent to phonons as the lattice excitations. Clas-
sically the spin wave dispersion is well described by the

ACKNOWLEDGMENTS
The authors are indebted to C. Chappert, C. Fermon,
A. Slavin, and E. Tsymbal for a close collaboration and many
stimulating discussions, and to C. Mathieu, J. Jorzick, and
C. Bayer for their contributions. Technical help by T. Mewes
and A. Beck is gratefully acknowledged. The authors thank
the Deutsche Forschungsgemeinschaft and the NSF for
financial support. Part of this work has been taken from [64]
with permission from Elsevier Science.

REFERENCES
1. D. D. Awschalom and D. P. DiVeincenzo, Phys. Today 48, 43 (1995).
2. M. Hehn, K. Ounadjela, J. P. Bucher, F. Rousseaux, D. Decanini,
B. Bartenlian, and C. Chappert, Science 272, 1782 (1996).

3. C. Chappert, H. Bernas, J. Ferre, V. Kottler, J.-P. Jamet, Y. Chenm,
E. Cambril, T. Devolder, F. Rousseaux, V. Mathet, and H. Launois,
Science 280, 1919 (1998).

4. W. Wernsdorfer, K. Hasselbach, D. Mailly, B. Barbara, A. Benoit,
L. Thomas, and G. Suran, J. Magn. Magn. Mater. 145, 33 (1995).

5. M. Grimsditch, Y. Jaccard, and I. K. Schuller, Phys. Rev. B 58, 11539
(1998).



716 Dynamic Processes in Magnetic Nanostructures

6. B. Hillebrands, C. Mathieu, M. Bauer, S. O. Demokritov, B. Barten-
lian, C. Chappert, D. Decanini, F. Rousseaux, and F. Carcenac,
J. Appl. Phys. 81, 4993 (1997).

7. S. M. Cherif, C. Dugautier, J. F. Hennequin, and P. Moch, J. Magn.
Magn. Mater. 175, 227 (1997).

8. A. Ercole, A. O. Adeyeye, J. A. C. Bland, and D. G. Hasko, Phys.
Rev. B 58, 345 (1998).

9. T. Aign, P. Meyer, S. Lemerle, J. P. Jamet, J. Ferré, V. Mathet,
C. Chappert, J. Gierak, C. Vieu, F. Rousseaux, H. Laumois, and
H. Bernas, Phys. Rev. Lett. 81, 5656 (1998).

10. S. M. Cherif, Y. Roussigne, P. Moch, J. F. Hennequin, and
M. Labrune, J. Appl. Phys. 85, 5477 (1999).

11. P. R. Kraus and S. Y. Chou, J. Vac. Sci. Technol. B 13, 2850 (1995).
12. M. H. New, R. F. W. Pease, and R. L. White, J. Vac. Sci. Technol. B

13, 1089 (1995).
13. R. O. Barr, S. Y. Yamomoto, and S. Schultz, J. Appl. Phys. 81, 4730

(1997).
14. F. Rousseaux, D. Decanini, F. Carcenac, E. Cambril, M. F. Ravet,

C. Chappert, N. Bardou, B. Bartenlian, and P. Veillet, J. Vac. Sci.
Technol. B 13, 2787 (1995).

15. A. Fernandez, P. J. Bedrossian, S. L. Baker, S. P. Vermon, and D. R.
Kania, IEEE Trans. Magn. 32, 4472 (1996).

16. Y. Chen, R. K. Kupka, F. Rousseaux, F. Carcenac, D. Decanini,
M. F. Ravet, and H. Launois, J. Vac. Sci. Technol. B 12, 3959 (1994).

17. T. Devolder, C. Chappert, Y. Chen, E. Cambril, H. Bernas, J.-P.
Jamet, and J. Ferre, Appl. Phys. Lett. 74, 3383 (1999).

18. R. Allenspach, A. Bischof, U. Dürig, and P. Grütter, Appl. Phys.
Lett. 73, 3598 (1998).

19. S. Demokritov, J. A. Wolf, and P. Grünberg, Appl. Phys. Lett. 63,
2147 (1993).

20. A. G. Gurevich and G. A. Melkov, CRC Press, New York, 1996.
21. B. A. Kalinikos and A. N. Slavin, J. Phys. C: Solid State Phys. 19,

7013 (1986).
22. C. Herring and C. Kittel, Phys. Rev. 81, 869 (1951).
23. G. T. Rado and J. R. Weertman, J. Phys. Chem. Solids 11, 315

(1959).
24. R. W. Damon and J. R. Eshbach, J. Phys. Chem. Solids 19, 308

(1961).
25. B. Hillebrands, Phys. Rev. B 37, 9885 (1988).
26. B. Hillebrands, A. N. Slavin, K. Yu. Guslienko, and S. O. Demokri-

tov, Phys. Rev. B 66, 132402 (2002).
27. R. D. de Wames and T. Wolfram, Appl. Phys. Lett. 16, 305 (1970).
28. R. D. de Wames and T. Wolfram, J. Phys. 32, C1 (1971).
29. K. Yu. Guslienko, J. Jorzick, C. Krämer, S. O. Demokritov, B. Hille-

brands, E. Søndergard, M. Bailleul, C. Fermon, and A. N. Slavin,
to be published.

30. L. D. Landau and E. M. Lifshitz, Pergamon Press, Oxford, 1960.
31. J. R. Sandercock, M. Cardona, and G. Güntherodt, Eds., Springer

Verlag, Berlin, Heidelberg, New York, 1982.
32. B. Hillebrands, Rev. Sci. Instr. 70, 1589 (1999).
33. A. O. Adeyeye, J. A. C. Bland, C. Daboo, J. Lee, U. Ebels, and

H. Ahmed, J. Appl. Phys. 79, 6120 (1996).
34. B. A. Gurney, P. Baumgart, V. Speriosu, R. Fontana, A. Patlac,

T. Logan, and P. Humbert, “Digest of the International Conference
on Magnetic Films and Surfaces in Glasgow” 1991, p. 474.

35. C. Mathieu, J. Jorzick, A. Frank, S. O. Demokritov, B. Hillebrands,
B. Bartenlian, C. Chappert, D. Decanini, F. Rousseaux, and
E. Cambril, Phys. Rev. Lett. 81, 3968 (1998).

36. B. Hillebrands, S. O. Demokritov, C. Mathieu, S. Riedling, O. Büt-
tner, A. Frank, B. Roos, J. Jorzick, A. N. Slavin, B. Bartenlian,
C. Chappert, F. Rousseaux, D. Decanini, E. Cambrill, A. Müller,
and U. Hartmann, J. Magn. Soc. Jap. 23, 670 (1999).

37. J. Jorzick, S. O. Demokritov, C. Mathieu, B. Hillebrands, B. Barten-
lian, C. Chappert, F. Rousseaux, and A. N. Slavin, Phys. Rev. B 60,
15194 (1999).

38. C. Kittel, Phys. Rev. 73, 155 (1948).
39. R. I. Joseph and E. Schlömann, J. Appl. Phys. 36, 1579 (1965).
40. E. Y. Tsymbal, J. Magn. Magn. Mater. 130, L6 (1994).
41. R. I. Joseph and E. Schloemann, J. Appl. Phys. 36, 1679 (1965).
42. http://math.nist.gov/oommf/.
43. S. McVitie and J. N. Chapman, IEEE Trans. Magn. 24, 1778

(1988).
44. C. Mathieu, C. Hartmann, M. Bauer, O. Büttner, S. Riedling,

B. Roos, S. O. Demokritov, B. Hillebrands, B. Bartenlian, C. Chap-
pert, D. Decanini, F. Rousseaux, A. Müller, B. Hoffman, and
U. Hartmann, Appl. Phys. Lett. 70, 2912 (1997).

45. B. Hillebrands, Phys. Rev. B 41, 530 (1990).
46. R. P. Cowburn, J. Phys. D: Appl. Phys. 33, R1 (2000).
47. J. Jorzick, S. O. Demokritov, B. Hillebrands, B. Bartenlian, C. Chap-

pert, D. Decanini, F. Rousseaux, and E. Cambril, Appl. Phys. Lett.
75, 3859 (1999).

48. J. F. Dillon, J. Appl. Phys. 31, 1605 (1960).
49. R. D. McMichael and P. E. Wigen, in “Nonlinear Phenomena and

Chaos in Magnetic Materials” (P. E. Wigen, Ed.). World Scientific,
Singapore, 1994.

50. L. R. Walker, Phys. Rev. 105, 390 (1957).
51. J. F. Dillon, H. Kamimura, and J. P. Remeika, J. Appl. Phys. 34,

1240 (1963).
52. P. Bryant and H. Suhl, Appl. Phys. Lett. 54, 2224 (1989).
53. R. W. Damon and J. R. Eshbach, J. Phys. Chem. Solids 19, 308

(1961).
54. E. Schlomann and R. I. Joseph, J. Appl. Phys. 35, 167 (1964).
55. J. L. Garcia-Palacios and F. J. Lazaro, Phys. Rev. B 58, 14937

(1998).
56. W. F. Brown, Jr., Phys. Rev. 130, 1677 (1963).
57. H.-B. Braun, P. Entel, and D. Wolf, Eds., “Structure and Dynamics

of Heterogeneous Systems.” World Scientific, Singapore, 2000.
58. G. Brown, M. A. Novotny, and P. A. Rikvold, Phys. Rev. B 64,

134422 (2001).
59. R. I. Joseph and E. Schloemann, J. Appl. Phys. 36, 5 (1965).
60. J. Jorzick, S. O. Demokritov, B. Hillebrands, D. Berkov, N. L.

Gorn, K. Guslienko, and A. N. Slavin, Phys. Rev. Lett. 88, 047204
(2002).

61. B. A. Kalinikos and A. N. Slavinm, J. Phys. C 19, 7013 (1986).
62. C. Kittel, Phys. Rev. 110, 1295 (1958).
63. J. Jorzick, S. O. Demokritov, C. Mathieu, B. Hillebrands, B. Barten-

lian, C. Chappert, F. Rousseaux, and A. N. Slavin, Phys. Rev. B 60,
15194 (1999).

64. S. O. Demokritov and B. Hillebrands, J. Magn. Magn. Mater. 200,
706 (1999).



www.aspbs.com/enn

Encyclopedia of
Nanoscience and
Nanotechnology

Dynamics of Metal Nanoclusters

Paul-Gerhard Reinhard
Universität Erlangen, Erlangen, Germany

Eric Suraud
Université Paul Sabatier, Toulouse, France

CONTENTS

1. Introduction
2. Basic Scales
3. Theoretical Description
4. Nondestructive Dynamics
5. Nonlinear Dynamics
6. Promising Future Directions
7. Conclusions

Glossary
References

1. INTRODUCTION
Clusters are an important class of nanoparticles. They bridge
the gap between molecules and the solid state. Like solids,
they consist out of multiple replicas of the same building
block. Like molecules, they cover a finite number of atoms.
Furthermore, they are arbitrarily scalable and exist for any
number of building blocks. This makes them extremely inter-
esting objects for basic scientific investigations. And one
can also view clusters as being nanoparticles, sharing with
all nanoscience promising perspectives for technical appli-
cations. Taking all aspects together hints that cluster sci-
ence is a truly interdisciplinary field in between physics,
chemistry, and technology which makes it even more inter-
esting. In fact, clusters have been around for a long time.
Think, for example, of the age old techniques of color-
ing glass with embedded noble-metal clusters [1]. However,
the focus on clusters came rather late (only about the last
three decades) to systematic physical and chemical research,
partially because that option was not noticed earlier and par-
tially because cluster research requires advanced experimen-
tal techniques for proper identification and analysis. The late
arrival was compensated by a rapid growth of the field. In
the meantime, there exists a vast manifold of investigations
for any sort of material and for a huge variety of aspects

thereof (structure, thermal properties, dynamics� � � � �. This
chapter takes only a thin slice of this huge area. It is con-
fined in two respects: it considers only the special subspecies
of metal clusters and concentrates on their basic dynamical
properties.

Research on metal clusters has been brought forward in
the pioneering work of [2, 3]. The first phase of studies
mainly dealt with revealing the shell structure and study-
ing optical absorption. It is interesting to note that both
features could well be sorted by theories which had been
developed much earlier. The shell structure, and particu-
larly the appearance of supershells, was conjectured in [4]
and the pronounced surface plasmon resonances were con-
sidered much earlier in [5]. These findings are summarized
in several review articles and books (see, e.g., [1, 6–10]).
In recent years, the rapid development of laser technol-
ogy made powerful femtosecond (fs) lasers readily available.
This has inspired many novel investigations in the nonlinear
regime of electron dynamics, time resolved explorations of
ionic motion, and refined studies of basic properties. This
phase of studies is still going on. An early review of cluster
dynamics with bias on theoretical description was given in
[11].

This chapter aims to report on those emerging and
promising lines of development in research on dynamics of
metal clusters. For reasons of space, it concentrates on a dis-
cussion of basic features and results while skipping technical
details (experimentally as well as theoretically). The chapter
is outlined as follows: In the starting Section 2, we discuss
typical energy, time scales, and forces in simple metal clus-
ters. In Section 3, we briefly discuss the various theoretical
methods to describe cluster dynamics. In Section 4, we recall
the basic features of optical response which are to be con-
sidered as the doorway to more elaborate processes in the
nonlinear domain. In Section 5, we come to the nonlinear
domain dealing with the more violent processes which reach
high ionization states or even lead to complete destruction.
Finally, in Section 6, we present future directions of research
in cluster structure and dynamics.
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2. BASIC SCALES

2.1. Sorting Energies and Distances

As compared to atoms, metal clusters are loosely bound
structures composed of ions and quasi-free valence electrons.
Alkaline clusters, and in particular sodium, constitute
archetypes of such objects. Many experiments and correla-
tively many theoretical developments have thus been
devoted to these systems. Electrons behave quantally and
move at a rapid time scale below 1 fs, while ions, which are
much heavier than electrons, can be considered as classical
objects: they move at a relatively slow pace in the range of
hundreds of fs or even ps.

Ion–ion interactions may safely be reduced to a mere
point charge interaction, because ions are relatively far away
from each other. Electron–ion interactions, in turn, require
some care, as only a (usually small) shell of valence elec-
trons do effectively take part in the global binding of the
system. The majority of electrons (core electrons) remain
bound to their parent nucleus and can be accounted for
in the interaction between ions and valence electrons via
pseudo-potentials, which allow a proper modelization of
the screening of the nuclear charge by core electrons. The
electron–electron contributions can be split into three com-
ponents (direct, exchange, and correlations). The “direct”
contribution is the standard Hartree term. To a large extent,
the three (infinite range) ion–ion, ion–electron, and direct
electron–electron contributions cancel each other, in a neu-
tral cluster. As in a bulk metal, most of the binding comes
from the “attractive” exchange and correlation contribu-
tions, themselves, to a large extent, of local nature. The
exchange contribution just stems from the indistinguishabil-
ity of electrons. Finally, the correlation term reflects the fact
that the two-body density matrix which should enter the cal-
culation of the electron–electron potential energy does not
reduce to a mere (even antisymmetrized) product of one-
body densities.

To a large extent, in particular in alkaline clusters, valence
electrons constitute a quasi-free Fermi gas, which allows
one to fix scales. The Fermi energy �F (∼3 eV in sodium)
can be related to a key quantity of the bulk material, the
Wigner–Seitz radius rs (�4a0 in sodium) (�F ∝ 	2/3

F ∝ r2
s ).

The Wigner–Seitz radius rs represents the radius of the aver-
age sphere occupied by one atom in the bulk (see the sys-
tematics of radii in finite clusters R ∼ rsn

1/3). The Fermi
energy also provides the Fermi velocity vF (∼25a0 fs−1 for
sodium), which yields a microscopic time scale �� ∼ 2rs/vF
(∼0�3 fs in sodium), fixing a typical microscopic scale in the
system. These basic quantities are summarized in Table 1 in
the case of alkaline clusters.

2.2. Time Scales

Various dynamical processes compete in metal clusters. First
come the all dominating Mie surface plasmon oscillations, in
which the electron cloud collectively oscillates with respect
to the ionic background, in response to an external elec-
tromagnetic excitation. These oscillations quickly couple to
single electron excitations which leads to Landau damping
(damping of the collective mode due to its coupling to the
mean field) and direct electron emission. The thus generated

Table 1. Gross properties of alkaline systems: Wigner Seitz radius rs ,
Fermi energy �F , and microscopic time scale rs /�F .

Li Na K Rb Cs

rs [a0] 3�3 4�0 4�9 5�2 5�6

�F [eV] 4�7 3�2 2�1 1�9 1�6
rs
vF

[fs] 0�13 0�20 0�30 0�35 0�40

turbulence in the electron cloud gives rise to electron–
electron collisions which adds further damping and associ-
ated internal heating. The thermal energy of the electron
cloud is transferred to ionic thermalization or released much
later in terms of electron evaporation. The excited electron
cloud also shakes the ions which react, of course, somewhat
slower due to their comparatively huge mass. A typical time
scale is here set by the cycle of ionic vibrations, keeping in
mind that first effects of ionic motion can already be seen
in the first quarter cycle. Subsequent ionic processes like
fragmentation or monomer evaporation usually take much
longer (several ionic cycles) but become faster with increas-
ing violence of the excitation (as, e.g., in a Coulomb explo-
sion). Times scales for these various processes are sketched
in Figure 1 for alkaline clusters. For reasons of transparency,
we have skipped the (basically horizontal) lines for Landau
damping as well as direct electron emission and indicated
the range by the associated key words. Note that all elec-
tronic time scales from the different materials are gathering
close together when expressed in the natural units of the
electron cloud. The ionic time scales, on the other hand,
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Figure 1. Time scales for alkaline clusters drawn versus internal exci-
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magnitude of the times in fs are given for completeness on the right
part of the figure. Not drawn are the relaxation times for Landau damp-
ing and for direct electron emission. They reside at 20–40 rs/vF and are
almost independent of T .
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are dominated by the independent parameter of ionic mass
and thus show a larger spread among the materials. Still,
ionic time scales group themselves in a time range well sepa-
rated from basic electronic scales, as expected in view of the
large mass difference between ions and electrons. The dif-
ferent dynamical processes depend differently on the degree
of internal excitation. This means that the balance between
different reaction channels changes dramatically with the
violence of the process. For example, electron–electron col-
lisions are of minor importance in the linear regime of small
excitations but compete with single electron times for tem-
peratures around 2000 K.

The internal time scales of a cluster are to be comple-
mented by the time scale of the excitation processes. Nano-
second lasers are beyond any time shown in Figure 1. That
is a regime where the frequency hence plays the domi-
nant role. Collisions with highly charged and fast ions are
below any time scale shown (typically in the fs or sub-fs
range). That covers the opposite regime where frequencies
are unimportant and only forces count. Femtosecond lasers
have just the time scales which interfere with the various
time scales of metal clusters. It is obvious that this gives rise
to a huge variety of accessible dynamical processes which
can thus be triggered by laser experiments.

2.3. Forces and Dynamical Regimes

Besides times and frequencies, one has also to keep
track of forces in the regime of intense laser excitations.
Figure 2 sketches these relations for the example of Na
clusters as a function of laser intensity I . The force (F )
exerted by an external laser field (E) is drawn as guiding
line (I ∝ E, F ∝ E). A critical regime is reached around
I = 1014 W/cm2 where the laser field equals the binding
forces for valence electrons and can thus at once ionize
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Figure 2. Typical forces in Na clusters compared with the external
force of a laser and drawn versus laser intensity I . The binding forces
of the valence electrons are shown at several levels, for the ground state
binding of a neutral cluster and for nearly fully ionized clusters (indi-
cated by “last valence”) of several sizes N . This is to be compared with
the binding of the core electrons in the 2s–2p shell.

the cluster. Below that we have a regime where the actual
dynamics sensitively depends on the interplay between elec-
tron response and laser. This gives rise to mechanisms like
field amplification, second-harmonic generation, or multi-
photon emission. A more detailed discussion of that can be
found in [12]. More violent ionization grows when approach-
ing the critical regime. The first process here is rapid ion-
ization of the valence electrons. For intensities one order
of magnitude higher, one reaches a regime where the laser
accedes directly the core electrons. This is the nanoplasma
regime where details of the material become unimportant.
That regime is discussed in more detail in the chapter by
M. Belkacem et al. in this Encyclopedia. Note also that the
valence-ionization and core-ionization regimes are well sep-
arated for small Na clusters while these regime overlap for
large ones. Similarly, core ionization comes much earlier
for noble metals where the d shell stays rather close to the
valence s shell.

3. THEORETICAL DESCRIPTION
There is a huge manifold of methods to describe the struc-
ture of metal clusters. All techniques from molecular physics
can and are applied, such as ab initio calculations at the level
of configuration interaction (CI) [13], density-functional the-
ory (DFT) [7, 11], or tight-binding approaches [14, 15]. The
viewpoint that clusters are small pieces of bulk metal has
motivated the jellium approach for the ionic background
which is mainly used in connection with DFT. The nuclear
shell model also inspired simple oscillator models for the
shell structure of metal clusters [6]. The phenomenon of
supershells, first identified in metal clusters [16], can be
interpreted in terms of semiclassical periodic-orbit theory
[4, 17].

The choice of methods is strongly reduced if one aims to
describe dynamics. Optical response in the linear regime is
still accessible to CI calculations [18] and all DFT methods
can be applied as well [7]. A simple dielectric description
which was initiated in [5] is, for example, extremely use-
ful to describe the gross features of optical response [1].
Tight-binding approaches are well suited to describe ionic
dynamics of clusters in a regime where electron emission
still remains low. The regime of highly excited clusters with
nonlinear electron response, sizeable ionization, and cor-
respondingly hefty ionic motion is the most demanding of
all. Up to now, it has only been attacked by DFT meth-
ods [11]. One actually reaches soon a regime where semi-
classical dynamical approaches become valid; for these see
the chapter by M. Belkacem et al. in this Encyclopedia.

A few words on the DFT methods are in order here.
The valence electrons of the cluster are described by
single-electron wavefunctions �� (� = 1� � � � �Nel) while the
ions are treated as classical point particles RI �PI �. The
starting point is an energy-density functional Ekin� el���� +
Ekin� ion�PI �+ Epot�	el�RI � where 	el�r� =

∑
� ����r��2 is the

local electron density. The mean-field equations for the elec-
trons are obtained by variation with respect to �∗

� and the
complementing ionic equations-of-motion are drawn from
variation of the total energy with respect to electronic wave-
functions. This is called the time-dependent local-density
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approximation (TDLDA) for the electronic dynamics cou-
pled to molecular dynamics for the ions. It provides coupled
electronic and ionic propagation which is capable of deal-
ing with the demanding situations triggered by intense laser
fields: high excitations, large amplitude motion, and dynam-
ics far off the Born–Oppenheimer surface. The TDLDA can
also be applied to compute optical response in the linear
regime. To that end, one can keep ions fixed. The electronic
dynamics is initialized by an instantaneous boost of the elec-
tron cloud, a protocol of the subsequent time-dependent
dipole signal is taken, and the distribution of dipole strength
is obtained from Fourier transform of the dipole signal
into the frequency domain [19, 20]. The alternative is an
explicit linearization of the dynamical equations in terms of
a response function formalism, sometimes called linearized
TDLDA or random-phase approximation (RPA). We prefer
the notation RPA to distinguish the method from the fully
fledged TDLDA. RPA is the option which is advantageous
in restricted symmetries. It has been used in the pioneering
work of [21, 22] and in most other early studies of optical
response [7, 23].

4. NONDESTRUCTIVE DYNAMICS
Optical absorption was one of the first features studied in
the physics of metal clusters. The case is meanwhile well
understood for free clusters. Nonetheless, optical response
is always the first thing to be looked at. It constitutes, so to
say, the doorway to the further dynamics of clusters. And
it remains a basic analyzing tool even in the more elabo-
rate scenarios, such as pump and probe experiments. We
thus briefly discuss the crucial pattern of optical response
before proceeding to more advanced applications in the fur-
ther sections.

4.1. Optical Response in Alkaline Clusters

The simplest picture of the surface plasmon resonance in
metal clusters is the Mie model [5]. It shows the collective
oscillations of the electron cloud against a homogeneous
positive background in a metallic sphere. This yields the
estimate �Mie = �plas/

√
3 where �plas is the (volume) plas-

mon frequency of the material. Refined versions of the Mie
model take into account the detailed surface profile of the
ionic background as well as of the electron cloud and yield a
very good first guess for the resonance position [7]. In turn,
the pure (original) Mie model corresponds to “macroscopic”
cases in which the number of active electrons is very large,
thus washing out detailed finite size effects.

The microscopic structure of the plasmon resonance is,
of course, more involved than in the simple Mie model.
Figure 3 tries to illustrate its composition for a medium
to large Na cluster (with a diameter of about 2 nm). The
static mean-field ground state provides a sequence of single
electron levels. Dipole excitations within the static mean-
field potential generate one-particle–one-hole (1ph) states
(i.e., transitions from an occupied to an empty electron
level). The lowest small panel of the figure shows the ener-
gies of 1ph states accessible by such dipole transitions.
This defines the configuration space for the computation
of excited states in linearized TDLDA �=RPA�. Panel (c)
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Figure 3. Composition of Mie plasmon resonance. Test case is Na+
93

with a soft jellium background (rs = 3�93a0, �jel = 0�9a0). The dipole
strength distributions are shown at various stages of calculation. Lowest
panel: the 1ph states as such. (c) Dipole strength from pure 1ph states.
(b) Strength distribution from TDLDA at small amplitude �=RPA�;
the position of the Mie frequency is indicated by a vertical dotted
line. (a) Experimental strength (full) modified from [108] and TDLDA
results folded with a Gaussian of width 0.15 eV to simulate thermal line
broadening.

shows the actual dipole strength distribution from pure 1ph
states. (The obtained discrete levels have been smoothed by
a small width to provide a smooth and plottable shape.) This
pure 1ph distribution gathers at rather low excitation ener-
gies (here around 1 eV) corresponding to transitions over
one shell. It is far from the experimentally observed spec-
trum. Unlike the case of atoms, the pure 1ph states are not
at all an approximation to the excitation spectrum of a metal
cluster. They merely serve as expansion basis for the true
excited states which can be thought of as coherent superpo-
sitions over all the 1ph states.

The key ingredient is the Coulomb force which recou-
ples the 1ph states. Its strong repulsion moves the peak of
dipole strength to dramatically higher energies. The essence
of that is correctly described in the Mie model as indi-
cated in panel (b). But the new position of the dipole res-
onance resides in a region where plentiful 1ph states are
around (compare with the lowest panel). Linearized TDLDA
�=RPA� correctly incorporates all microscopic details of
the single particle structures (i.e., all features of a coher-
ent superposition of 1ph states). The result is shown in
panel (b). The resonance peak is obviously distributed over a
set of nearby 1ph states. This is called Landau fragmentation
in analogy to Landau damping in the continuous electron
gas [24].
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The surface plasmon resonance in large Na clusters thus
gathers already some width due to Landau fragmentation.
This is obviously not enough to explain the full experimen-
tally observed width; see panel (a). The point is that this
measurement was performed at a rather high temperature
of about 400 K. This causes large fluctuations of the clus-
ter shape. The resonance changes with shape (see later dis-
cussion) and a broader peak is obtained from incoherent
superposition of all these different spectra. We simulate the
thermal broadening by folding the RPA result with a Gaus-
sian having a full width at half maximum of 0.14 eV [25]. The
result agrees very nicely with the experimental spectrum.
The figure thus demonstrates the various contributions from
which the optical absorption strength is composed. TDLDA
embraces the dominant (collective) effect of the Coulomb
repulsion and all details of 1ph structure. Thermal effects
have to be added in terms of incoherent superposition of
TDLDA results at various shapes.

4.2. Case of Noble Metals

We thus have seen that clusters of simple metals (alkalines,
earth-alkalines) have spectra with one pronounced surface
plasmon peak. There are more involved cases. Consider for
example noble metals (Cu, Ag, Au). They have also one
valence electron in a s shell. But the next core state below
that is a d shell which is energetically not so well separated
as in alkalines. The d shell is loosely bound and easily polar-
izable. The ensemble of d shells of all atoms in a cluster
together build also a collective dipole mode where all core
dipoles oscillate coherently. We thus have two strong dipole
modes. One is from the d states and the other one is the Mie
resonance of the valence electron. These two modes inter-
act with each other and recouple to two new hybrid modes.
The optical absorption spectrum of a cluster from noble
metals thus shows two regions of strong response. Figure 4
exemplifies that for Ag8. There is obviously a plasmon peak
at 3.6 eV quite close to the prediction of the Mie model. But
the peak is not as isolated as it used to be for simple metals.
There resides appreciable strength above the Mie resonance
and more is to follow for larger energies, not shown on the
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Figure 4. Photoabsorption spectrum of Ag8 for ground state (full line)
and isomer (dashed line) computed with TDLDA, taken from [26].
Arrows show the positions of excitations observed in argon-matrix clus-
ters. Modified from [109]. See also Figure 9.

plot. The hybridization of two basic dipoles modes has been
worked in detail in [26]. The situation is very similar in all
Ag clusters. The actual numbers for Ag8, in particular, are
the following. The 4s valence electrons alone place a surface
plasmon resonance at 5.18 eV and the collective oscillations
of the d states at 10.7 eV. The dipole–dipole interaction
couples these two modes and this places eventually the Mie
plasmon at 3.6 eV which, however, carries only about 16% of
the total dipole strength. The upper mode is shifted up and
resides in a region of high density of states thus becoming
very broad. This more involved composition of dipole reso-
nances requires reconsideration of effects discussed, such as
deformation splitting or Landau damping. Very little of that
task has been worked up until now. There is an interesting
approach which may help to simplify those considerations.
One can replace the treatment of the the d-shell core elec-
trons by the dielectric function of this core [27]. This works
well in the linear regime. The capability of that approach
has not yet been fully exhausted.

4.3. Shapes

The example of Na+
93 dealt with a spherical cluster to keep

things simple in a first step. Most clusters are deformed. An
unavoidable small deformation is, in fact, always present due
to detailed ionic structure. But the systematics of deforma-
tions of metal clusters shows huge fluctuations of deforma-
tion. This concerns particularly the quadrupole momentum
which plays the leading role in quantifying deformation.
Spontaneous ground state deformation of metal clusters
is a shell effect very similar to the Jahn–Teller effect in
molecules [28]. Certain electron numbers are associated with
an ambiguous ground state at symmetric shape. The system
undergoes deformation to render the ground state unique
again. These electronic shell effects can reliably be well esti-
mated in a simple oscillator model [29] and they are no
longer confirmed by microscopic calculation.

The question arises as to how one could identify the clus-
ter deformation. It is to be noted that the quadrupole defor-
mation has consequences for the Mie resonance. It is split
into three different modes corresponding to the three prin-
cipal axes of the cluster. The mode oscillating along the
shortest axis has the highest frequency while a longer axis
produces a lower frequency. This produces a collective split-
ting of the Mie resonance which is very visible in small
metal clusters where Landau fragmentation is still negligi-
ble. Most clusters are deformed but still axially symmetric.
One has then two axes with the same extension and cor-
respondingly two modes with the same frequency. Prolate
(cigar shape) clusters have the degenerated �=strong� mode
at the high frequency end while oblate (pancake shape) clus-
ters have it at low frequencies. The splitting is used to assess
experimentally the shape of a metal cluster. As an example,
Figure 5 shows the systematics of the Mie plasmon peaks
for small Na clusters. The experimental spectra generally
show clearly two pronounced peak regions. The two peak
positions can be well fitted by two Gaussians. The resulting
peak frequencies are shown in the upper panel. The full line
shows the stronger peaks where two modes coincide. This
allows one to sort prolate and oblate clusters. A spherical
cluster is distinguished by coincidence of all three modes.
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Figure 5. Illustration of deformation splitting of the Mie resonance
for singly charged Na clusters. Theoretical calculations are done with
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The experimental results show the systematics of prolate and
oblate shapes in agreement with microscopic models of clus-
ter shell structure [6, 7]. The lower panel of Figure 5 shows
theoretical results produced from RPA on a deformed jel-
lium model where the ground state deformation had been
optimized by energy minimization. The detailed information
from these calculations allows one to distinguish all three
basic resonance modes. Thus results for the modes in the
x, y, and z direction are drawn separately. Two of them
are degenerated for axially symmetric clusters (which are
the majority). Three separate peaks indicate a triaxial shape
which is a rather rare event and occurs, understandably, just
at the transition between prolate and oblate clusters. One
observes a very good agreement between theory and exper-
iment which confirms the theoretical deformation systemat-
ics and the underlying theoretical interpretation in terms of
deformation splitting of the Mie resonance. However, the
occurrence of triaxial shapes is not yet clearly discriminated
by experimental data. It is extremely hard to disentangle the
triple splitting in the rather broad absorption spectra. Note
that this immediate access to deformations applies only to
small clusters. Landau fragmentation of the spectra takes
over for larger Na clusters around N = 40 [23] which inhibits
this simple interpretation [30].

5. NONLINEAR DYNAMICS
The widespread applicability of powerful fs lasers has open
the door to the study of nonlinear effects in clusters. For
still moderate laser intensities, one remains in the so-called
semilinear regime where one counts in orders of one-, two-,
three-� � � � photon processes. Typical examples here are sec-
ond harmonic generation (SHG) and multiphoton emission.
We will discuss both with one test case each. Enhancing

the laser intensity quickly leads to the regime of destructive
processes. There are many experiments where destruction
is used as a tool for selection or analysis. We will discuss
that with two examples. Finally, lasers are more flexible than
just allowing variation of frequency and intensity. The whole
time profile can be shaped in a flexible manner. From the
world of scenarios which are possible then, we will discuss
a most typical example (i.e., pump-and-probe experiments).
This all together hopefully serves to get a rough idea of the
rich variety of explorable scenarios in the nonlinear domain.

5.1. Second Harmonic Generation

SHG is meanwhile a well understood phenomenon in non-
linear optics and it is regularly used for frequency doubling
in laser setups. These standard applications employ bulk
material containing macroscopic amounts of nonlinearly
reacting molecules. The theoretical description of SHG on
clusters by means of dielectric theory is straightforward [31].
The experimental situation is much less favorable because
there are very few and small scattering centers producing
only faint SHG output signals. The situation improves for
clusters on surfaces because it becomes possible to pack
them more closely yielding a higher density of scatterers.
Moreover, surfaces are crucial to break reflection symme-
try and this symmetry breaking is required to obtain a sec-
ond harmonic. There exist several SHG studies for metal
clusters on surfaces. Most often, it is used as an analyzing
tool to suppress background which would be abundant when
dealing with the original laser input frequency. That way it
has helped, for example, the analysis of growth dynamics
[32, 33] and is widely used in combination with pump-and-
probe experiments; see Section 6.6. Figure 6 stems from a
rather early attempt on that subject and discusses features
of SHG as such [34]. In particular, it nicely demonstrates
the effect of symmetry breaking. The laser light is reflected
under varying angles. The SHG signal vanishes if the laser
beam comes in orthogonal to the surface. The signal grows
with the deflection angle turned on. The interpretation is
obvious. The clusters have more or less symmetric shapes
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Figure 6. Dependence of the SHG output signal on the angle between
laser beam and normal to the surface (the angle of incidence is mea-
sured with respect to the normal to the surface). Test cases are large
Na clusters (R > 100 nm) on the LiF surface. The wavelength of the
incident laser pulse was 1064 nm. Modified from [34].
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when viewed from a position orthogonal to the surface. They
are strongly deformed when seen as a cut through the sur-
face because the interface potential acts only on one side of
the cluster. In spite of that achievement, metal clusters will
probably not become the preferred source for large scale
frequency doubling. But SHG has found widespread appli-
cation as an analyzing tool. All that has to stay in the non-
destructive regime and this requires a subtle balance to have
sufficiently large laser intensity but to stay below the regime
of strong ionization [35].

5.2. Photoelectron Spectroscopy

Photoelectron spectroscopy as a useful tool for structure
analysis was already mentioned in the previous section. New
aspects come into play when considering multiphoton pro-
cesses. This is a broad, opening field of research in atomic
physics known there as above threshold ionization (ATI) (for
reviews see, e.g., [36, 37]). Studies of multiphoton ionization
have also been performed for Na clusters [38] and for Ag
nanoclusters attached to a surface [39]. We consider here a
case in C60. The analysis becomes particularly telling when
resolving the kinetic energy spectra of the emitted electrons.
An example is shown in Figure 7. A laser pulse with fixed
intensity but varying pulse length was applied (left panels).
The shortest pulse leaves the cluster basically intact and one
sees the succession of multiphoton peaks nicely resolved.
Longer pulses pump more energy into the C60 which leads
to a substantial broadening of the peak. It is an effect of the
total absorbed energy. That was counterchecked in the right
panels where the intensity was reduced to leave the fluence
approximately constant. The ATI structure is thus somewhat
recovered in panel (d). But the overall slope shrinks and
even more so in panel (e). That is due to the fact that the
probability for multiphoton processes scales with I (where
 is the number of involved photons) independently of pulse
length. The figure thus demonstrates nicely how the change
of two laser parameters can change the resulting spectra
in two different ways. It was argued in [40] that the more
energetic cases show a transition to thermal emission. A dif-
ferent mechanism is worked out in a theoretical study of
ATI from Na clusters [41]. The continuous quasi-thermal
patterns are explained as an effect of ongoing ionization
which yields a sliding threshold and thus to a superposition
of ATI spectra with a different onset. The case is still a mat-
ter of debate (as almost every example in this section). More
experimental information can help in that matter. There are,
for example, simulatneous measurements of kinetic energy
spectra and angular distributions of emitted electrons in W
clusters [42]. These show isotropic emission for the thermal
(=exponentially decreasing) part of the kinetic energy spec-
trum while the nonthermal part is directed along the axis of
laser polarization. A theoretical survey of this double analy-
sis has yet to be worked out.

ATI offers further interesting possibilities. For example,
there is a discussion about the competition between direct
and sequential emission in atomic physics [43]. This is a
challenging topic for clusters as well and it would add new
aspects due to the dominance of the plasmon in metal clus-
ters [44].
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Figure 7. Photoelectron spectra from C60 irradiated by a laser with
wavelength of 790 nm and various pulse lengths as indicated. The laser
intensity was I = 8 × 1013 W/cm2 for all left panels and reduced to
I = 3 × 1013 W/cm2 for (d) and I = 8 × 1012 W/cm2 for (e). Curves
are fitted to data with a sum of Lorentzian peaks over the thermal
background. Modified from [40].

5.3. Coupling Electronic and Ionic Dynamics

The interplay between laser frequency and cluster reso-
nances has also been directly exploited in a dynamical sce-
nario. Consider a laser which is strong enough to remove
initially a few electrons from a cluster. The thus released
Coulomb pressure will drive the cluster to a slow expan-
sion at ionic time scales (hundreths of fs). The cluster thus
changes its resonance conditions as a function of time. Dra-
matic ionization may arise at a later stage if the laser is
still irradiating and if the cluster moves into resonance with
the laser. On the contrary, nothing will happen if the laser
is switched off before that point. Such an experiment had
been reported in [45] and the results are summarized in
Figure 8. The pulse width of the laser was varied systemati-
cally while the fluence (∝intensity times pulse width = total
energy exposed to the cluster) was kept constant. Nonethe-
less, the final ionization state shows a remarkable evolution
as a function of pulse length with a peak around a pulse
width of 600 fs. One has to assume that the ionic expan-
sion, proceeding always at its typical long time scale, drives
the cluster into resonant conditions around a time of 600 fs.
Shorter pulses are less efficient because they do not reach
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Figure 8. Coulomb explosion of small Pt clusters induced by a laser
with frequency of 1.54 eV and energy of 15 mJ. Experiments have
been done with systematically varied pulse length. Results are drawn
versus pulse length. Lower panel: Net charge state reached. Upper
panel: Maximum kinetic energy of emitted ions. Modified from [45].

the optimum time for resonance, even though the initial
ionization is larger due to larger intensity. Longer pulses
become inefficient again because the initial ionization is
weaker and the Coulomb pressure does not suffice any more
to deliver the required expansion. The question remains as
to what process these resonant conditions are related to. The
dominance of the Mie plasmon suggests that the Mie fre-
quency moves into resonance with the laser because expan-
sion of the radius R is known to yield a redshift �Mie ∝ R−3/2

[46]. This mechanism was studied in detail for Na clusters
in [12]. The experimentally studied case of Pt, however, is
more involved because weakly bound core electrons (which
exist in all noble metals) take part in the dynamics and may
be released in quantities. An alternative resonance mecha-
nism has been proposed in [47] which relies on field assisted
tunneling appearing precisely if a certain (large) ionic dis-
tance is reached. The rather high laser intensity used in the
experiments speaks in favor of that model. The case is yet
open for discussion.

6. PROMISING FUTURE DIRECTIONS

6.1. Clusters in Matrices

In the previous section, we dealt with the most basic fea-
tures of cluster dynamics. The doorway here was the case
of optical response which has been intensely studied in the
early phase of cluster physics and seems to be well under-
stood by now. However, there are still several open ends
and less well understood aspects even in this seemingly sim-
ple area. One of those is the influence of interfaces on the
optical properties of a cluster. The leading effect for clus-
ters on surface is that the interface interaction changes the
shape dramatically as compared to a free cluster. This has
consequences on the spectrum, as any shape change has
(see previous discussion). This has been demonstrated in
detail for Na clusters on the rather inert NaCl substrate [48].
A further crucial effect is the polarization interaction with

the other atoms [49]. This has been studied recently in a
systematic manner for Ag clusters embedded in different
rare gas layers. The small cluster Ag8 still has a well defined
resonance peak (see also Fig. 4). Results for the peak posi-
tion as function of coverage and for different surrounding
rare gases are shown in Figure 9. The results nicely demon-
strate the impact of the surroundings. This is a rather fresh
result. Theoretical explanations can be found systematically
with fully fledged microscopic calculations. But these grow
quickly unmanageable, even when reducing the environment
to a minimum of necessary neighbor atoms [50]. Simple and
yet reliable approaches using appropriate pseudo-potentials
and effective electron–atom interactions are underway (see,
e.g., [51] for an environment of He drops) but have yet to
be worked out for the many conceivable combinations of
materials. The modeling should be open for effects beyond
linear response to cover also the more intense excitations
discussed later.

SHG has been discussed as a prominent nonlinear opti-
cal effect for clusters on surfaces in Section 5.1. Nonlinear
response is also observed for metal clusters embedded in
glass matrices [52]. A higher densities of clusters can be
reached here. Tools for shaping and handling embedded
clusters are under development (see, e.g., Section 6.5). This
may allow design of optical switches as a promising future
application of metal nanocluster dynamics [52].

6.2. Clusters on Surfaces

Clusters embedded in matrices and clusters at surfaces have
much in common where handling of cluster–environment
interaction is concerned. But they do also display signifi-
cant differences concerning their structural and dynamical
pattern. For example, the cluster shape, the cluster–cluster
interaction, and the mobility on a surface are different from
those in a matrix. This has many interesting consequences.
One is the appearance of treelike structures in growth of
Ag clusters on surfaces [53]. Figure 10 shows these excit-
ing structures. Closer analysis of size distributions shows
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200 nm

Figure 10. Distributions of connected Ag clusters on a graphite surface
grown with two different coverages: upper panel = 6 monolayers in the
average, lower panel = 2 monolayers. Modified from [53].

that these are, in fact, of fractal structure with an effective
dimension of about 1.7. The pattern reappears consistently
under many varied growth conditions (and for many differ-
ent combinations of materials [54]). And they can be under-
stood within a simple model of the fragmentation instability
of elongated clusters on a surface. The findings have con-
sequences for technology of growth of nanowires and self-
organizing structures, yet to be worked out.

This example concerns predominantly the topic of struc-
ture of deposited clusters (although the fragmentation
dynamics is a crucial input for the results). It demonstrates
that even questions of cluster structure can reveal surpris-
ingly new features. The quest to understand catalysis is one
further motivating example [55]. This holds even more so
when considering the magnetic properties of embedded clus-
ters [56] or of deposited metal clusters (see, e.g., [57, 58]
and for a review [59]), not to forget that the technology of
producing as well as handling clusters on surfaces is a rich
field of its own (for reviews see [59–63]) going far beyond
the limits of this chapter.

The emphasis in this chapter is on dynamics. And indeed,
still many more possibilities open up in that field for clus-
ters on surfaces. The dynamics of cluster deposit as such has
attracted great attention. Most considerations concentrate
on ionic motion; particularly theoretical simulations prefer

to deal with effective atom–atom potentials to keep the very
complex processes manageable [63–65]. However, electronic
dynamics is not always negligible. For example, electron
emission and electron transfer during cluster deposit have
been observed experimentally [66, 67]. It is yet a challenge
for theoretical simulations to describe that properly.

An even wider field of dynamical effects opens up when
considering excitation by external sources (applied constant
voltage or oscillating laser field). Examples will be presented
in subsequent sections (see, e.g., Sections 6.4–6.6).

6.3. Thermodynamics

A basic feature of a many-body system is the specific heat
although the experimental assessment of it for a finite and
not too large cluster requires very elaborate methods. In
an impressive series of diligent experiments, the systematics
of caloric curves for positively charge Na clusters has been
established down to sizes in the range of N = 50. An exam-
ple is shown in Figure 11. One clearly recognizes the step
of the internal energy at the melting point. The results have
raised a lot of interesting issues. First of all, there is the gen-
eral challenge of thermodynamics in finite systems [68]. The
particularly exciting feature is the appearance of negative
specific heat around the melting point which has been much
discussed in several publications (see, e.g., [69, 70]). In spite
of the hefty discussion, there are still several features not yet
fully understood from the theoretical side (e.g., pronounced
peaks in the systematics of the melting temperature which
cannot be simply associated with electronic or atomic shell
closures).

6.4. Conductivities

A key quantity in constructing nanodevices is the conductiv-
ity. The situation is somehow similar to caloric properties.
Conductivity is a concept from bulk matter and the trans-
fer to small systems raises many intriguing new questions.
For example, detailed structure, orientation, and shaping of
the interface all play a role. There is nothing like conduc-
tivity as such. The result depends on the whole setup in all
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its details. Much experience has been acquired already in
materials similar to metals, namely in polymers and carbon
nanotubes [71]. Studies on metal clusters are on the way.
Figure 12 shows results for the conductivity of deposited Au
nanoclusters [72, 73]. The current–voltage diagrams differ
from on-cluster sites to off-clusters sites which demonstrates
clearly the impact of cluster conductivity. These studies
are still in a developing stage. It is obvious that particu-
larly tailored cluster arrangements will allow a huge variety
of response functions which can be exploited for building
switches at nanoscale. Such developments need to be accom-
panied by theoretical methods to cut a path through the
swamp of possibilities. Standard methods for electrical cir-
cuits become unsafe at nanoscale because surface and quan-
tum effects play a major role. This holds for any geometry;
for an example from layered nanostructures see [74]. And
it is even more critical for dots and clusters which display
different sites. Fully quantum mechanical and microscopic
calculations are required here. Examples are the DFT cal-
culations for the condictivity of small, deposited Na clusters
in various configurations where linear response techniques
were used to obtain the conductivity [75]. One sees a strong
dependence of the computed conductivities on cluster size,
orientation, and isomeric state, due to pronounced elec-
tronic shell effects. This hints that proper tuning of cir-
cuitry with nanoclusters will require combined theoretical
and experimental effort.

6.5. Laser Burning

With slightly increased laser intensity comes a regime where
substantial ionization takes place while the clusters response
is still in the (nonlinear) plasmon regime, sensitive to the
laser frequency. Thus all the resonance features discussed
in Section 4 apply. That means that the resonance position
depends on cluster size and on deformation. Now consider
an ensemble of clusters attached to a surface. That will cover
a certain distribution of sizes and shapes. A powerful laser
with well defined frequency will couple only to a fraction of
the clusters, namely those whose resonance position happens
to come close to the laser frequency. The laser will ionize
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Figure 12. Current–voltage diagrams for Au nanoclusters on a GaAs
surface. The measurement was done with a scanning tunneling micro-
scope at different sites (see figure) and for different voltages. Modified
from [72].

and heat up those clusters to which it is in resonance and
these will thus dissappear. One is literally burning a hole
into the spectral distribution (i.e., into size and deformation
space). The effect is shown in Figure 13. A dip is digged
into the given spectral distribution of an ensemble of Ag
nanoparticles on a sapphire surface. The depth of the dip
increases with increasing energy deposit from the laser. This
effect can be exploited to produce cluster ensembles with
sharp size distribution and/or well defined orientation. To
that end one has to apply successive laser pulses with differ-
ent frequencies which burn away all the unwanted species.

The method is, of course, more widely applicable. Bleach-
ing of the optical response of mixed clusters, Au capped
by CdS, has been reported in [76]. Dedicated destruction
and destructive spectral selection has also been applied to
change the size and shape of silver clusters embedded in a
glass matrix [77]. A new effect appears here. The destruction
of a given embedded Ag cluster cannot send the fragments
to asymptotically nowhere. They start to move away from the
hot cluster but tend to get stuck after a short travel through
the glass. Thus they typically remain as a halo of small Ag
fragments in the vicinity of a few tens of nm of the original
cluster. This can modify the resonance properties by polar-
ization interaction, typically yielding a slight redshift and a
broadening.

6.6. Pump and Probe Dynamics

Varying the pulse width is the simplest way to modify the
time profile of a laser. Much more information can be
gained in pump and probe scenarios where two short pulses
follow each other within a well defined and tunable time
interval. The method is widely used in molecular physics and
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chemistry. It allows time resolved tracking of molecular reac-
tions and even dedicated switching of them. For an extensive
discussion see, for example, [78]. Very detailed information
can be extracted for small molecules or compounds with
few and well understood reaction channels (for a review
see, e.g., [79]). The case of clusters is more demanding in
that respect because they possess usually a large amount of
accessible degrees of freedom which we still do not know
so well. Nonetheless, one has seen several recent promising
studies on pump and probe scenarios in metal clusters (see,
e.g., [80, 81] for experiments and [82, 83] for theoretical
explorations). Figure 14 reports a particularly intriguing case
with Hg clusters where a mix of laser ionization experiments
and accompanying pump and probe studies were used to
eludicate the laser induced nonlinear dynamics. The figure
shows the pump and probe signal for several size and charge
selected Hg clusters. One is surprised to see almost the same
pattern in each case with only a slight variation of the fre-
quency. This suggests that the same subunit is responsible
for the process in the different clusters. Collecting informa-
tion from variation of laser parameters (frequency, inten-
sity) allowed one to confine that to a covalently bound Hg2
dimer which acts as chromophore and which is placed into a
Rydberg state by multiphoton processes. This exerts a pres-
sure on the surrounding Hg atoms of the cluster which then,
as a whole, performs a breathing mode. The long time pump
and probe signal (not shown here) hints at dissociation and
reassembling of the Hg2 chromophore. Somewhat similar
scenarios have been observed with a NO molecule in hydro-
gen matrix [84].
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This example dealt with a pump and probe experiment
on free clusters. Much more published experiments exist
for supported or embedded nanoclusters. The analysis is
often combined with SHG (see Section 5.1) to suppress
background signals. That way, many relaxation times for
supported metal nanoclusters have been measured (e.g.,
plasmon lifetimes and phonon relaxation for Nan clusters on
an insulating surface [85–87], or plasmon lifetimes for Ag
nanoclusters on a surface [39], or ionic relaxation times for
Ag clusters in a glass matrix [77, 88]). In fact, pump and
probe experiments on or in substrate have the advantages
that the orientation is well defined and that temperature can
be better controlled. The capabilities of this scenario are yet
open for many further studies.

6.7. Other Directions

The previous sections presented mainly future aspects for
dynamics in the nonlinear regime. And yet there are as
many interesting new features and analyzing tools coming
up in less violent excitations. We collect here briefly several
examples. Remember that the two regimes are closely linked
in that a good knowledge of linear response properties is
required for understanding the nonlinear regime while some
nonlinear processes, such as SHG, offer useful tools for ana-
lyzing structure and weak responses.

Metals in contact with He droplets have given access
to new surveys on metal clusters. A seemingly simple sys-
tem like Mg clusters has been systematically measured only
recently with the help of accumulation and production out of
He droplets. This revealed a surprising electronic shell struc-
ture [89] which cannot be easily explained by standard theo-
retical models [90] and which thus has triggered an ongoing
debate. Another experiment used the spin-selectivity of
Na attached to He surfaces to produce Na clusters with
totally aligned spin [91], a species which is worth further
investigation.

A big step forward in handling of free metal clusters and
precision of analysis is attained by experiments in a trap. We
mention here two examples, the model free determination
of the systematics of dissociation energies [92] and the direct
observation of radiative cooling in vanadium clusters which
was made possible by the long lifetime of the cluster beam in
a trap [93]. That sort of precision experiment will continue
to serve as an invaluable complement of the more direct
methods on clusters in vapor, on surfaces, or in substrate.

Much progress has been made concerning photoelectron
spectroscopy in the linear regime of one-photon processes.
This requires laser frequencies well above the ionization
threshold and allows then a more or less direct mapping
of the single electron levels in the cluster. The method has
been used for a long time but was formerly restricted to
cluster anions [6]. Modern ultraviolet sources give access to
cations, which has already revealed a lot of interesting infor-
mation on the density of states in free Na+

n clusters [94].
A much larger part of the electron spectrum (core states)
is accesible by X-rays. These are available now in a ver-
satile manner from synchrotron radiation where frequency
and pulse shape can be tuned in a very broad range. Pho-
toelectron spectroscopy with X-rays has already been used
successfully to identify the effect of the cluster binding and
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substrate on the core states of supported Au clusters [95,
96]. One has even disentangled in that way exciton satellites
in the spectrum which emerge from coupling of a cluster
to excitons in the surrounding substrate [97]. The increasing
brilliance and availability of synchrotron radiation will make
that a widely used tool for basic cluster research and analysis
of nanocluster materials.

Among the advanced analyzing tools is also Raman scat-
tering from supported embedded clusters. The compara-
tively low density of scatterers in case of cluster ensembles
has hindered such experements for a long while. Mean-
while it seems to be possible to produce sufficient strength
of signal and resolution. Examples are successful measure-
ments of monopole plasmon modes in embedded clusters
[98]. Note that this mode and all other modes besides
the dipole excitations are inaccessible in standard optical
absorption experiments due to the dominance of the dipole
there. Raman spectroscopy opens the door to unfold the
large variety of excitation modes of clusters, monopole or
quadrupole plasmon, or the various magnetic excitation
modes such as spin modes [99, 100], scissors modes [101],
or twist modes [102]. This will provide invaluable new infor-
mation on cluster dynamics which, in turn, can be exploited
for design of nanostructures.

Last not least, there emerge exciting prospects from com-
bination of metal nanoclusters with biological materials. It
was shown that metal clusters have a much more endur-
ing luminescence in an organic environment [103], a feature
which could possibly be exploited for tagging biochemical
reactions in living bodies. Surface effects by interaction with
surrounding organic molecules modify the plasmon reso-
nance of metal clusters significantly. That can be exploited
to build electro-optical sensors for fast biochemical analysis
[104]. In turn, tunable regular structures of proteins can be
used as templates to build well defined arrays of metal nano-
clusters [105, 106]. Such arrays are very promising switching
devices in nanotechnology, having tunable optical response
from dielectric cluster–cluster interaction [107] and similarly
rich facets of pattern in conductivity [73].

7. CONCLUSIONS
Metal clusters had been the preferred objects of investiga-
tions in the early stages of cluster physics due to their pro-
nounced electronic shell structure and the impressive Mie
plasmon resonance in the dynamical response. They allowed
one for the first time to assess experimentally the phe-
nomenon of supershells. Equally interesting are the optical
properties with well understood dependence on size, shape,
and material. In spite of the enormous successes of these
early studies (which, after all, are only one to two decades
old), there remains a rich open field for research with metal
clusters, particularly in connection with (nonlinear) cluster
dynamics where most of the tools stay just at the start of
their career. This holds, for example, for pump and probe
studies on clusters, shaping of nanoparticles with dedicated
laser beams as practical tools, using the second harmon-
ics from cluster response (in combination with pump and
probe) to assess more precisely electronic lifetimes in large
clusters, and photoelectron spectroscopy (complemented by

measuring also angular distributions). And even in the seem-
ingly well settled grounds of structure analysis and optical
response in the linear regime, there are a lot of intrigu-
ing problems. Think, for example, of the thermodynamics of
small clusters or the huge field of clusters in contact with
other materials (on a surface or embedded into a matrix).
After all, we hope to have shown the interesting physics
which can be done with metal clusters and the rich future
prospects of such research.

GLOSSARY
ATI Above Threshold Ionization (typically in intense laser
fields).
Chromophore Light sensitive molecule.
Core electrons Electrons not participating in binding.
Density-functional theory (DFT) Many body theory based
on Hohenberg and Kohn theorem stating that the ground
state energy of an electronic system can be expressed from
the electronic density only in terms of a universal energy-
density functional.
Field amplification Non linear amplification of laser field
in a (nearly) resonant system.
FWHM Full width at half maximum.
Jellium Approximation to the ionic background through a
homogeneous positive background.
Landau damping Damping of the collective mode (e.g.
dipole resonance) due to its coupling to the single-particle
degrees of freedom.
Local-density approximation (LDA) Approximation of the
exchange and correlation functional by taking the infinite-
gas energy at the local density of the inhomogeneous system.
Nano-plasma Model for the dynamics of clusters at and
after interaction with very intense laser fields, assuming that
a large fraction of the core electrons has been locally ionized
and sums up to a common electron cloud.
Oblate Pancake shape, i.e. axially symmetric ellipsoid with
two longer axes and one shorter axis.
One-particle-one-hole (1ph) Single electron excitation
from one occupied to another one unoccupied level.
Optical response Photo-absorption strength, imaginary
part of the dynamical polarizability (particularly pronounced
in metals, see “plasmon”).
Photo-electron spectroscopy Measurement of the distribu-
tion of kinetic energies from electrons emitted by a cluster
through photo-excitation.
Plasmon (Mie surface plasmon) Dominant dipole mode
in metals, collective oscillation of the metallic electron cloud
with respect to ions.
Prolate Cigar shape, axially symmetric ellipsoid with two
shorter axes and one longer axis.
Pseudo-potentials Effective potential for the valence elec-
trons summarizing the efect of core electrons which are else-
wise eliminated from the actual calculation.
Pump-and-probe Analysis of dynamics by means of two
successive laser pulses; pump pulse excites the system, probe
pulses with well defined time offset explore the response.
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RPA Random Phase Approximation, linearized TDLDA.
Second-harmonic generation Non-linear response of a sys-
tem converting two photons to one new photon with dou-
ble frequency, regularly used for frequency doubling in laser
setups.
Super-shells Beating of the amplitude of shell effects as a
function of particle number.
Time-dependent local-density approximation Time depen-
dent version of LDA to DFT.
Triaxial Ellipsoidal shape with three different axes (see for
comparison “prolate” and “oblate”.
Valence electrons Electrons participating in binding.
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1. INTRODUCTION
Nanotechnology is rapidly developing into engineering
disciplines and is predicted to spark a series of industrial
revolutions in the next decades [1–3]. A most significant
breakthrough that could accelerate this process is the dis-
covery of carbon nanotubes (CNTs) in 1991 [4]. CNTs are
only few nanometers in diameter and possess many supe-
rior electronic and mechanical properties over any other
known material [5–10]. To mention a few, CNTs are about 6
times lighter and 10 times stronger than steel, can conduct
electricity better than copper and transmit heat better than
diamonds, and can sustain large elastic strain more than
5%. CNTs hold substantial promise as the leading candidate
material for nanoelectronics [11–15], nanodevices [16–20],
and superstrong nanocomposites [21–26].

Most potential applications of CNTs are heavily based
on a thorough understanding of their mechanical behavior.
For example, experiments and molecular dynamics simu-
lations showed that electronic properties of CNTs can be
changed by mechanical deformations up to several orders
of magnitude [27–32]. This can explain why the study of
mechanical behavior of CNTs has been one topic of major
concern [33–50]. Among various methods, solid mechanics
(such as elastic beam or shell) models have been widely
and successfully used to study CNTs. Many studies indicated
“the laws of continuum mechanics are amazingly robust and
allow one to treat even intrinsically discrete objects only a
few atoms in diameter” [6]. Particularly, elastic models pro-
vide simple formulas in many important cases which clearly
identify major factors affecting mechanical behavior of car-
bon nanotubes. Indeed, because controlled experiment at

nanoscale is usually difficult, and molecular dynamics simu-
lation remains expensive and formidable especially for large
sized atomic systems, solid mechanics models offer a cost-
effective alternative method for the study of CNTs. On the
other hand, owing to new phenomena at nanoscale, tradi-
tional solid mechanics models cannot be applied to CNTs
in many cases of practical and academic interest. This has
raised a major challenge to solid mechanics.

This chapter gives an overview of elastic models for CNTs.
Comparison between elastic models and available exper-
iments or molecular dynamics simulations is highlighted.
This overview will be limited to reversible and relatively
small elastic deformations of CNTs and thus will not cover
other topics such as plastic yielding [6, 51, 52] and fracture
[6, 21, 40, 53, 54] of CNTs. Examples given below will clearly
demonstrate the effectiveness of elastic models to CNTs.
On the other hand, many complex physical phenomena due
to intertube displacements in CNTs and the associated van
der Waals forces require new and more ingenious elastic
models.

2. ELASTIC BEAM MODELS
CNTs are only few nanometers in diameter, while as long
as a few mm. Therefore, the aspect ratio of CNTs is usually
very large, up to 1000 or beyond, although shorter CNTs
of aspect ratio as small as 10 or 20 are also used in some
cases, such as CNT-based nanotweezers [18] and atomic
force microscope (AFM) tips [16, 55, 56]. In all these cases,
because there are large number of atoms along the longi-
tudinal direction, the elastic rod or elastic beam model is
adequate for overall mechanical deformation of CNTs. It is
known that transverse dynamics of an elastic beam under
axial force F and transverse distributed pressure p�x� (per
unit axial length) is governed by [57, 58]

p�x�+ F
�2w

�x2
= EI

�4w

�x4
+ �A

�2w

�t2
(1)

where x is the axial coordinate, t is time, w�x� t� is the
deflection of the beam, I and A are the moment of inertia
and the area of the cross-section of the beam, and E and �
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are Young’s modulus and the mass density (per unit vol-
ume). Thus, (�A) is the mass density per unit axial length,
(EI) represents the bending stiffness of the beam, and (EA)
represents the axial stiffness which is defined by the axial
force divided by the axial strain [the latter does not appear
explicitly in Eq. (1)]. In addition, bending moment M and
transverse shear force V are given by

M = EI
�2w

�x2
V = EI

�3w

�x3
(2)

These equations provide a complete description of elastic
beam model with appropriate boundary conditions (such as
pinged, clamped, and free ends).

In order to apply elastic beam model (1) to CNTs, it is suf-
ficient to know the mass density per unit axial length (�A),
the bending stiffness (EI), and the axial stiffness (EA). Once
the three parameters are known, the deflection of CNTs can
be determined by (1) even without knowing the details of
the cross-sectional geometry (such as I and A). Recognition
of this simple fact is important for understanding applicabil-
ity of the elastic beam model to one-dimensional nanoscale
structures, such as CNTs or DNA molecules [59, 60] which
are only few atoms in diameter and thus questionable as
far as applicability of continuum models across their cross-
sections. For instance, there have been different opinions on
the thickness of single-wall nanotubes (SWNTs). Although
most researchers have adopted the equilibrium interlayer
spacing between adjacent nanotubes (about 0.34 nm) as the
representative thickness of SWNTs combined with a Young
modulus of about 1 TPa, some authors have suggested a
much smaller thickness (say, 0.07 nm; see Yakobson et al.
[6, 34]) combined with a Young’s modulus of about 5 TPa.
It is obvious that axial stiffness (EA) remains unchanged if
the Young’s modulus is 5 times larger and, at the same time,
the thickness is 5 times smaller. Furthermore, it is readily
seen that these different definitions of thickness do not sig-
nificantly affect the value of bending stiffness (EI) provided
the cross-section of SWNTs is treated as a thin annulus.
Thus, the governing equation (1) and the overall deflection
of SWNTs remain essentially unchanged when these differ-
ent thicknesses of SWNTs are adopted.

2.1. Single-Beam Models

Elastic beam models have been effectively applied to CNTs
by many researchers. As will be shown below, elastic models
offer simple general formulas in many important cases which
clearly summarize major factors affecting basic mechanical
properties of CNTs. Usually, such simple formulas cannot
be achieved by other methods.

2.1.1. Static Deflection
For a cantilever beam of length L under a concentrated
force P at a point x = a measured from the fixed end, the
deflection at any point between x = a and the free end x = L
is (see [61], p. 892)

y = Pa2

6EI
�3x − a� a ≤ x ≤ L (3)

The 1/a3 dependency of P/y when x = a predicted by this
formula has been confirmed by the experimental data for
CNTs [35]. As another example, maximum deflection of a
simple beam under a concentrated force P applied at its
midway is (see [61], pp. 707 and 895)

y = PL3

48EI
(4)

where the number 48 becomes 192 for a clamped beam. This
relation has been used [62] to estimate the Young’s modu-
lus of CNTs based on experimental data of the maximum
deflection. The estimated value (E = 0�81 TPa) is in good
agreement with the values obtained by other methods. It is
emphasized that the thickness of SWNTs in these studies
has been taken as 0.34 nm and the thickness of multiwall
nanotubes (MWNTs) has been calculated by the difference
of the outermost radius Rout and the innermost radius Rin,
and thus I = ��R4

out −R4
in�/4.

2.1.2. Column Buckling
Dai et al. [16] used MWNTs as AFM tips and treated them
as a hinged elastic column, and thus the maximum axial
force MWNTs could sustain is estimated by the Euler force
given by [61]

P = �2EI
L2

(5)

Assuming E = 1 TPa, for example, these authors found that
the Euler force for a 250-nm-long, 5-nm-diameter MWNT
(treated as a column of solid circular cross-section) is about
5 nN. The Euler force is also estimated by Yao and Lordi
[63] for some other examples of CNTs. In particular, the
Young’s modulus of CNTs has been estimated by comparing
the values of Euler force obtained by molecular dynamics
simulations with those given by (5); see Garg et al. [64].
Their results confirmed that the Young’s modulus estimated
by such a comparison is around 1 TPa, in satisfactory agree-
ment with the values obtained by other methods. Yakobson
et al. [6] studied SWNTs as clamped column and calculated
the Euler force from the above formula (5) multiplied by a
factor of 4 to its right-hand side [61]. On the other hand,
CNTs as AFM tip to very smooth surface could be modeled
as a cantilever elastic column. In that case, a factor of 1

4 will
have to be multiplied to the right-hand side of (5) [61], and
thus the Euler force for a cantilever column is just 25% of
that given by (5) for a hinged column. Indeed, the sensitivity
of the Euler force of CNTs to the end conditions should be
examined in more detail.

2.1.3. Buckling-Driven Debonding
of CNT Ropes

As a major form of CNTs, CNT ropes composed of aligned
CNTs with narrow distribution of diameters and geometries
have been widely used in the study of CNTs. An interesting
theoretical issue which has not been addressed in the litera-
ture is buckling-driven debonding of individual CNTs from a
CNT rope. For instance, consider a CNT rope consisting of
a large number of CNTs under axial compression. Because
the Euler strain for column buckling is roughly proportional
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to the squared radius of the cross-section, the Euler strain
for the rope should be much larger than the Euler strain
for a single CNT, and thus column buckling of the rope as
a whole will not occur when the applied axial strain exceeds
the Euler strain for a single CNT but is well below the Euler
strain for the rope. It is the intertube van der Waals adhesive
energy that keeps individual CNTs together and prevents
Euler buckling of individual CNTs from the rope. In this
case, the difference between the elastic energy stored in a
straight (unbuckled) single CNT and the elastic energy of its
bucked state offers a driving force for debonding and buck-
ling of a single CNT from the rope. For example, the linear
bucked deflection of a clamped single CNT under an axial
strain � (exceeding its Euler strain �cr� can be estimated by
[65, 66]

w�x�= w0

2

[
1+cos

2�x
L

]
w2

0 =��−�cr�

(
2L
�

)2

(6)

where the origin x = 0 is at the midway of the CNT of
length L. It can be verified that the elastic energy stored in
a straight (unbuckled) single CNT and the elastic energy of
its bucked state are

U1 =
1
2
EAL�2 U2 =

EAL
2

[
2��cr − �2

cr

]
(7)

respectively, where A is the across-sectional area of the
bucked CNT. Thus, an individual CNT could split from the
rope only when the difference between the two energies
exceeds the van der Waals adhesive energy between the CNT
and the rope, namely

�U = U1 − U2 =
EAL

2
��− �cr�

2 ≥ �L (8)

where � is the adhesive energy per unit length of the
bucked CNT. For instance, the adhesive energy is about
0.01–0.03 eV/C-atom, and the average area of a C-atom is
about 2�6 × 10−20 m2 [67–70]. Thus, if the contact width
between an outermost SWNT and the SWNT rope is esti-
mated roughly by the radius R of the SWNT, then condi-
tion (8) is satisfied when (�− �cr� is significantly larger than
0.01. This implies that debonding of individual SWNTs could
occur prior to Euler buckling of the rope as a whole when
the aspect ratio of the ropes is small enough (say, around 10)
that the Euler axial strain of the rope is significantly larger
than 0.01.

Furthermore, if debonding growth of a preexisting debond
of length L is considered, the growth condition is that the
energy release rate is greater than the adhesive energy per
unit length, namely

G = EA
2
�2 − �U2

�L
= EA

2
��− �cr���+ 3�cr� ≥ � (9)

It is obvious that satisfaction of (8) ensures satisfaction
of (9), which implies that debonding would be unstable once
it is initiated. To our best knowledge, these interesting issues
for CNTs have not been studied in the literature.

2.1.4. Winkler Model
CNTs have been suggested as reinforcement fibers for
superstrong composites [21–26]. Therefore, the role of sur-
rounding elastic medium in mechanical behavior of embed-
ded CNTs is a significant topic. A simplified model for the
surrounding elastic medium is provided by the Winkler-like
model [71, 72] which assumes that interaction pressure act-
ing on the embedded CNT per unit length is given by

p = −ky�x� (10)

where y�x� is the deflection of the embedded CNT, and k is
a spring constant of the surrounding elastic medium which
may depend not only on the Young’s modulus of the sur-
rounding elastic medium and the outermost diameter of the
CNT, but also on the wave-length of the deformed CNT. The
minus sign on the right-hand side indicates that the inter-
action pressure is opposite to the deflection. This simplest
model has been used to study column buckling of embed-
ded CNTs by Lourie et al. [21] and Ru [44], and vibration
of embedded MWNTs by Yoon et al. [73].

2.1.5. Resonant Frequencies
The n-order resonant (circular) frequency of a MWNT of
length L, given by the single-beam model [33, 37, 49, 57, 58],
has the form

!n =
"2
n

L2

√
EI
�A

= "2
n

2L2

√
E�R2

out +R2
in�

�
(11)

where � is the mass density (per unit volume) of CNTs,
I and A are the moment of inertia and the area of the cross-
sectional of MWNT, and Rout and Rin are the outermost and
the innermost radii. In addition, "n is a constant depending
on the number n and end conditions. For instance, for fixed
end conditions (that is, all nested individual tubes of the
MWNT are clamped at both ends), "1 = 4�73, "2 = 7�85,
"3 = 10�996. For cantilever end conditions, "1 = 1�875, "2 =
4�694, "3 = 7�855; see [57, 58]. If the CNT is embedded in
an elastic medium characterized by the Winkler model (10),
the n-order resonant (circular) frequency is [57, 73]

!n =
√

"4
n

L4 EI + k

�A
(12)

Prior experiments [33, 37, 49] have convincingly shown that
resonant frequencies of CNTs can be calculated by the for-
mula (11). For example, for a CNT tested in [37], the
experimental ratio !2/!1 is 5.68, in good agreement with
the theoretical ratio 6.2 predicted by (11). In addition, the
second-order vibrational mode was observed in [37], and
the experimental value of a characteristic length is 0�76L, in
good agreement with the theoretical value 0�8L.

2.1.6. Sound Wave Speeds
It is well known that longitudinal and transverse sound wave
speeds (phase velocity) in an elastic beam are [74]

vL =
√
E

�
vT =

(
EI!2

�A

)1/4

(13)



734 Elastic Models for Carbon Nanotubes

In particular, the transverse speed vT depends on both the
frequency ! and the cross-sectional shape, while the longi-
tudinal speed vL depends on none of them. Popov et al. [39]
have used these formulas to calculate sound speeds along
CNTs. The value of Young’s modulus of CNTs obtained by
(13) based on a comparison with another method is about
1 TPa, in good agreement with the known values. This indi-
cates that the classic elastic beam formulas (13) can be
applied to sound wave propagation in CNTs [39, 75, 76].

2.2. Multiple-Beam Models

Carbon MWNTs are different from traditional elastic beams
due to their hollow multilayer structure and the associated
interlayer van der Waals forces. On one hand, it is known
that friction between adjacent tubes in MWNTs is so low
that the adjacent tubes could easily slide to each other
[19, 77, 78]. On the other hand, although the van der Waals
repulsive forces resist any reduction of interlayer spacing
between adjacent tubes in MWNTs, it is not clear whether
the magnitude of the repulsive forces in CNTs is so strong
that the change in interlayer spacing in MWNTs can always
be neglected even in some extreme cases. In spite of this,
all previous beam models, such as those mentioned above,
have ignored interlayer radial displacements in MWNTs and
treated a MWNT as a single elastic beam. The single-beam
model [38, 46] assumes that all originally concentric tubes of
a MWNT remain coaxial during deformation and thus can
be described by a single deflection curve. In reality, however,
individual tubes of a MWNT could deform individually with
nonzero interlayer radial displacements, while their individ-
ual deformations are coupled through the interlayer van der
Waals interaction.

2.2.1. Column Buckling of MWNTs
In order to identify the condition under which interlayer
radial displacements between adjacent tubes in MWNTs
cause new physical phenomena and thus are not negligible,
a multiple-elastic beam model has been developed in [44] to
study column buckling of carbon MWNTs embedded within
an elastic medium. In contrast to the existing single-beam
model, the multiple-elastic beam model assumes that each
of the nested, originally concentric SWNTs is an individ-
ual elastic beam, and the deflections of all elastic beams
are coupled through the van der Waals interaction between
adjacent nanotubes. Thus, Eq. (1) is applied to each nested
tube of the MWNT. Assuming that the interaction between
the outermost tube and the surrounding elastic medium is
described by a Winkler model (10), it is found [44] that
the noncoincidence of the deflected axes is negligible pro-
vided the half wavelength of the buckling mode is much
larger than the outermost diameter. Under this condition,
the existing single-beam model gives a satisfactory estimate
of the critical axial strain. However, the single-beam model
is invalid when the half wavelength is comparable to the
outermost radius. This study reveals that the single-beam
model for MWNTs becomes invalid when the characteris-
tic wavelength of MWNTs is comparable to their outermost
diameter.

2.2.2. Noncoaxial Vibration of MWNTs
In many proposed applications, shorter CNTs of smaller
aspect ratio are often used [16, 18, 55, 56]. In this
case, because the characteristic wavelengths of higher-order
modes are just few times the outermost diameter, it is antic-
ipated that the interlayer radial displacements of MWNTs
would come to play a significant role and give rise to new
resonant frequencies and associated noncoaxial intertube
vibration. Although the noncoaxial intertube vibration would
not significantly affect overall deflection of the outermost
tube, it could cause noncoaxial deformation and distort
otherwise concentric geometry of MWNTs. In particular,
noncoaxial distortion could significantly affect some impor-
tant physical (especially electronic and optical) properties
of MWNTs [20, 79–88]. Hence, it is relevant to study when
vibration of MWNTs becomes substantially noncoaxial.

To clearly demonstrate essential concepts of noncoaxial
vibration of MWNTs, let us consider a double-wall nanotube
(DWNT) [89–91] of length L; see Figure 1. The interaction
pressure between the inner and outer tubes can be estimated
by the known van der Waals interaction between a carbon
atom and a flat graphite sheet [67], and the van der Waals
normal pressure between the inner and outer tubes at any
point is assumed to depend on the interlayer spacing at that
point. Thus, the coefficient of interaction pressure can be
estimated using recent date given in [89], with the result

c = 3�2 × 102 ergs/cm2

0�16d2
d = 0�142 nm (14)

which is slightly bigger than that used in [48]. Here, the
curvature effect has been ignored because it is usually small
for MWNTs of larger innermost radius [92–94]. Thus, the
interaction coefficient per unit length of MWNTs between
any two adjacent SWNTs is proportional the diameter of the
inner tube and is given by

c = 3�2 × 102�2Rin� ergs/cm2

0�16d2
d = 0�142 nm (15)

where Rin is the radius of the inner tube. Applying Eq. (1) to
each of the two concentric tubes, the multiple-beam model
gives the equations for vibration of a DWNT as [95]

c�w2 −w1�=EI1
�4w1

�x4
+ �A1

�2w1

�t2

−c�w2 −w1�=EI2
�4w2

�x4
+ �A2

�2w2

�t2

(16)

where w1�x� t� and w2�x� t� are the deflections of the inner
tube and the outer tube, Ik and Ak �k = 1� 2� are their

L 

Figure 1. Noncoaxial vibration of a double-wall carbon nanotube.
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moment of inertia and the area of the cross-section, respec-
tively, and the two tubes have the same Young’s modulus E
and the mass density � per unit volume. It is seen from (16)
that vibration of the inner tube is coupled with vibration of
the outer tube through the van der Waals interaction. Equa-
tion (16) is mathematically similar to the governing equa-
tions for vibration of an elastically connected double-beam
system [96], or coupled harmonic oscillators [97, 98]. Here,
let us consider the case in which the inner and outer nano-
tubes have the same end conditions. Thus, the inner and
outer tubes share the same vibrational mode Y�x� deter-
mined by

d4Y�x�

dx4
= (4Y�x� (17)

with the given end conditions. The value ( and the associ-
ated mode Y�x� are determined as the eigenvalue and asso-
ciated eigenfunction of (17) with the given end conditions.
For instance, for fixed end conditions, the first three eigen-
values of (17) are (1L= 4�73, (2L= 7�85, and (3L= 10�996.
For cantilever end conditions, (1L = 1�875, (2L = 4�694,
and (3L = 7�855 [57, 58]. Thus, for the n-order vibrational
mode Yn�x� [n = 1� 2� � � � , defined by the eigenfunction
associated with the nth eigenvalue of (17)], the frequency
equation can be obtained by substituting w1 = a1e

i!tYn�x�,
w2 = a2e

i!tYn�x� to (16), where a1 and a2 represent the
amplitudes of the inner and the outer tubes, respectively,
and ! is the (circular) frequency. It turns out that, in con-
trast to the only n-order resonance frequency (11) given by
the single-beam model [33, 37, 49], the multiple-beam model
[95] predicts two n-order resonant (circular) frequencies as

!2
n1=

1
2

(
+n−

√
+2
n−4"n

)
!2
n2=

1
2

(
+n+

√
+2
n−4"n

)

(18)

where

+n=
EI1(

4
n + c

�A1
+ EI2(

4
n + c

�A2
>
√

4"n

"n=
EI1EI2(

8
n

�2A1A2
+ c(4

n

EI1 + EI2

�2A1A2

(19)

Here, !n1 is the lower n-order resonant frequency, and !n2
is the higher n-order resonant frequency.

It is found in [95] that (1) the lower n-order resonant fre-
quency !n1 is always close to the frequency (11) given by the
single-beam model, and the associated amplitude ratio a1/a2
is very close to unity and thus the associated vibrational
mode is almost coaxial; (2) the higher n-order resonant fre-
quency !n2 is insensitive to the mode number n, the length
of the MWNTs, and the end conditions and is substantially
noncoaxial characterized by negative amplitude ratio a1/a2
which indicates that the deflection of the inner tube is oppo-
site to the deflection of the outer tube. When the aspect
ratio of the MWNTs is very large (say, >100), the noncoax-
ial resonant frequency !n2 is much higher than the lower
one !n1 and the frequency (11) given by the single-beam
model. In this case, the influence of the noncoaxial mode
associated with the resonant frequency !n2 can usually be
ignored and thus the single-beam model is accurate enough

for (almost coaxial) vibration of MWNTs of larger aspect
ratio, such as those studied in [33, 37, 49]. However, for
shorter CNTs of relatively small aspect ratio (say, between
10 and 25 [55, 56]), the noncoaxial resonant frequency !n2 is
comparable to the first few high-order frequencies given by
(11) (say, for n= 3� 4, or 5), and thus vibration of MWNTs is
essentially noncoaxial and cannot be described by the single-
beam model. For example, for a DWNT of inner diame-
ter 0.7 nm [89–91, 95] and aspect ratio 10, the noncoaxial
(circular) frequency !n2 (for n = 1� 2� 3� 4, or 5) is around
10 THz, comparable to the third-order classic frequency
given by (11), 7.2 THz, and the fourth-order classic fre-
quency, 10.6 THz. This implies that noncoaxial internal res-
onance will be excited at the higher natural frequencies and
MWNTs cannot keep their concentric structure at ultrahigh
frequencies. In this case, the noncoaxial vibration would lead
to nonconcentric distortion of MWNTs and thus crucially
alter some important physical properties of MWNTs.

Similar results have been drawn for MWNTs of more than
two layers [95] and MWNTs embedded within an elastic
medium [73]. Further research subjects in this direction may
include the effect of individual end conditions (for instance,
all inner tubes of a MWNT are hinged or free at the ends,
while the outermost tube is clamped) and forced noncoaxial
vibration of MWNTs.

2.2.3. Sound Wave Propagation in MWNTs
In view of rapid advances in nanoelectromechanical systems
[99, 100] and rapidly growing interest in terahertz physics of
nanoscale materials and devices [101–106], a relevant open
problem is terahertz sound wave propagation in CNTs. The
multiple-beam model has been used to study terahertz sound
wave propagation in MWNTs [107]. For instance, for a sinu-
soid propagating in an infinite DWNT, the transverse sound
wave speed can be studied by substituting w1 = a1 e

i�kx−!t�,
w2 = a2 ei�kx−!t� to (16), where a1 and a2 are the ampli-
tude coefficients of the inner and outer tubes, respectively,
and k and ! are the wave number and the frequency. For
given (circular) frequency !, in contrast to the only sound
speed of a DWNT given by the single-beam model (13) [39],
the multiple-beam model [107] predicts that a DWNT could
have two sound speeds given by

v1 =
4
√

2!
4
√
++√

+2 − 4"
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4
√

2!
4
√
+−√
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(21)

and the coefficient c is given by (15). It can be verified
that v1 given by (20) is always positive, while v2 is real
only for sufficiently high frequency. Thus, there is a crit-
ical frequency above which both v1 and v2 given by (20)
are positive. This critical frequency, somewhat similar to the
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so-called “cutoff frequency” in some elastic beam structures
[58], is given by

!cr =
√
�A1 +A2�c

�A1A2
(22)

Notice here that the critical frequency (22) is very close to
the noncoaxial resonant frequency of DWNTs predicted by
[95]. In particular, similar to the latter, the critical frequency
(22) is insensitive to the radii of DWNTs.

For frequency below the critical frequency (22), only one
speed exists, which is v1 given by (20), and the associated
amplitude ratio a1/a2 is very close to unity and thus the
associated vibrational mode is almost coaxial. In this case,
the sound speed and the associated vibrational mode are
very close to that given by the single-beam model. When the
frequency is higher than the critical frequency (22), how-
ever, there are two different sound speeds v1 and v2 given
by (20), and a new noncoaxial vibrational mode emerges
which propagates at a speed v2 much higher than the speed
(13) given by the single-beam model. Therefore, the single-
beam model, which has been effectively applied to sound
wave propagation in SWNTs [39], fails for MWNTs at ultra-
high frequencies where noncoaxial vibration comes to play
a dominant role. For example, for a DWNT of inner diam-
eter 0.7 nm, the critical (circular) frequency given by (22)
is 8 THz, and the corresponding transverse sound speed
is close to 104 m/s. Similar results are drawn for MWNTs
of more than two layers [107]. It is found that there are
(N − 1) critical frequencies for an N -wall CNT. Sound wave
propagation is essentially coaxial only when the frequency
is much below all critical frequencies, and it becomes sub-
stantially noncoaxial when the frequency is higher than at
least one of the (N − 1) critical frequencies. In the lat-
ter case, the sound speeds predicted by the multiple-beam
model [107] are significantly higher or lower than that given
by the existing single-beam model (13), depending not only
on the frequency but also on the vibrational modes. In par-
ticular, when the frequency is higher than all �N − 1� critical
frequencies, N different sound speeds will exist simultane-
ously with their respective noncoaxial vibtrational modes.
Since noncoaxial vibration would crucially alter some impor-
tant physical properties of MWNTs, it is anticipated that
new complex physical phenomena would occur in terahertz
sound wave propagation in MWNTs.

In summary, the preceding results for vibrations and sound
waves in MWNTs show that internal degrees of freedom
of MWNTs become essential when the characteristic wave-
length of vibrational modes is just a few times larger than
the outermost diameter of MWNTs. Indeed, for a DWNT of
inner diameter 0.7 nm, the wavelengths of the higher-order
modes (say n = 3� 4, or 5) are just few times the outermost
diameter when the aspect ratio of the DWNT is about or
below 20, and the wavelength of transverse sound waves at
the critical (circular) frequency (22) is just a few (about 6–7)
times the outermost diameter of the DWNT. In this case, the
single-beam model fails, and a more accurate elastic model
that considers interlayer radial displacements of MWNTs is
required. Another issue that is probably significant in this
case is the effect of rotary inertia and shear deformation.
For this reason, relevance of the Timoshenko beam model
[57] to CNTs is an interesting topic for future work [108].

3. ELASTIC SHELL MODELS
When aspect ratios of CNTs are small, or local deformation
is concerned, CNTs should be treated as elastic shell rather
than elastic beam. To apply elastic shell models to CNTs,
a basic quantity which has to be understood appropriately
is the representative thickness of carbon SWNTs. Almost
all previous researchers defined the equilibrium interlayer
spacing between adjacent nanotubes (about 0.34 nm) as the
representative thickness of a carbon SWNT. Based on this
concept, MWNTs have been treated as cylindrical shells
whose thicknesses are determined by the difference between
the outermost radius and the innermost radius. In partic-
ular, it has been tacitly assumed by some researchers that
the bending stiffness of MWNTs would be proportional to
the cube of the representative thickness. Unfortunately, as
stated by Yakobson et al. [34], the actual bending stiffness of
carbon SWNTs is much lower than that given by the classic
bending stiffness formula for elastic shells if the represen-
tative thickness defined above is used. In fact, the effective
bending stiffness of a carbon SWNT is about 0.85 eV, while
its in-plane stiffness is 360 J/m2 [109]. If the classic relation-
ship between the bending stiffness and the shell thickness is
retained, the thickness of carbon SWNTs would be 0.066 nm,
which is about five times smaller than the suggested thickness
0.34 nm. If such a definition of small thickness is adopted
in the elastic shell model for each layer of MWNTs, a huge
interior gap exists between any two adjacent layers.

This discrepancy is apparently due to the single atom-layer
structure of SWNTs. In fact, the classic bending stiffness for-
mula for elastic shells is based on the assumption that an
elastic shell can be divided infinitesimally into many thin lay-
ers without interlayer slips, and flexural strains at any point
are proportional to the distance between that point and the
middle face. For a SWNT, however, the single atom layer
cannot be divided into any thin layers, and flexural stresses
are actually concentrated in a narrow region around the mid-
dle face of the atom layer, rather than distributed linearly
over the entire representative thickness. This clearly explains
why the actual bending stiffness of carbon SWNTs is much
(about 25 times) smaller than that predicted by the classic
bending stiffness formula when the representative thickness
0.34 nm is used. Therefore, it is proposed [42, 45] that the
effective bending stiffness of SWNTs should be regarded as
an independent material parameter, not necessarily related
to the representative thickness through the classic bending
stiffness formula. Thus, a carbon SWNT could be treated as
an isotropic elastic shell with an effective bending stiffness
different from that predicted by the classic shell theory. Since
the elastic shell theory does not essentially rely on the rela-
tion between the shell thickness and the bending stiffness,
almost all equations of elastic shell theory remain valid, with
or even without a slight modification. For instance, in the
absence of any tangential external force, elastic buckling of
a SWNT modeled as an isotropic cylindrical shell of radius
R can be described by the Donnell equation [110–112]

D/ 8w = / 4p�x� 0�+ Fx
�2

�x2
/ 4w + 2

Fx0
R

�2

�x �0
/ 4w

+ F0
R2

�2

�02
/ 4w − Eh

R2

�4w

�x4
− �h

�2

�t2
/ 4w (23)
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where x and 0 are axial coordinate and circumferential
angular coordinate, respectively, t is time, w is the radial
(inward) deflection due to buckling, p�x� 0� is the net nor-
mal (inward) pressure caused by buckling, Fx and F0 are the
known uniform axial and circumferential membrane forces,
Fx0 is the known uniform shear membrane force, D and h
are the effective bending stiffness and thickness of the shell,
and E and � are Young’s modulus and mass density per unit
volume. Here, the effective bending stiffness D can be a
material parameter independent of the thickness h and thus
not necessarily proportional to h cube.

3.1. Single-Shell Models

Single-shell models have been applied to CNTs. Almost all
published related studies have focused on buckling behavior
of CNTs under various mechanical loadings.

3.1.1. Axially Compressed Buckling
of SWNTs

Axially compressed buckling of SWNTs was studied in
[34, 42] using the elastic shell model. In this case, Fx is the
only nonzero uniform membrane force prior to buckling. As
shown in [42], under fairly general conditions, the critical
axial strain for buckling of a simply supported cylindrical
shell is

−Fx
Eh

= 2
R

√
D

Eh
(24)

while the axial and circumferential half-wave numbers, m
and n, of the buckling mode are determined by the single
condition

1
m2

�m2 + "2�2 = L2

R�2

√
Eh

D
" ≡ nL

2�R
(25)

These results remain valid even when the effective bend-
ing stiffness D is independent of the thickness h and thus
not necessarily proportional to h cube. If the classic relation
between the bending stiffness and the thickness (see (1) of
[42]) is adopted, the critical axial strain is [34, 42]

−Fx
Eh

= h

R
√

3�1 − 32�
(26)

where 3 is the Poisson ratio introduced through the clas-
sic bending stiffness formula of elastic shells. If the axisym-
metric buckling mode (n = 0) is further assumed, the axial
wavelength of the buckling mode is [36, 42]

2L
m

= 2�
√
Rh

[
1

12�1 − 32�

]1/4

(27)

The critical axial strain (24) has been compared to several
available results obtained by molecular dynamics simulations
[34, 113–115]. For example, the critical strain for SWNTs
of diameter 1 nm obtained by molecular dynamics simu-
lations is 0.05 [34] or 0.08 [114], in good agreement with
the value 0.075 predicted by the above formula (24) (where
D = 0�85 eV, Eh = 360 J/m2; see [34, 109]). For SWNTs
of diameter 2.2 or 3.3 nm, the critical strains obtained by

molecular dynamics simulations [113] are about 0.037 and
0.025, respectively, in good agreement with the values 0.034
and 0.023 predicted by the above formula (24).

On the other hand, in contrast to the formula (27) based
on the axisymmetric mode, molecular dynamics simulations
of SWNTs clearly indicated that the actual buckling mode
is not axisymmetric [113, 115]. Hence, it is suggested [42]
that the axial wavelength of SWNTs should be estimated by
the nonaxisymmetric mode for which the axial wavelength
is equal to the circumferential wavelength. In doing so, the
axial wavelength is given by

2L
m

= 4�
√
R

[
D

Eh

]1/4

(28)

For example, the wavelength predicted by the formula (28)
for a SWNT of radius 0.67 nm is about 1.2 nm, which is
in good agreement with the value 1.3 nm obtained in [115]
by molecular dynamics simulations. Hence, it seems that the
single-layer isotropic elastic shell model can satisfactorily
predict the critical axial strain and the associated wavelength
of SWNTs under axial compression, although more careful
studies are still needed to clarify some unclear issues, such
as the role of anisotropic atomic structure and end condi-
tions of SWNTs.

3.1.2. Buckling under Bending
Elastic buckling of CNTs under bending has been observed
in a number of experiments or molecular dynamics simula-
tions [6, 21, 23, 116–120]. One most remarkable result is due
to Falvo et al. [36]. Classic buckling theory of elastic tube or
shell under bending [112] shows that buckling occurs when
the compressive stress on the compressed side of the shell
reaches the critical value for axially compressed buckling of
cylindrical shells given by (26). Hence, the critical bending
moment and the associated wavelength would be predicted
by the formulas (26) and (27). Falvo et al. compared the
observed wavelength of MWNTs under bending with the
theoretical value predicted by (27) and found that the wave-
length observed for an eight-layered MWNT is about 68 nm,
which is almost four times the theoretical value 18 nm given
by formula (27). This discrepancy has been cited by some
authors to question the applicability of elastic shell model
to CNTs.

For carbon MWNTs, as argued in [42], the friction
between adjacent layers is essential for their effective bend-
ing stiffness. In some special circumstances, the friction
could be so high that interlayer slips between adjacent lay-
ers is actually prohibited, and thus the bending stiffness of
carbon MWNTs can be well described by the classic bend-
ing stiffness formula of elastic shells [42]; see Figure 2.

0. 34 nm 

middle-face 

Figure 2. Bending deformation of a double-wall carbon nanotube in
the absence of interlayer slips.
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It is further argued that such a phenomenon could have
occurred for MWNTs under bending. In fact, bending of a
tube or shell of originally circular cross-section causes sub-
stantial ovalization of the cross-section, which could lead
to a change as large as 20% in the diameters prior to the
onset of buckling [112]. As a result, the interlayer spacing
between adjacent layers would be reduced by 20% at the
top and bottom of the cross-section, which could lead to
very high friction and thus largely restrict interlayer slips
between adjacent layers; see Figure 3. If such an assumption
holds, the single-layer elastic shell model can be applied to
large-strain bending buckling of carbon MWNTs. Thus, the
above paradox raised by Falvo et al. can be explained by
two corrections: (1) The wavelength formula used by Falvo
et al. [36] is exactly the formula (27) which is valid only for
axisymmetric mode (n = 0). As mentioned before, molec-
ular dynamics simulations of CNTs have indicated that the
actual buckling mode of CNTs is nonaxisymmetric. In partic-
ular, the above discussion has shown that the predicted axial
wavelength based on the modified formula (28) is in good
agreement with the results obtained by molecular dynamics
simulations. Thus, the axial wavelength should be estimated
by (28) rather than (27). This gives a factor of 2 to the axial
wavelength. (2) On the other hand, as stressed by Calladine
(see p. 609 in [112]), the curvature radius appearing in the
formulae for bending buckling should be understood as the
deformed local radius, rather than the original one. Accord-
ing to bending buckling theory, the deformed local radius
is twice the initial one when buckling occurs. Thus, because
the axial wavelength is proportional to the square root of
the radius, this correction contributes another factor of 1.4
to the axial wavelength. In summary, the theoretical axial
wavelength should be about 3 times that predicted by the
formula (27), which gives a value of 54 nm for the example
discussed in Falvo et al. [36]. This modified theoretical value
is in good agreement with the observed value of 68 nm.
Therefore, it seems that buckling of MWNTs under bending
can be described by single-layer shell model.

An interesting open problem is bending of thick MWNTs
embedded within an elastic medium. The Bower et al. exper-
iments [23] indicated that, in contrast to the observed wave-
length for a relatively thin freestanding MWNT (whose
innermost radius-to-thickness ratio is about 4) which is few
times larger than that predicted by (27), the wavelength
observed for embedded thick MWNTs (whose innermost
radius-to-thickness ratio is around 1) is few times smaller
than that predicted by (27). In our opinion, a possible
explanation is that the assumed interlayer locking, which

the maximum compressive
stress and local buckling

high friction

Figure 3. Ovalization of the cross-section of multiwall nanotubes under
bending and the induced high interlayer friction.

dominates the entire thickness of relatively thin MWNTs,
could not occur throughout the entire thickness of thick
MWNTs from the outermost layer to the innermost layer.
As a result, the interlayer locking would occur only in few
outermost layers of thick MWNTs, and thus the actual thick-
ness which determines the observed wavelength in the out-
ermost layer should be the thickness of the few interlocked
outermost layers, which should be much smaller than the
entire thickness of MWNTs. This could explain why the
observed wavelength for embedded thick MWNTs is much
smaller than that predicted by (27). Apparently, detailed
study is needed before a conclusion may be made. In addi-
tion, the effect of interlayer van der Waals energy or an
internal/external pressure on the critical bending moment
and the wave length of MWNTs under bending deserves fur-
ther study.

3.1.3. SWNT Ropes under High Pressure
Since the discovery of efficient methods that produce SWNT
ropes composed of aligned SWNTs with narrow distribution
of diameters, SWNT ropes have become a major form of
CNTs. An interesting phenomenon of SWNT ropes is the
pressure-induced abrupt changes observed for vibrational
modes and electric conductivity when the applied external
pressure reached a critical value ranging from 1.5 to 1.9 GPa
[121–123]. Hence, an understanding of the intrinsic mecha-
nism behind these pressure-induced abnormalities of SWNT
ropes is needed.

Local flattening of tube walls due to van der Waals attrac-
tion is a well-known phenomenon [68, 69, 124]. Owing to this
phenomenon, it was observed that SWNTs of larger diame-
ter (larger than 2.5 nm) exhibit a honeycomblike geometrical
structure, while SWNTs of smaller diameter remain circu-
lar [68]. It is assumed in [43] that when SWNT ropes are
exposed to high pressure, such a shape change from circular
to honeycomb could occur even for SWNT ropes of smaller
diameters (say, 1.3 nm), and thus the latter would exhibit a
honeycomblike geometrical shape under high pressure; see
Figure 4. This assumed pressure-enhanced flattening (not
because of the van der Waals attraction) has been confirmed
qualitatively by other independent molecular dynamics sim-
ulations [125–127]. Based on this assumption, the geometry
of SWNT ropes of even smaller radius under high pressure
can be approximated by elastic honeycombs. Thus, the anal-
ysis of elastic buckling of conventional elastic honeycombs

R

π/6 

0.34nm 

t0 

Figure 4. The idealized cross-section of a single-wall carbon nanotube
in the nanotube ropes under high pressure.



Elastic Models for Carbon Nanotubes 739

(see, e.g., [128]) is modified and applied to the honeycomb-
like structure of SWNT ropes under high pressure. In doing
so, the critical pressure for elastic buckling of SWNT ropes
is found to be given by

Pcr = 0�32
E0t

3
0

R3
(
1 + 0�34 nm√

3R

)

t0 = 0�066 nm E0 = 5�5 TPa (29)

where R is the radius of SWNTs. This result reduces to
Eq. (4) of [43] when the radius R is considerably larger
than 0.34 nm and thus the factor 0.34 nm/(

√
3R) can be

neglected. It turns out that the above formula (29) is in good
agreement with known experimental data. For example, for
SWNT ropes of diameters 1.3 nm, the critical pressure pre-
dicted by (29) is about 1.8 GPa, in excellent agreement with
the known data ranging from 1.5 to 1.9 GPa [121–123]. On
the other hand, Kazaoui et al. [129] studied SWNT ropes
under high pressure, of diameter 1.2 and 0.8 nm, respec-
tively. They found that optical properties of SWNT ropes
undergo abrupt change when the applied external pressure
reaches 1.5 and 3 GPa, respectively. The critical pressure of
SWNT ropes predicted by (29) is 1.7 GPa for R = 0�6 nm,
and 4.6 GPa for R = 0�4 nm, both of which are in rea-
sonable agreement with the Kazaoui et al. experimental
values. Here, we would mention that some experimental
results have been reported for a seemingly new type of struc-
tural instability of SWNT ropes when the applied pressure
reaches another much higher critical value ranging from
10 to 20 GPa [130–132]. A possible mechanism responsi-
ble for this phenomenon is the so-called “second buckling”
of the elastic honeycomb under hydrostatic pressure [128],
characterized by catastrophic structural change.

3.1.4. Complete Flattening of CNTs
The van der Waals attractive forces of opposite edges offer
a potential driving force for collapse of CNTs under large
radial deformation [133–136]. Chopral et al. [133] examined
complete flattening of CNTs of larger radius based on an
analysis of elastic energy and the attractive van der Waals
energy. The elastic energies per unit length of CNTs, before
and after complete flattening, are estimated by

Etube = �k/R Eflat = ka/r2 (30)

respectively, where R is the original (average) radius of CNT
before flattening, r is the radius of the highly curved part
at the two edges of flattened CNT (see Fig. 4 of [133]),
a is the arc length of the highly curved part (thus a/r is
always larger than �), and the curvature modulus of CNTs
k = 1�4 eV [133]. Since R is usually much larger than r , the
elastic energy after flattening is larger than the elastic energy
before flattening. This forms a energy barrier for flatten-
ing. On the other hand, the reduction of the van der Waals
attractive energy per unit length of CNTs due to flattening
is estimated by

EvdW = �vdW��R− a� �vdW ≈ 0�02 eV/C (31)

which provides the driving force for flattening. Thus, flat-
tening could occur when the reduction of the van der Waals

energy exceeds the increase of elastic energy due to flatten-
ing. Since the van der Waals energy scales with R, while r
and a are not sensitive to the radius R, flattening will occur
more likely for CNTs of larger radius. The critical radius
of CNTs for flattening based on this simple elastic model
depends on the number of layers n. For instance, Chopra
et al. estimated the critical radius R = 8d when n = 1, while
R = 19d when n = 8, where d is the equilibrium interlayer
separation (about 0.34 nm). Theoretical predictions based
on this elastic model are in reasonable agreement with the
observed data [133]. In spite of this, it should be noticed
that the above elastic model compares the energies between
the original CNT and the completely flattened state only,
without a detailed analysis of any intermediate states which
could offer a higher energy barrier for flattening.

Finally, dynamics of CNTs modeled as single-layer elastic
shells has received very little attention [45, 137, 138], espe-
cially for MWNTs in which the interlayer radial displace-
ments and the associated van der Waals interaction could
play a significant role.

3.2. Multiple-Shell Models

To apply elastic shell models to MWNTs, it is crucial
to notice that MWNTs are different than conventional
single-layer elastic shells due to their multilayer structure
and the interlayer van der Waals forces. In some special
cases, interlocking between all adjacent layers could occur
and thus MWNTs can be described by single-layer shell
model, as shown above for buckling of MWNTs [36] under
bending. In addition, some studies have shown that inter-
layer friction in MWNTs largely depends on interlayer com-
mensurability and could lead to significant interlocking for
commensurate adjacent layers [139–142]. In general, how-
ever, it is well known that interlayer friction in MWNTs is so
low that adjacent layers can slide to each other almost freely
[19, 77, 78]. In site of this, almost all previous elastic shell
models for MWNTs have overlooked the interlayer slips and
treated a MWNT as a single-layer elastic shell whose thick-
ness is equal to the difference between the outermost radius
and the innermost radius. In doing so, particularly, it has
been tacitly assumed that the bending stiffness of a MWNT
is proportional to the cube of its thickness defined above.
For example, a consequence of such a model is that the crit-
ical axial strain of a DWNT should be twice the critical axial
strain of a SWNT of the same radius.

It is clear that such an oversimplified model completely
neglects the crucial role of interlayer slips and could lead to
qualitatively incorrect results. In an effort to study this issue,
a multiple-shell model has been developed [41, 47, 48] to
study the role of interlayer slips in axially compressed buck-
ling of MWNTs, in which each of the concentric SWNTs is
modeled as an individual elastic shell and the normal deflec-
tions of all concentric SWNTs are coupled through the nor-
mal van der Waals interaction.

3.2.1. Axially Compressed Buckling
of MWNTs

To demonstrate essential features of the multiple-shell
model, let us consider a simply supported DWNTs of length
L, as shown in Figure 5. Let p12 be the (inward) pressure
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The van der

Waals forces

The inner

tube 1
R1

The outer

tube 2R2

Figure 5. A double-shell model for axially compressed buckling of
double-wall carbon nanotube.

on the inner tube due to the outer tube during buckling, let
p21 be the (inward) pressure on the outer tube due to the
inner tube during buckling, and thus they are related by

R1p12 = −R2p21 (32)

where R1 and R2 are the radii of the inner tube and the
outer tube, respectively. Here, the pressure p12 due to buck-
ling is determined by the difference of the deflections of the
inner tube and the outer tube due to buckling as

p12 = c�w2 −w1� (33)

where w1 and w2 are the deflections of the inner tube and
the outer tube due to buckling, and the interaction coeffi-
cient c is given by (14). Applying (23) to each of the inner
and outer tubes, axially compressed buckling of the DWNT
under a uniform axial stress is governed by

D1/
8
1w1 = / 4

1p12 + Fx
�2

�x2
/ 4

1w1 −
Et1
R2

1

�4w1

�x4

D2/
8
2w2 = / 4

2p21 + Fx
�2

�x2
/ 4

2w2 −
Et2
R2

2

�4w2

�x4

(34)

where initial interlayer pressure prior to buckling (which was
considered in [41, 47]) is ignored and thus the applied axial
force Fx is the only nonzero membrane force, Dk and tk are
the bending stiffness and thickness of the two tubes, E is
Young’s modulus of CNTs, and

/ 2
k = �2

�x2
+ 1
R2
k

�2

�02
k = 1� 2 (35)

Based on this model, an explicit expression can be derived
for the axial buckling strain (see Eq. (16) of [47]). When the
difference between the two radii is negligible compared to
the radii, it is found [41, 47] that the critical axial strain of
a DWNT is the same as the critical axial strain of a SWNT
of the same radius, although the total critical axial force of

the former almost doubles the latter due to the increase in
the cross-sectional area. This conclusion is in sharp contrast
to the single-shell model of MWNTs which predicts that the
critical axial strain of a cylindrical shell is proportional to
its thickness and thus the critical axial strain of a DWNT
should double the critical axial strain of a SWNT of the same
radius. This result clearly demonstrated that interlayer slips,
which are ignored by the single-shell model, have a crucial
effect on buckling behavior of MWNTs.

Axially compressed buckling of a DWNT embedded
within an elastic medium is studied in [47] with a Winkler-
like model for the elastic medium. It is found that the
critical axial strain of a DWNT surrounded by an elastic
medium of the spring constant d is equal to the critical
axial strain of a SWNT of the same radius surrounded by
an elastic medium of the spring constant d/2. This means
that embedded MWNTs would be even more susceptible
to infinitesimal axially compressed buckling than embed-
ded SWNTs. Furthermore, for a MWNT of larger radius-
to-thickness ratio (say, bigger than 5), it is shown [48] that
an N -wall CNT can be treated approximately as an elas-
tic shell whose bending stiffness is N times the effective
bending stiffness of SWNTs. In particular, the critical axial
strain of an N -wall CNT is almost the same as the critical
axial strain of a SWNT of the same radius, which is about
5N times lower than the critical axial strain predicted by
the single-shell model. These theoretical predictions have
to be verified by experiments or molecular dynamics simu-
lations. Unfortunately, to our best knowledge, no detailed
experimental results or molecular dynamics simulations on
the critical axial strain of MWNTs have been available in
the literature. This is apparently due to the fact that experi-
ments at the nanoscale are extremely difficult, and molecular
dynamics simulation of MWNTs remains a formidable task.

3.2.2. Externally Pressured MWNTs
Recently, MWNTs under high pressure have been studied
[143–147]. In particular, Tang et al. [144] studied electronic
properties of a specific group of MWNTs of about 20 layers
(with the innermost radius 1.5 nm, and the outermost radius
8 nm) under high pressure. They observed that an abrupt
change of conductivity of MWNTs occurs when the applied
external pressure reaches a critical value about 1.5 GPa. In
their experiment, helium was used as pressure medium and
some helium molecules existed inside the MWNTs. Thus, as
suggested by Thomsen and Reich [147], the role of helium
molecules inside MWNTs could be modeled approximately
by an internal pressure within the interior of MWNTs. In
an effort to explain the pressure-induced abrupt change
observed by Tang et al. [144], an elastic buckling analysis has
been given by Wang et al. [148] based on the multiple-shell
model [48]. According to the radius-to-thickness ratio, the
multiwall carbon nanotubes studied in [148] are classified
into three types: thin, thick, and (almost) solid. The results
of Wang et al. [148] indicate that

1. A thin N -wall nanotube (defined by a radius-to-
thickness ratio larger than 4) is approximately equiv-
alent to a single-layer elastic shell whose effective
bending stiffness and thickness are N times the effec-
tive bending stiffness and thickness of SWNTs.
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2. Based on this result and those obtained in [48],
an approximate method is suggested to substitute a
MWNT of many layers by a multilayer elastic shell
of fewer layers. The effectiveness and accuracy of this
approximate method are demonstrated with examples.

3. The critical pressure predicted for the specific MWNTs
tested in [144] is about 1 GPa, which is insensitive
to the magnitude of the internal pressure beyond
a certain value. This predicted critical pressure is
in reasonably good agreement with the experimental
result 1.5 GPa [144]. The small discrepancy between
the predicted value and the experimental value could
be attributed to the low interlayer friction, which is
ignored in the multiple-shell model but could have
a accumulative effect on the critical pressure for
MWNTs of 20 layers. This reasonable agreement
between theory and experiment offers evidence for
the relevance of the multiple-elastic shell model for
MWNTs.

3.2.3. MWNTs under Combined Loadings
Elastic buckling of CNTs under combined mechanical load-
ings has not been examined in the literature. Very recently,
axially compressed buckling of SWNTs filled with other
molecules has been studied by Ni et al. [149]. These authors
found that the critical axial strain increases by 10–20% for
different filling molecules at low density, and up to 45% for
filling molecules at high density. As mentioned above, the
role of filling molecules can be modeled approximately by
an internal pressure. Although the value of this equivalent
internal pressure depends on filling molecules and the den-
sity and thus cannot be determined exactly, its magnitude
can be assumed to be of the order of magnitude of the crit-
ical radial external pressure [147] (the latter is about 5% of
the critical axial stress for SWNTs [42, 43]). Therefore, one
could assume that filled SWNTs can be approximately mod-
eled as SWNTs with an internal radial pressure comparable
to 5% of their critical axial stress.

Motivated by the above ideas, a systematic study of axially
compressed buckling of MWNTs subjected to an internal or
external radial pressure is given by Wang et al. [150]. The
main results of [150] can be summarized as follows.

1. Pure axial stress. There always is more than one combi-
nation of the axial and circumferential wave numbers
of the buckling mode which corresponds to the same
critical axial stress. On the other hand, the critical axial
stress of a thin MWNT is approximately equal to the
critical axial stress of a SWNT of the average radius
of the MWNT, while the critical axial stress of a thick
or solid MWNT is bounded, from above and below,
respectively, by the critical axial stress of a SWNT of
the innermost radius of the MWNT, and the critical
axial stress of a SWNT of the outermost radius of the
MWNT.

2. Combined axial stress and internal pressure. The inter-
nal pressure has a significant effect on the critical axial
stress for nonaxisymmetric buckling modes, while it has
no effect on the axisymmetirc buckling mode. In addi-
tion, for nonaxisymmetric modes, the effect of internal
pressure on the critical axial stress is strong for thin

MWNTs, moderate for thick MWNTs, and negligible
for solid MWNTs. In particular, for SWNTs of diame-
ter 1.3 nm, the predicted critical axial stress increases
by 10%, 20%, and 45% when the internal pressure-to-
axial stress ratio is 0.04, 0.07, and 0.14, respectively.
Therefore, the relative increase of the critical axial
stress due to filling molecules observed by Ni et al.
[149], which is about 10–20% at low density or up to
45% at high density, could be explained by an equiva-
lent internal pressure about 5% or 14% of the critical
axial stress. Therefore, the present theoretical result
appears to be in qualitative agreement with the Ni
et al. results obtained by molecular dynamics simula-
tions [149].

3. Combined axial stress and external pressure. The buck-
ling mode can be determined uniquely in this case. In
addition, the critical condition for buckling, expressed
as a relation between the axial stress and the external
pressure, is strongly nonlinear for all examples stud-
ied in [150]. The disagreement between this strongly
nonlinear relation and the well-known nearly linear
relation for elastic thin shells [111, 112, 151] is due
to the fact that the radius-to-thickness ratio for the
examples of MWNTs studied in [150] is too small as
compared to that of conventional elastic thin shells.
Indeed, as shown in [150], the nonlinear relation for
SWNTs reduces to a nearly linear one when the radius-
to-thickness ratio of SWNTs is sufficiently large.

Here, we would mention that CNTs are known to be sus-
ceptible to twisting deformation [27, 152, 153]. In spite of
this, to our best knowledge, buckling of CNTs under tor-
sion has not been studied in the literature. For example, the
effect of the interlayer van der Waals forces on the critical
torque of MWNTs is an interesting subject for future work.

Finally, as mentioned at the beginning, this overview does
not cover nonelastic deformations of CNTs, such as nucle-
ation of defects and related plastic deformations [6, 51, 52]
and crack growth and fracture [6, 21, 40, 53, 54]. In addition,
contact mechanics of CNTs interacting with other materi-
als [154–160] is another related topic which has not been
covered here. For potential industrial applications of CNTs,
see [1–3, 8–12, 161–163]. In particular, two recent articles
have particularly addressed technical challenges of CNTs to
mechanical engineers [164, 165].

4. CONCLUDING REMARKS
CNTs hold substantial promise for nanotechnology, and the
potential applications stretch in almost all directions. It is no
longer a question of whether CNTs will become useful in the
future, but merely a question of how and when. Recently,
industry has begun to take notice of the unique properties
of CNTs. However, the study of CNTs is still in its infancy,
applications for carbon nanotubes progress slowly, and many
technical hurdles need to be overcome before large scale
applications reach the market.

As we mentioned at the beginning of this chapter, almost
all potential applications of CNTs require thorough under-
standing of mechanical behavior of CNTs. The examples
shown here clearly indicate that elastic models provide a
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powerful and cost-effective approach for CNTs and could
play an indispensable role in the study of CNTs. In partic-
ular, elastic models offer relatively simple general formu-
las which clearly identify major factors affecting mechanical
behavior of CNTs. Such simple formulas cannot usually be
expected with other methods. The merits of elastic models
allow researchers to develop new and more accurate elas-
tic models for more complex physical phenomena of CNTs,
which have the potential to predict new physical phenom-
ena, identify related key issues, and stimulate and guide
further experimental studies and molecular dynamics sim-
ulations. On the other hand, CNTs are distinguished from
traditional elastic beams or shells especially due to their
multilayered hollow structures and the associated intertube
van der Waals interaction. This is largely responsible for
many technical difficulties in the study of mechanical behav-
ior of individual MWNTs, CNT ropes, CNT composites, and
CNTs interacting with other materials. Indeed, existing elas-
tic models cannot directly be applied to CNTs in many cases
of theoretical and practical significance. This would raise sig-
nificant challenges and exciting opportunities for the solid
mechanics community.

GLOSSARY
Carbon nanotubes A carbon nanotube is a hexagonal net-
work of carbon atoms that has been rolled into a seamless
cylindrical shell. Carbon nanotubes are only few nanometers
in diameter and can be single-layer or multi-layer. Owing to
their unique atomic structure, carbon nanotubes have supe-
rior electrical, mechanical and other physical properties, and
are predicted to play a pivotal role in Nanotechnology.
Elastic beam A slender, elastically deformable solid struc-
ture whose length is at least one order of magnitude larger
than the dimensions of its cross-section. A carbon nanotube
can be modeled as an elastic beam of uniform cross-section.
Elastic shell A thin, elastically deformable solid structure
whose thickness is much (say, at least ten or five times)
smaller than its other dimensions. A singlewall carbon nano-
tube can be modeled as an elastic cylindrical shell of con-
stant thickness, and a multiwall carbon nanotube can be
modeled as some concentric elastic cylindrical shells.
Multiwall carbon nanotubes (MWNTs) MWNTs are com-
posed of a number of concentric singlewall nanotubes which
nest almost perfectly one inside the other. The concentric
tubes are held together by van der Waals forces between any
two nearest nanotubes. The interlayer spacing between adja-
cent tubes is about 0.34 nm and can vary slightly depending
on the diameter and number of nested tubes in MWNTs.
van der Waals forces The van der Waals forces repre-
sent the weak (secondary) interaction between adjacent
molecule or atoms, and arise from their electric dipoles.
The van der Waals forces are long-range (even for distances
larger than tens of nanometers), and may be attractive or
repulsive depending on the distance between interacting
atoms or molecules. In particular, the van der Waals forces
between nearest nanotubes become attractive when the dis-
tance is larger than the equilibrium distance, or repulsive
when the distance is smaller than the equilibrium distance.

The van der Waals forces between nearest nanotubes play a
crucial role in physical properties of multiwall carbon nano-
tubes and singlewall carbon nanotube ropes.
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1. INTRODUCTION
Magnetic resonance techniques have attracted considerable
attention in many research fields, and are commonly used,
for example, in medical imaging. Advantages compared to
other techniques are among others, high sensitivity and
selectivity. In general, the technique can be used to investi-
gate local static and dynamic interactions, or in other words,
the microscopic surroundings of the spin. In this article,
we shall be discussing only Magnetic resonance techniques
based on the detection of electron spins, also known as para-
magnetic resonance. Zavoisky [1] was the first to observe
electron spin resonance (ESR) or electron paramagnetic res-
onance (EPR) in 1945. It soon developed into a power-
ful tool in many areas of research and of special interest
to nanotechnology in the area of solid-state electronics [2].
Unfortunately, though ESR has a high sensitivity as already
mentioned, it is not sufficient when one wants to investi-
gate, for example, submicrometer-sized transistors found in
today’s computer microprocessors. In a Pentium 4 proces-
sor using 0.13 �m technology, the dimension of a typical
transistor’s active channel is around 10−9 cm2. On the other
hand, the density of paramagnetic states in the interface
SiO2/Si used in complementary metal oxide semiconductor
(CMOS) technology is about 1010 to 1012 cm−2. Thus, in
this typical transistor, there are between 10 and 1000 para-
magnetic spins. The detection limit of modern high sen-
sitivity ESR spectrometers is about 109 spins per Gauss
linewidth. In the case of Si and SiO2, ESR linewidths are of
the order of 10 G, which means that in the best situation,
1010 paramagnetic spins can be measured using conventional
ESR. Compared to the expected number of active spins in

the transistor just mentioned (10–1000 spins), the lack of
sensitivity is clear. Electrically detected magnetic resonance
(EDMR) is many orders of magnitude more sensitive than
conventional ESR. Thus, the higher sensitivity combined
with other characteristics that will be discussed ahead, makes
EDMR one of the few magnetic resonance techniques avail-
able nanoscience/nanotechnology. We shall be using EDMR
in a broader sense, as all techniques that involve a com-
bination of conventional ESR with electrical characteriza-
tion techniques such as (photo)conductivity, capacitance, or
electronic noise spectroscopy. However we shall be using
this definition only when the transport/recombination of
charge carriers in the sample of interest is spin dependent.
Spin dependent transport/recombination will be the subject
of the next section. According to this definition, EDMR
is found in the literature with the following denomina-
tions: resistivity change due to electron spin resonance, spin
dependent conductivity (SDC), spin-dependent photocon-
ductivity (SDPC), spin-dependent trapping, spin-dependent
Hall effect, spin-dependent transport, spin dependent
polarizabilities, electrical detection of paramagnetic res-
onance (EDPR), conductivity-detected resonance, photo-
voltaic detection of magnetic resonance (PDMR), electrical
detection of electron nuclear double resonance, capacitively
detected magnetic resonance (CDMR), noise-detected mag-
netic resonance (NDMR), time domain measurement of
spin-dependent recombination (TSR), among others.
The first observations of EDMR were made by Honig

and Maxwell in crystalline silicon [3, 4], and simultane-
ously by Schmidt and Solomon [5]. Maxwell and Honig
observed an increase in conductivity at low temperatures
attributed to the spin-dependent scattering of conduc-
tion electrons with paramagnetic phosphorous atoms, while
Schmidt and Solomon have observed a change in photo-
conductivity at low temperatures, due to spin-dependent
recombination. After those early works, EDMR has been
applied to a variety of systems. Table 1 contains refer-
ences to all materials and structures/devices investigated by
EDMR, known to the author, not directly connected to
nanoscience/nanotechnology. The relevant EDMR studies
to nanoscience/nanotechnology will be discussed in greater
detail in Section 3. For those more interested in the
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Table 1. Materials, devices and structures investigated by EDMR,
excluding those more relevant to nanoscience/nanotechnology.

Material Structure/Device Ref.

c-Si Thin-film [6, 7]
on sapphire

Bulk, surface [3, 4, 8–39]
MOSFET [26, 40–48]
p-n diode [26, 35, 49–69]
Photovoltaic [7, 70–72]
devices

Poly-(or micro-) Thin film [73–78]
crystalline Si

c-Ge Bulk n-type [79]

c-SiC LED [80]

c-GaAs Bulk [80–82]

c-GaP Bulk, LED [80, 83]

c-(Al,In)GaN Film, LED [80, 84–87]

c-ZnSe Schottky diode [88]

c-InSb Bulk n-type [89]

Diamond Thin film [90, 91]

a-Si Thin film [76, 92–105]

Ion implantation [106]
Diode, solar cell [7, 99, 107–111]
TFT [112–114]

a-Si:H/a-Ge:H Multilayers [115]

a-Ge:H Thin film [116]

a-SiGe:H Thin film [116]

SiO2 Thin film [117]

Polyparaphenylenevinylene LED [118–123]
(PPV) and derivatives

Thin film, [124]
photodiode

2,5-Dialkoxy derivatives LED [125]
of poly(p-phenylene-
acetylene) (PPA)

Poly(p-phenyleneethynylene) LED [126]
(PPE)

Polyaniline Thin films [127–130]
Polyacetylene Thin film [127]

theoretical attempts to describe EDMR, the most relevant
references are [8, 11, 12, 16, 31, 34, 39, 60, 61, 64, 93, 103,
135, 137, 142].

2. BASIC PHYSICS OF EDMR
To understand EDMR, let us first remember some basic
aspects of electron spin resonance, taking the simple case of
a single electron (S = 1/2). From quantum mechanics, the
spin of an isolated single electron subject to an external mag-
netic field H0 will have two possible energy levels to occupy,
corresponding to ms =± 1/2. The Zeeman splitting gives the
energy difference between these states: g�BH0, where �B

is the Bohr magneton and g is 2.00225 for a free elec-
tron. Generally, g is a tensor similar to the effective mass,
reflects the various magnetic interactions/coupling that this

particular electronic spin is subject to. Transitions between
these levels can be induced by applying an alternating mag-
netic field H1, perpendicular to H0, when the frequency of
oscillation of H1 is equal to the resonance frequency �0 =
g�BH0/h. In thermal equilibrium, the lowest energy level
(ms = −1/2) has a higher occupation when compared to
the ms = +1/2 level. The transitions induced by H1 changes
this condition and tends to equalize the number of spins
in both levels. For a strong enough H1, the two levels will
be equally occupied. This condition is called saturation. For
intermediate values of H1, the occupation of ms = −1/2
level; will always be smaller than in thermal equilibrium.
In conventional ESR, it is possible to measure changes in
magnetization of the sample induced by the spin transitions
just described. The measurements are made monitoring the
sample’s microwave (H1 photons) absorption.
On the other hand, in an EDMR experiment, the occu-

pation of spin levels is in general probed through changes
in the electronic conductivity of the sample under study. To
understand how the conductivity will depend on electron
spin resonance, let us take, for example, the hopping trans-
port through localized states in the presence of H0. A spin
in a singly occupied state (paramagnetic) will hop to another
singly occupied state only if spin selection rules are not vio-
lated (see Figure 1). This means that a transition will be
allowed as long as no spin flip (no transition from ms =−1/2
to ms = +1/2 or vice versa) is necessary. This condition is
commonly described as a pair of interacting spins forming
singlet and triplet states. It is important to notice that in
most cases, distant pairs are formed; so strictly speaking,
these are pairs of parallel and antiparallel states, and not
singlet and triplet states. However, we shall use the terms
singlet and triplet states in the following to describe the phe-
nomena of spin-dependent transport. The spin in a singlet
(S = 0) is allowed to hop, since the final state is also S = 0
state (Figure 1a), while the spin in the triplet configuration
(S = 1) is forbidden to hop (Figure 1b). Thus out of reso-
nance, triplets have a much longer lifetime than singlets, and
then in steady state the number of charges (spins) “trapped”
in triplets can be quite significant. When one of the spins
from a triplet is brought into resonance condition it will flip
and thus transform into a singlet, and consequently trans-
port takes place. In other words, “trapped” charges (spin)
are released when the spin system is in magnetic resonance;

x
(a)

(b)

(c)

Figure 1. Schematic diagram of possible spin states before (a) and (b),
and after (c) a spin-dependent electronic transitions of two independent
S=1/2 states. (a) Represents a forbidden transition, while (b) allowed.
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therefore, in this specific case conductivity increases when
conducting spins are in resonance.
Several transport/recombination processes have been

identified as spin-dependent, which can be summarized as:

1. Spin-dependent scattering: Not commonly observed, in
this case free electrons suffering collisions with either
localized states (such as donors) or other free electrons
will have different collision cross-sections depending
on the spin states of both. Similarly to what is pre-
sented in Figure 1, it is expected from Pauli exclusion
principle that if both spins are parallel (triplet state),
the collision cross-section should be higher than in the
antiparallel case. In a simple and imprecise view, par-
allel magnetic dipoles tend to repel, while antiparallel
ones attract each other.

2. Spin-dependent hopping: This was the mechanism
described previously to explain the basic principles of
EDMR.

3. Spin-dependent recombination: Probably the most
commonly described spin dependent effect. An excited
electron in the conduction band or in a donor level,
after recombination with a deep defect or acceptor
level, will doubly occupy the final level. Thus from
Pauli exclusion principle, the final state is a singlet.
Triplet states will be spin forbidden to recombine.

Notice that in the last spin-dependent process, recombina-
tion of excited electrons in semiconductors is in many cases
followed by light emission. The luminescence is thus in a
similar way spin-dependent. The technique, which explores
the spin-dependent luminescence, is optically detected mag-
netic resonance (ODMR). In this work, we shall not deal
with ODMR.
Electron spin resonance and EDMR have important dif-

ferences; an EDMR experiment always involves a spin tran-
sition that leads to charge transport. The first consequence
is an increase in sensitivity. Signals in most ESR spectrome-
ters comes from microwave rectification in a diode. In such
a system, thermal noise limits detection. The spin selection
rule governing EDMR is not as sensitive to thermal noise
due to the weak magnetic coupling of the spins with the lat-
tice. Remember that the Zeeman splitting is normally just
a few �eV, although typical relaxation time of those levels
is in the ms range. In other words, spins can normally be
treated as isolated states with weak interactions. In EDMR,
it is as if we were using this characteristic doubly, to inves-
tigate the magnetic and transport properties of our sam-
ple, and as a very sensitive microwave detection scheme.
The increased sensitivity has been experimentally confirmed
using a commercial p-channel MOSFET [48]. In this inves-
tigation the spin dependent changes in capacitance were
observed. Knowing the CV characteristics of the device, they
have obtained that the spin dependent changes in capac-
itance came from 400 ± 50 charges (or spins). This is 8
orders of magnitude more sensitive than ESR, as mentioned
in the introduction, for a similar situation, the detection
limit of ESR is 1010 spins.” In principle there is no limit
to the sensitivity, EDMR being ultimately able to detect a
single spin as already demonstrated in the case of ODMR

[133]—as already mentioned, a very relevant characteristic
for nanotechnology.
Electrically detected magnetic resonance detects

only spins that are participating in charge transport/
recombination. Spins that contribute to the magnetization
of the sample or sample holder, but not to the electronic
conduction, are seen by ESR but not by EDMR. This
property has important implications, since in a number
of systems, it is not trivial to know the role of an ESR
active state in the transport/recombination characteristics
of the sample under study. Another consequence is that
restriction in sample substrates are not an issue in an
EDMR measurement. Electronic spin resonance tubes
or sample holders must be signal-free which restricts the
materials that can be used, as for example quartz. However,
nanodevices are normally embedded in a matrix that is
not always ESR inactive, EDMR presenting thus again
advantages over ESR. The selectivity has been useful in
many situations; recent examples are found in 	-conjugated
polymers [126, 130].
Electrically detected magnetic resonance spectra contain

information of at least two spins. Remember that any of the
two spins in the “trapped” triplet state that flips will con-
vert the pair to a singlet, changing the conductivity of the
sample. In principle, EDMR allows the microscopic identifi-
cation of both spin states of the triplet. Note, however, that
there are situations where only one spin resonance signal is
observed by EDMR. One example of it is spin-dependent
transport paths involving indistinguishable spins states, such
as the interchain hopping of polarons in (semi)conducting
polymers [126]. Another typical situation is when the spin
states in the triplet has largely different line widths coming,
as, for example, from differences in g-strain. In this case, the
broader component may be hard to detect.
Electrically detected magnetic resonance has also disad-

vantages; an important one has its origin in the fact that
the signal observed comes from an increase in transition
rates (hopping or recombination) or a decrease in scattering
cross-section when the system is in resonance. This consid-
erably reduces the possibilities normally available by ESR
when analyzing the magnetic properties of the sample. Con-
tinuous wave ESR can measure either the absorption or
the dispersion component of the magnetization. The disper-
sion component does not involve spin flip transitions, being
thus inaccessible to EDMR. The different nature of ESR
versus EDMR signal is especially noticeable in pulsed or
time-domain ESR. The interest in pulsed ESR comes from
the possibility to manipulate the magnetization by different
pulse sequences, while measuring the transversal component
of the magnetization with very short (≈ns) time resolutions.
Spin echo, two-dimensional spectra and many other more
complex measuring schemes are thus available using pulsed
ESR. Electronically detected magnetic resonance measures
changes in spin flip rates. Thus the transversal component
of the magnetization is in principle inaccessible to EDMR,
making fruitless the use of complex pulse sequences. Still,
EDMR measurements in the time domain are possible and
useful [75].
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As a last comment, notice that EDMR signals are pre-
sented as a normalized change in some quantity, as, for
example, the conductivity in (
r� and out (
out� of reso-
nance: 
r − 
out/
out or �
 /
out. The changes are normally
small, in the range of 10−8 to 10−2, and to simplify EDMR,
signals are presented as �
 /
 . So, contrary to ESR where
the intensity of the signal is the relevant quantity, in EDMR
the amplitude of the signal is treated as the relevant quan-
tity. Surprisingly, this question is scarcely discussed in the
literature [116], though any spectroscopist knows the advan-
tages of using signal intensity instead of amplitude, espe-
cially when comparing spectra with distinct line widths.
Several attempts to develop general theories of EDMR

can be found in the literature. The most relevant are
cited in the end of Section 1 and are connected to spin-
dependent changes in the conductivity. The focus of these
attempts was to model the amplitude of the spin depen-
dent conductivity changes. Electronic spin resonance can be
complicated enough to describe—EDMR involves magnetic
resonance and electronic transport/recombination. Electri-
cally detected magnetic resonance experiments involve nec-
essarily nonequilibrium conditions since in EDMR a spin
is about to “jump” from one orbital to another which gen-
erally belongs to different nuclei, molecules, or polymers.
In this case, transport relaxation times, as well as spin
relaxation times (T1� T2), are important in determining the
intensity/amplitude of the signal. The processes involved,
transport or recombination, and their respective dynamics
will have a significant role on EDMR, making quantita-
tive analysis a challenging task. Electronic spin resonance
measures the magnetization, which is proportional to the
number of spins present in the sample. Electrically detected
magnetic resonance measures changes in spin flip rates in
and out of resonance, which is not directly connected to
the absolute number of spins participating in the process.
Remember that this characteristic is the one that boosts the
sensitivity of EDMR when compared to ESR! Nevertheless,
the best theoretical attempts to describe EDMR fall into
basically two categories derived from the work of Lepine [9]
and Kaplan et al. [12].
In Lepine’s model, an excess of triplet states is formed

exclusively by H0 ·H0 splits the Zeeman levels, and in ther-
mal equilibrium there will be an excess of ms = −1/2 for
both spins as represented in Figure 1(a). Using conventional
statistics

N+
N−

= exp
(
− E+ − E−

kT

)
= exp

(
− h�0

kT

)
≈ 1− h�0

kT
= 1−P

where N+�N− are the occupation numbers of the spin states,
and P ≡ h�0/kT. Now, assuming identical spins, the proba-
bility that these spins are antiparallel is given by

ps =
N+N−
N 2

+ N−N+
N 2

= 2
N+N−
N 2

Similarly, the probability for formation of parallel spins is

pt =
N+N+
N 2

+ N−N−
N 2

= N 2
+ +N 2

−
N 2

Thus, due to the presence of an external magnetic field,
the surplus of triplet states will be given by

pt − ps =
(
N+ −N−
N+ +N−

)2
=
( −P

2 − P

)2
≈
(
P

2

)2
=
(
h�0
2kT

)2

In this model, �
/
 is expected to be no greater than
the population change induced by the resonance condi-
tion. Thus, the maximum change with respect to the equi-
librium will happen when the system is in resonance and
under saturation condition, when both ms = −1/2 and
ms = +1/2 are equally populated, or in other words, pt −
ps = 0. Since according to our earlier discussion, magnetic
resonance “releases” charged carriers in triplet states, it is
now straightforward to write the expression for the relative
change of �
/
 ;

�




= �pt − ps�out − �pt − ps�r �

(
h�0
kT

)2

In X-band at 300K, �
/
 is at maximum 6 × 10−7. This
result is in clear contradiction to data found, for example,
in Si where �
/
 can be as high as 10−2 in the same con-
ditions! Notice, however, that Lepine’s model does give sat-
isfactory results in some special situations [116, 134]. To
explain the relatively high values of �
/
 found in common
semiconductors, Kaplan et al. have centered their explana-
tion on spin pair recombination dependent on the relative
orientation of the two spins [12]. The other important aspect
introduced in this model is the possibility of spin dissociation
prior to recombination. The model of Kaplan et al., has been
further developed by many authors, for example, Barabanov
et al. [31] introduced quantum kinetic equations describing
the recombination of charge carriers in the presence of both
static and high-frequency magnetic fields. For the sake of
brevity, we shall not develop either Kaplan’s or Barabanov’s
model; however, in both cases �
/
 are found as large as
10−1, in good agreement with experimental findings.

3. EDMR IN NANOTECHNOLOGY
As can be seen in Table 1, EDMR has been exclusively
applied to semiconductors, though wide bandgap semicon-
ductors can also be classified as insulators. From our present
understanding, there should be no restriction on the use
of EDMR, so long as there are paramagnetic states and
the possibility of injecting/extracting electronic carriers in
the material or device. The technique has been success-
fully applied both to nanostructures as well as to nanostruc-
tured materials. In selecting the relevant EDMR work to
nanoscience/nanotechnology, the author has made an arbi-
trary choice of what should be included in this section. The
technique has been used since 1966, and many structures
such as thin films are in some cases 100 nm thick or less;
in metal oxide, semiconductor, field effect transitors (MOS-
FET), the relevant physics is happening just a few nanome-
ters away from the Si/SiO2 interface; polymers in many cases
can be described as one-dimensional nanostructures. Thus,
in the case of nanomaterials, we shall restrict our examples
to fullerenes and nanocrystals. Concerning nanostructured
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materials, the examples will concentrate on structures where
quantum confinement is important and to submicron (or
nano) electronics.

3.1. Nanomaterials

3.1.1. Fullerenes
Fullerenes have been studied by EDMR since 1996 by sev-
eral groups [135–138]. Experiments have been performed
in thin films of C60 and C70 [136], in heterostructured pho-
todiodes made of fullerenes and oligothiophene [135] or
H2-phtalocyanine [137], as well as in polymer fullerene
blends [138]. A representative heterostructure used in
EDMR investigations is presented in Figure 2. Typically
two resonance lines are observed in these heterostructures
as shown in Figure 3. Though the origin of the signals is
not completely understood, it appears that they are com-
ing from the polymer part of structure. The observation of
EDMR signatures from fullerenes were possible in the sim-
plest structure, the one comprised of only C60 or C70. In
this case, a line with g ≈ 2�003 was observed and attributed
to the exchange of coupled positive polarons. Eickelkamp
et al./[136] have proposed a theoretical model and used
spectra simulation to qualitatively, as well as quantitatively,
describe the exchange interaction between the two polarons,
their dipolar coupling as well as the anisotropy of the
g-tensor. From their results, they estimated that the two
exchanged coupled polarons that give rise to the EDMR
signal are about 2 nm apart.

3.1.2. Si Nanocrystals
Another class of nanomaterials that has been recently
explored by EDMR is polymorphous silicon [139].
Hydrogenated polymorphous silicon (pm-Si:H) is a class
of thin-film material intermediate between hydrogenated
amorphous silicon (a-Si:H) and microcrystalline silicon (�c-
Si:H). It consists of an amorphous matrix in which ordered
silicon clusters and/or crystallites are embedded [140].
The size/diameter of such inclusions is about 3 nm as
deduced from high-resolution transmission electron micro-
scope images. In this system, two EDMR signals were
observed as can be seen in Figure 4. The first signal was
found just at low temperatures, T < 100 K. This signal has
g = 2�01 and was assigned to hopping of holes through the
disordered a-Si:H matrix. The second signal with g = 2�005
was assigned to the recombination of conduction electrons

Figure 2. Scheme of the H2-phthalocyanine/C60 heterojunction.
Reprinted with permission from [137], I. Hiromitsu et al., Phys. Rev. B
59, 2151 (1999). © 1999, American Physical Society.

Figure 3. X-band EDMR spectrum of H2-phthalocyanine/C60 hetero-
junction at 169 K. Bias voltage V = −10 V. The broken line is a simu-
lated one by an overlap of two Lorentzian lines which are shown by the
dotted lines. Reprinted with permission from [137], I. Hiromitsu et al.,
Phys. Rev. B 59, 2151 (1999). © 1999, American Physical Society.

with neutral dangling bonds in the crystallites. One of the
interesting results from the EDMR investigation was that
when both signals were observed, no exchange narrowing
was found. This result shows that amorphous and nanocrys-
talline regions are distinct, and play different roles in what
concerns transport and recombination of charges.

3.2. Nanostructured Materials and Devices

3.2.1. Two-Dimensional Electron Gas in Si
Silicon-based quantum-confined electron systems have been
explored using EDMR in different structures. We shall
use the Si-based systems as examples; however, work has
also been done on GaAs/AlGaAs-based heterostructures
[143, 144]. In the first report of Ghosh and Silsbee [141],
the scattering of spin conduction electrons off neutral
impurities in a two-dimensional electron gas was studied.
The two-dimensional gas was formed in a Si metal-oxide-
semiconductor field effect transistor, with a n-channel accu-
mulation layer that operated at 4K. The EDMR spectrum
consisted of a broad central feature with g = 2 and a pair of
narrow hyperfines separated by 42G. The central feature is
found to be influenced by three sources: (1) conduction elec-
tron spins, (2) exchange narrowed clusters of weakly coupled
donor impurities, and (3) impurity spins that are strongly

Figure 4. EDMR results for pm-Si:H at 10 K. The spectrum was fitted
with two Lorentzian lines with g = 2�010 and g = 2�005. Reprinted with
permission from [139], W. Bronner et al., J. Non-Cryst. Solids 299–302,
551 (2002). © 2002, Elsevier Science.
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coupled to conduction spins. The split pair was assigned
to the impurity electron spin system alone. The expected
anisotropy in g-factor of conduction electrons in Si were
not observed, as will be described later. However they were
able to estimate the difference in singlet and triplet scat-
tering cross-sections as a function of Fermi energy of the
two-dimensional electron gas. This difference is greater than
4× 10−13 cm2 at a density of 5�7× 1012 cm−2.
In the second case, Si/Si0�75Ge0�25 heterostructures were

investigated [134]. The EDMR signal in this case was
assigned to the scattering between conduction electrons. The
samples were grown by solid source e-beam evaporation,
molecular beam epitaxy (MBE) on weakly p-type Si(100)
substrates. The layer sequence of the structure is shown in
Figure 5. The two-dimensional electron gas is formed in
these structures from the anisotropy in the strain-induced
splitting of the conduction band valleys [134]. The lattice
mismatch between Si and Ge is approximately 4%. Thus,
when a thin Si layer is sandwiched between SiGe layers, it
suffers a tensile strain. This tensile strain lifts the degener-
acy of the six silicon conduction-band valleys of bulk silicon.
As a consequence, and as shown in Figure 5, the two Si
conduction band valleys with their major axis parallel to the
[100] growth direction have a conduction-band energy mini-
mum �(2) lower than the conduction band minimum of the
SiGe layer �(6), while the other four valleys of the strained
Si layer (with major axes parallel to [010] or [001]) have a
higher energy, �(4). Notice that the confinement in this case
is restricted to the conduction band.
Due to this special configuration, where only the

conduction-band minima in the [100] direction are occupied
by the two-dimensional gas, the g anisotropy was undoubt-
edly observed as seen in Figure 6. Notice that in Figure 6,
the EDMR spectra of a Si/Si0�75Ge0�25-heterostructure are
shown as a function of the relative orientation of the exter-
nal magnetic field H0, with respect to the sample growth
direction [100]. An angle of 0	 thus corresponds to H0
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Figure 5. Schematic diagram of the conduction band of the Si/SiGe
heterostructures studied in this work. ��n� indicates the degeneracy
of the conduction band minima in the unstrained and strained layers.
Reprinted with permission from [134], C. F. O. Graeff et al., Phys. Rev.
B 59, 13242 (1999). © 1999, American Physical Society.
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Figure 6. Typical EDMR signals for a sample without gate under differ-
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netic field H0. Reprinted with permission from [134], C. F. O. Graeff
et al., Phys. Rev. B 59, 13242 (1999). © 1999, American Physical Society.

parallel to the growth direction and an angle of 90	 to H0
perpendicular.
The linewidths in this system are exceptionally narrow,

as small as 70 mG, which substantially increased the preci-
sion in the determination of the g-tensor. Without providing
details, the magnetic resonance linewidths of either EDMR
or ESR signal is in many cases, inversely proportional to the
relaxation time, in particular, more precisely to the transver-
sal relaxation time. Due to weak spin-orbit coupling, the
conduction electrons have a g-factor very close to 2 and very
slow spin relaxation.
The anisotropy reflects the axial symmetry of the

conduction-band valleys of Si. For an axially symmetric
g-tensor, with main components g

 and g⊥, the orientation-
dependent g-factor is given by

g2 = g2

 cos
2 � + g2⊥ sin

2 � (1)

where � is the angle between the applied field H0 and the
major valley axis (parallel to [100]). From a least square
fit to the g-value anisotropy observed for the Si/SiGe het-
erostructure (Fig. 7), g

 is found to be 2�0007 ± 0�0001 and
g⊥ = 1�9999 ± 0�0001, which leads to a dispersion of �g =
g

 − g⊥ = �8± 2�× 10−4. This value for �g is in good agree-
ment with experimental results for doped Si under uniaxial
stress by Wilson and Feher, who in 1961 [142] determined
�g = �11± 1�× 10−4 for the case of complete repopulation
into the ��2� valleys. It should be noted, however, that these
authors have deduced their value of �g via extrapolation
from g-factor shifts observed under small applied strains
�≤0�1%�. In the EDMR results, as already mentioned, the
valleys are only partly occupied and the anisotropy can be
observed directly without the need of extrapolation.
In this particular system, as well as the one studied by

Gosh et al., a simple modification of Lepine’s model [8]
for spin-dependance gave good agreement with experimen-
tal findings.
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Figure 7. g-factor as a function of the relative orientation between
the magnetic field H0 and the sample growth direction. The fit of the
g-factor anisotropy was done using Eq. (1). The clear anisotropy indi-
cates that only electrons in the conduction-band valleys with the long
axis parallel to the sample growth direction [100] contribute to the spin-
dependent transport path.

3.2.2. Si-Based Submicron Devices
For dynamic random access memories (DRAMs), leakage
currents in reverse-biased p-n junctions have to be sup-
pressed in order to keep the capacitor charges (or mem-
ory working) as long as possible. A typical schematic view
of the memory device structure is shown in Figure 8 [145].
As sources of leakage current in reverse-bias, defects in the
n-p junctions are considered to be important. Thus, this type
of memory device is very susceptible to residual defects in
0.3 �m ultralarge-scale integrated circuits (ULSIs). How-
ever, as already mentioned in the introduction, only EDMR
is sensitive enough to detect defects in these devices, and in
fact has been successfully used to study such devices [145,
146] A typical EDMR spectrum in reverse bias is shown
in Figure 9(a). The spectrum consists of two parts: one
main broad resonance at g = 2�0055 and weak multilines
at both sides. The main line was assigned to Si dangling
bonds found, for example, in amorphous silicon. The multi-
lines seen in Fig. 9(a) were assigned to a combination of the
P2 and A14 centers, from the strong dependence they have
on magnetic field orientation as shown in Figure 10. The

Figure 8. Sample structure of the DRAM cell. The p- and n-type
regions were produced by the implantation of B and P in a p-type (100)
Si wafer. Reprinted with permission from [145], T. Umeda et al., Phys-
ica B 308–310, 1169 (2001). © 2001, Elsevier Science.

Figure 9. (a) EDMR spectra for the junction leakage current of the
DRAM cells, and (b) the main signal. Reprinted with permission from
[145], T. Umeda et al., Physica B 308–310, 1169 (2001). © 2001, Elsevier
Science.

P2 and A14 centers are a defect system known as a divan-
cancy coupled to one oxygen in the case of A14 and to two
oxygen atoms in the case of P2 [147]. From the knowledge
of how these devices are made, the authors could identify
the fabrication step, which could be improved to avoid such
defects—the phosphorous implantation.

Figure 10. (a) Angular dependence of the signal A shown in
Figure 9(a). In the gray area, this signal is not clearly resolved due
to overlapped main signal. (b) The microscopic origins of the signal
just mentioned. Reprinted with permission from [145], T. Umeda et al.,
Physica B 308–310, 1169 (2001). © 2001, Elsevier Science.
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GLOSSARY
Complementary metal oxide semiconductor (CMOS) A
semiconductor technology used in making integrated cir-
cuits, based on the insulating capacity of silicon dioxide.
When compared to other semiconductor technologies,
CMOS is favored for portable computers and other battery-
powered devices because of its low power consumption.
Dynamic random access memories (DRAM) Computer
memory available to the user for creating, loading, or
running programs and for the temporary storage and
manipulation of data, in which time of access to each item
is independent of the storage sequence.
Electrically detected magnetic resonance (EDMR) A spec-
troscopic technique that investigates the phenomena of ESR
through spin-dependent changes in the electrical character-
istics of conductivity, capacitance, and electronic noise.
Electron spin resonance (ESR) A spectroscopic technique
that investigates transitions between electron spin states
under a magnetic field, and using microwave photons as the
probe.
Light emitting diode (LED) Electronic device used as a
source of light by direct conversion of electronic current into
photons.
Metal oxide semiconductor field effect transistor (MOSFET)
Transistor used in the CMOS technology.
Molecular beam epitaxy (MBE) An ultra-high vacuum
deposition technique, where a beam of atoms or molecules
created through a highly controlled evaporation, is
deposited in a substrate. This deposition technique allows
the deposition of nanostructures.
Polaron A conducting electron in an ionic crystal (or poly-
mer) together with the induced polarization of the surround-
ing lattice (or polymeric chain).
Ultra-large scale integrated circuits (ULSI) A high-dens-
ity circuit of transistors, resistors, and capacitors constructed
on a single semiconductor wafer or chip, in which the com-
ponents are interconnected to perform a given function.
Thin film transistor (TFT) A transistor in the form of a
thin film used for example as the active matrix that controls
the pixels in notebook computers displays.
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1. INTRODUCTION
The development of ever more powerful electronics depends
on continued progress in miniaturizing their components.
However, the laws of quantum mechanics, the limitations of
fabrication techniques, and the increasing cost of the fabri-
cation facilities may soon prevent us from the further scal-
ing down of conventional silicon technology. The quest for
alternative technologies has stimulated a surge of interest in
nanometer-scale materials and devices in recent years. Metal
nanowires are one of the most attractive materials because
of their unique properties that may lead to a variety of appli-
cations. Examples include interconnects for nanoelectronics,
magnetic devices, chemical and biological sensors, and bio-
logical labels. Metal nanowires are also attractive because
they can be readily fabricated with various techniques. An
important fabrication technique that will be discussed in this
article is the electrochemical method.
The diameters of metal nanowires range from a single

atom to a few hundreds of nm, and the lengths vary over
even a greater range: from a few atoms to many microns.
Because of the large variation in the aspect ratio (length-to-
diameter ratio), different names have been used in literature
to describe the wires in order to reflect the different shapes.
For example, wires with large aspect ratios (e.g., >20) are
called nanowires, while those with small aspect ratios are

called nanorods. When short “wires” are bridged between
two larger electrodes, they are often referred to as nano-
contacts. These definitions are intuitive, but somewhat arbi-
trary. For this reason and also because of the fact that all
the wires have diameters on the nanometer scale, they are
sometimes all loosely referred to as nanowires.
In terms of electron transport properties, metal wires

have been described as classical wires and quantum wires.
The electron transport in a classical wire obeys the classical
relation

G = �
A

L
(1)

where G is the wire conductance, and L and A are the
length and the cross-sectional area of the wire, respectively.
� in Eq. (1) is the conductivity, which depends on the mate-
rial of the wire. The classical behavior arises because the
wires are much longer than the electron mean-free path, and
much thicker than the electron Fermi wavelength. The for-
mer condition means that conduction electrons experience
many collisions with phonons, defects, and impurities when
they traverse along a wire. The second condition smears out
the effects due to the quantum-size confinement in the trans-
verse direction of the wire. For a typical metal, such as Cu,
at room temperature, the mean-free path is a few tens of
nm and the electron wavelength is only a fraction of nm,
comparable to the size of an atom. Many metal nanowires
behave like a classical conductor despite their nanometer-
scale diameters.
When the wire is shorter than the electron mean-free

path, the electron transport is ballistic, that is, without col-
lisions along the wire. If, in addition, the diameter of the
wire is comparable to the electron wavelength, quantum-
size confinement becomes important in the transverse direc-
tion, which results in well-defined quantum modes. The
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conductance of the system measured between two bulk elec-
trodes is described by the Landauer formula [1]

G = 2e2

h

N∑
i
 j=1

Tij 
 (2)

where e is the electron charge, h is Planck’s constant, and
Tij is the transmission probability of an electron from ith
mode at one side of the wire to the jth mode at the other
side. The summation is overall the quantum modes, and N
is the total number of modes with nonzero Tij values, which
is determined by the number of standing waves at the nar-
rowest portion of the wire. In the ideal case, Tij is 1 for
i = j and 0 for all other cases, so Eq. (2) is simplified as
G = NG0, where G0 = 2e2/h ∼77�5 �S is the conductance
quantum. So the conductance is quantized and the wire is
referred to as a quantum wire.
In this chapter, we provide an overview of electrochemical

fabrication and discuss some applications of both classical
and quantum wires. While we focus mainly on electrochem-
ical or related fabrication techniques, we would like to point
out that many other methods have also been rapidly devel-
oped in recent years. Examples include wet chemistry [2–14],
electron beam lithography [15–20], focused ion beam tech-
niques [21], and atomic-beam holography [17, 22, 23]. We
divide the rest of the chapter into the following sections.
In Section 2, we describe the fabrications and applications
of classical nanowires. Because rather different approaches
are used to fabricate metallic quantum wires, we discuss
the fabrication of quantum wires separately in Section 3.
In Section 4, a brief summary is provided.

2. CLASSICAL NANOWIRES
We divide this section into two parts. The first part is focused
on the electrochemical fabrication of the nanowires. In this
part, we discuss the fabrication of various templates first,
and then the fabrication of metal nanowires with the tem-
plates. The second part discusses various applications of the
nanowires.

2.1. Electrochemical Fabrication
of Classical Nanowires

A widely used approach to fabricate metal nanowires is
based on various templates, which include negative, posi-
tive, and surface step templates. We discuss each of the
approaches below.

2.1.1. Negative Template Methods
Negative template methods use prefabricated cylindrical
nanopores in a solid material as templates. By depositing
metals into the nanopores, nanowires with a diameter pre-
determined by the diameter of the nanopores are fabricated.
There are several ways to fill the nanopores with metals or
other materials to form nanowires, but the electrochemical
method is a general and versatile method. If one dissolves
away the host solid material, free-standing nanowires are
obtained. This method may be regarded as a “brute-force”

method because the diameter of the nanowires is deter-
mined by the geometrical constraint of the pores rather than
by elegant chemical principles [24]. However, it is one of the
most successful methods to fabricate various nanowires that
are difficult to form by conventional lithographic process.
Fabrication of suitable templates is clearly a critical first

step. To date, a number of methods have been developed to
fabricate various negative templates. Examples include alu-
mina membranes, polycarbonate membranes, mica sheets,
and diblock polymer materials. These materials contain a
large number of straight cylindrical nanopores with a narrow
distribution in the diameters of the nanopores.

The Templates

Track-Etched Membranes When a heavy-charged particle
from a nuclear radiation resource passes through certain
materials, such as a mica film, it leaves a track of radiation
damage in the mica film via a so-called Coulomb explosion
phenomenon (Fig. 1A). The minimum width of the track is
only 2.5 nm. The track can be selectively etched in a suit-
able reagent, such as hydrofluoric acid, a technique that was
originally introduced for the detection of charged radiation
particles [25, 26]. The reagent “develops” and “fixes” the
tracks, which results in fine cylindrical pores in the mica
along the tracks, while leaving the rest of the material essen-
tially unchanged (Figs. 1B and 1C). The pores are randomly
distributed in the mica film but with a rather uniform diam-
eter along their entire length. The diameter of the pores
can be controlled by controlling the etching time. In 1969,
Possin used the mica film with nanopores to fabricate metal
nanowires with a diameter as small as 40 nm [27]. The fab-
rication technique was refined later by Williams and Gior-
dano who obtained Ag wires with diameters as thin as 8 nm
[28]. The works by Martin et al. marked the beginning of
a surge in the development and application of the methods
in recent years [29–51]. They have demonstrated that vari-
ous nanostructures, including metal and conducting polymer
nanowires and nanotubes, can be fabricated using the neg-
ative templates, which may lead to many novel applications
[29–51].
The ion-track method has been applied to create

nanopores in plastic membranes, such as polycarbonate and
polyester [52, 53]. Instead of using acid, alkaline solvent is
used to “develop” the ion tracks in polycarbonate mem-
branes [54]. Membranes with pore diameters as small as
10 nm have been fabricated and become commercially avail-
able. An important advantage of these plastic templates over
the mica films is that their surface wetting properties can be

A B
C

Figure 1. Track-etch process for nanoporous membranes. (A) Tracks of
the high-energy fission fragments. (B) Nanopores formed after devel-
oping the damaged tracks. (C) Top view of the nanopore membrane.
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tailored, which is important for many applications. Another
advantage is that they can be more easily dissolved with-
out affecting the nanowires formed in the pores. Despite
the great success, these track-etched membranes have some
drawbacks when they are used to fabricate nanowires. First,
the pore density is rather low (109 pores/cm2), which limits
the yield of the nanowires. The pores are randomly posi-
tioned and not always parallel to each other (Fig. 1C). While
these problems may be tolerable in many applications, they
can complicate the interpretations of measured properties
[55]. To circumvent the problems, Sun et al. have fabri-
cated nanoporous templates using mica single crystals [56,
57]. The pores in the crystals are diamond-shaped with well-
defined crystal axes that are related to the crystal structure
of the mica. The improved collimation of the pores, the uni-
form pore cross-section, and the low density of overlapping
pores resulted in significant enhancement in the magnetic
anisotropy, in comparison to nanowires of the same dimen-
sion formed in polycarbonate membranes.

Anodic Porous Alumina Anodic porous alumina is another
commonly used negative template. The nanopores in the
template are formed by anodizing aluminum films in an
acidic electrolyte. The individual nanopores in the alumina
can be ordered into a close-packed honeycomb structure
(Fig. 2). The diameter of each pore and the separation
between two adjacent pores can be controlled by chang-
ing the anodization conditions. The fabrication method of
anodic porous alumina can be traced back to the work done
in the 1950’s, which involves a one-step anodization pro-
cess. This original one-step anodization method is still used
to fabricate most commercial alumina membranes [58, 59].
The anodic porous alumina has a much higher pore den-
sity (∼1011 pores/cm2), which allows one to fabricate a large
number of nanowires at one time. Another interesting fea-
ture of the porous alumina template is that the chemistry of
the pore walls can be altered via reaction with silane com-
pounds [60].
The distribution of nanopores in anodic porous alumina

is usually not as perfect as the one shown in Figure 2. To
achieve highly ordered pores, high-purity aluminum films
(99.999%) are used. In addition, they are first preannealed
to remove mechanical stress and enhance the grain size.
Subsequently, the films are electropolished in a 4:4:2 (by

Figure 2. Schematic drawing of an anodic porous alumina template.
Reprinted with permission from [71], H. Asoh et al., J. Electrochem.
Soc. 148, B152 (2001). © 2001, The Electrochemical Society, Inc.

weight) mixture of H3PO4, H2SO4, and H2O to create homo-
geneous surfaces. Without the preannealing and electropol-
ishing steps, it is hard to form well-ordered pores [61]. The
order of the pores depends also on other anodization con-
ditions, such as anodization voltage and electrolyte. It has
been reported that anodization over a long period at an
appropriate constant voltage can produce an almost ideal
honeycomb structure over an area of several �m [61, 62].
The optimal voltage depends on the electrolyte used for the
anodization [61–64]. For example, the optimal voltage for
long-range ordering is 25 V in sulfuric acid, 40 V in oxalic
acid, and 195 V in phosphoric acid electrolyte, respectively
[61, 65, 66].
The diameter and depth of each pore, as well as the

spacing between adjacent pores can be also controlled by
the anodizing conditions. Both the pore diameter and the
pore spacing are proportional to the anodizing voltage with
proportional constants of 1.29 nm V−1 and 2.5 nm V−1,
respectively. The dependence of the diameter and the spac-
ing on the voltage is not sensitive to the electrolyte, which
is quite different from the optimal voltage for ordered
distribution of the pores as discussed above [67–69]. This
property has been exploited to make size-selective microfil-
tration membranes and to control the diameter of nanowires
formed in the pores. By properly controlling the anodization
voltage and choosing the electrolyte, one can make highly
ordered nanopores in alumina with desired pore diameter
and spacing.
The order of the pores achieved by anodizing an alu-

minum film over a long period is often limited to a domain
of several �m. The individual ordered domains are sepa-
rated by regions of defects. Recently, a novel approach has
been reported to produce a nearly ideal hexagonal nano-
pore array that can extend over several millimeters [70, 71].
The approach uses a pretexturing process of Al in which
an array of shallow concave features is initially formed on
Al by indentation. These concave features serve as nucle-
ation sites for the formation of pores during the initial stage
of anodization. The pore spacing can be controlled by the
pretextured pattern and the applied voltage. Another widely
used method to create highly ordered nanopore arrays is
a two-step anodization method [65, 72–75]. The first step
involves a long-period anodization of high purity aluminum
to form a porous alumina layer. Subsequent dissolution of
the porous alumina layer leads to a patterned aluminum
substrate with an ordered array of concaves formed during
the first anodization process. The ordered concaves serve as
the initial sites to form a highly ordered nanopore array in
a second anodization step.
Acidic anodization of Al normally results in a porous alu-

mina structure which is separated from the aluminum sub-
strate with a so-called barrier layer of Al2O3. The barrier
layer and aluminum substrate can be removed to form a
free-standing porous alumina membrane. The aluminum can
be removed with saturated HgCl2 and the barrier layer of
Al2O3 with a saturated solution of KOH in ethylene glycol.
An alternative strategy to separate the porous alumina from
the substrate is to take advantage of the dependence of pore
diameter on anodization voltage. By repeatedly decreasing
the anodization voltage several times at 5% increments,
the barrier layer becomes a tree-root-like network with fine
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pores. Since the root-like network has a higher exposed sur-
face area than the primary large pores, dissolution occurs
there first when immersing the sample in a concentrated
acid. The dissolution of the network then results in the
separation of the porous oxide film from the aluminum
substrate [24].

Other Nanoporous Materials Thurn-Albrecht et al. sho-
wed a simple and robust chemical route to fabricate ultra
high-density arrays of nanopores with high aspect ratios
using diblock copolymer [76, 77]. The method is based on
self-assembly of incompatible block copolymers into well-
ordered structures of molecular dimension [78–80]. Block
copolymers are long-chain molecules built up from differ-
ent types of monomers, say A and B, that are grouped
in blocks. These blocks are often incompatible and are
separated into A-rich and B-rich domains. Depending on
the length, connectivity, and interactions between different
blocks, the domains can form periodically arranged spheres,
cylinders, lamellae, and other structures. The typical repeat-
ing distance of the structures is in the range between
10–100 nm, which is attractive for applications in the area
of nanotechnology [81, 82]. For the purpose of fabricating
metal nanowires, the cylindrical domains are of the obvious
interest. Thurn-Albrecht et al. fabricated nanopores using
diblock copolymers composed of polymethylmethacrylate
(PMMA) and polystyrene (PS). The molecular weight and
volume fraction of styrene are chosen such that the copoly-
mer self-assemble into arrays of 14-nm-diameter PMMA
cylinders hexagonally packed in the PS matrix with a lat-
tice constant of 24 nm in bulk. The PMMA cylinders are
oriented parallel to each other by applying an electric
field, while the copolymer film is heated above the glass
transition temperature. Deep ultraviolet exposure degrades
the PMMA domains and simultaneously cross-links the PS
matrix. By rinsing the film with acetic acid, the PMMA
domains are selectively removed, which results in a PS
film with ordered nanopores. Similar nanopores in other
diblock copolymers have also been reported [81, 83]. One
of the attractive features of the diblock copolymer template
method is that it is compatible with current lithographic
techniques and amendable to multilayered device fabrica-
tion.
Hong et al. reported that calix[4]hydroquinones (CHQs)

form chessboard-like arrays of rectangular pores when they
are soaked in AgNO3 aqueous solution [84]. The rich
�-electron density of hydroquinones (HQ) moieties in the
CHQ nanopores can capture metal ions, such as Ag+, with
high affinity via cation-� interactions. Once Ag+ ions are
captured inside the pores, the redox process between Ag+

and CHQ takes place spontaneously. Because the reduced
neutral Ag atoms do not exhibit strong interactions with the
HQ moieties, single-crystalline Ag nanowire arrays with a
diameter of 0.4 nm and a length of �m-scale are formed.
The atomically thin wires are very stable under ambient air
and aqueous environments, because they are confined in the
pores and protected by the organic material. Considering
the oxidation potential of the HQ moieties in the CHQ and
the reduction potentials of metal ions, it should be possible
to prepare nanowires of other elements, such as Au, Pd, and
Pt, using this method.

Tonucci et al. described a method to fabricate arrays
of nanopores in glass [85]. The pores are arranged in a
two-dimensional hexagonal close-packed configuration with
pore diameter as small as 33 nm and pore density as high
as 3× 1010 pores/cm2. Because of the high-temperature sta-
bility of the nanopore arrays in glass, they are well suited
as hosts or templates for nanowire arrays for high tempera-
ture studies. Other porous template materials, such as meso-
porous silica [86, 87] and niobium oxide [88] have been also
reported.

Fabrication of Metal Nanowires Using the membrane
templates previously described, nanowires of various metals,
semiconductors [41] and conducting polymers [51, 89], have
been fabricated. These nanostructures can be deposited into
the pores by either electrochemical deposition or other
methods, such as chemical vapor deposition (CVD) [90],
chemical polymerization [43, 47], electroless deposition [91],
or by sol–gel chemistry [41]. Electrodeposition is one of
the most widely used methods to fill conducting materi-
als into the nanopores to form continuous nanowires with
large aspect ratios. One of the great advantages of the elec-
trodeposition method is the ability to create highly con-
ductive nanowires. This is because electrodeposition relies
on electron transfer, which is the fastest along the high-
est conductive path. Structural analysis showed that the
electrodeposited nanowires tend to be dense, continuous,
and highly crystalline in contrast to other deposition meth-
ods, such as CVD. Yi and Schwarzacher demonstrated
that the crystallinity of superconducting Pb nanowires can
be controlled by applying a potential pulse with appropri-
ate parameters [92]. The electrodeposition method is not
limited to nanowires of pure elements. It can fabricate
nanowires of metal alloys with good control over stoichiom-
etry. For example, by adjusting the current density and solu-
tion composition, Huang et al. controlled the compositions
of CoPt and FePt nanowires to 50:50 in order to obtain the
high anisotropic face-centered tetragonal phases [93]. Sim-
ilar strategies have been used in other magnetic nanowires
[94, 95] and in thermoelectronic nanowires [50, 96]. Another
important advantage of the electrodeposition method is the
ability to control the aspect ratio of the metal nanowires by
monitoring the total amount of passed charge. This is impor-
tant for many applications. For example, the optical proper-
ties of nanowires are critically dependant on the aspect ratio
[37, 38, 97]. Nanowires with multiple segments of different
metals in a controlled sequence can also be fabricated by
controlling the potential in a solution containing different
metal ions [98].
Electrodeposition often requires one to deposit a metal

film on one side of the freestanding membrane to serve as
a working electrode on which electrodeposition takes place.
In the case of large pore sizes, the metal film has to be
rather thick to completely seal the pores on one side. The
opposite side of the membrane is exposed to an electrode-
position solution, which fills up the pores and allows metal
ions to reach the metal film. However, one can avoid using
the metal film on the backside by using anodic alumina tem-
plates with the natural supporting Al substrate. The use of
the supported templates also prevents one from breaking the
fragile membrane during handling. However, it requires one
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to use AC electrodeposition [99–102]. This is because of the
rather thick barrier layer between the nanopore membrane
and the Al substrate.
Detailed studies of the electrochemical fabrication pro-

cess nanowires have been carried out by a number of groups
[103, 104]. The time dependence of the current curves
recorded during the electrodeposition process reveal three
typical stages. Stage I corresponds to the electrodeposition
of metal into the pores until they are filled up to the top
surface of the membrane. In this stage, the steady-state cur-
rent at a fixed potential is directly proportional to the metal
film area that is in contact with the solution, as found in
the electrodeposition on bulk electrodes. However, the elec-
trodeposition is confined within the narrow pores, which
has a profound effect on the diffusion process of the metal
ions from the bulk solution into the pores before reach-
ing the metal film. The concentration profiles of Co ions
in the nanopores of polycarbonate membranes during elec-
trodeposition of Co have been studied by Valizadeh et al.
[105]. After the pores are filled up with deposited metal,
metal grows out of the pores and forms hemispherical caps
on the membrane surface. This region is called stage II.
Since the effective electrode area increases rapidly dur-
ing this stage, the electrochemical current increases rapidly.
When the hemispherical caps coalescence into a continu-
ous film, stage III starts, which is characterized by a con-
stant value again. By stopping the electrodeposition process
before stage I ends, an array of nanowires filled in the pores
is formed.
The current-time curves are not always as well behaved

as the one described above [103]. For example, the current
may vary during the first stage, so that stages I, II, and III
may merge together and become difficult to separate. One
plausible explanation of this observation is that the pores in
the membranes are not aligned parallel but have a consid-
erable angular distribution (±34�). The angular distribution
means a large length distribution of the pores, such that
the pores with different lengths fill up with nanowires at
different times. Another possible reason is inhomogeneous
growth rates in different pores, due to different degrees of
wetting of different pores. The wetting problem tends to be
more severe for membranes with smaller pores because of
the increased difficulty to wet all the pores before electrode-
position. One way to reduce the wetting problem is to treat
polycarbonate membranes with polyvinylpyrrolidone (PVP)
[103]. Adding ethanol or methanol into the electrolyte is also
found to reduce the wetting problem [77]. Another method
is to perform the electrodeposition in an ultrasound bath to
facilitate the mass transport of ions through the pores of the
membrane [106].
When freely standing nanowires are desired, one has to

remove the template hosts after forming the nanowires in
the templates. This task is usually accomplished by dissolving
away the template materials in a suitable solvent. Methylene
chloride can readily dissolve away track-etched polycarbon-
ate film and 0.1M NaOH removes anodic alumina effectively.
If one wants to also separate the nanowires from the metal
films on which the nanowires are grown, a common method
is to first deposit a sacrificial metal. For example, in order
to fabricate freely standing Au nanowires, one can deposit a
thin layer of Ag onto the metal film coated on one side of

the template membrane before filling the pores with Au. The
Ag layer can be etched away later in concentrated nitric acid,
which separates the Au nanowires from the metal film.
While DC electrodeposition can produce high-quality

nanowires, it is challenging to obtain an ordered nanowire
array. Normally only 10–20% of the pores in the membrane
are filled up completely using the simple DC method [107].
Using AC electrodeposition with appropriate parameters
[99–102], a high filling ratio can be obtained which results in
a uniform nanowire array. For example, Yin et al. reported
that a high filling ratio can be obtained using a sawtooth
wave, triangle wave, or sine wave, but not with a square
wave [108]. Furthermore, they found that the filling ratio
increases with the AC frequency. A possible reason is that
nuclei formed at higher frequencies are more crystalline,
which makes the metal deposition easier in the pores and
promotes homogeneous growth of nanowires. Nielsch and
Sauer et al. developed a pulsed electrodeposition method
[109, 110]. After each potential pulse, a relatively long delay
follows before application of the next pulse. The rationale
is that the long delay after each pulse allows ions to diffuse
into the region where ions are depleted during the deposi-
tion (pulse). They demonstrated that the pulsed electrode-
position is well suited for a uniform deposition in the pores
of porous alumina with a nearly 100% filling rate.
It is interesting to point out that the membrane templates

have also been used to fabricate other nanostructures such
as nanoparticles [24] and hollow nanotubules [44]. When
conducting polymers are synthesized (either chemically or
electrochemically) in the pores of the track-etched poly-
carbonate membranes, the polymer preferentially nucleates
and grows on the pore walls. By controlling the polymer-
ization time, tubules with different wall thickness can be
obtained. By filling up the polymer tubules with a metal,
metal nanowires with polymer sheaths have been fabricated
[111]. Metal nanotubules can be fabricated by modifying the
pore walls with molecular anchors that allow the deposited
metal to form a thin skin on the pore walls [29, 31]. These
metal tubules are useful for chemical separations [39, 40].

2.1.2. Positive Template Method
The positive template method uses wire-like nanostructures,
such as DNA and carbon nanotubes as templates, and
nanowires are formed on the outer surface of the templates.
Unlike negative templates, the diameters of the nanowires
are not restricted by the template sizes and can be controlled
by adjusting the amount of materials deposited on the tem-
plates. By removing the templates after deposition, wire-like
and tube-like structures can be formed. We discuss some of
the positive templates below.

Carbon Nanotube Template Fullam et al. demonstrated
a method to fabricate Au nanowires using carbon nan-
otubes as positive templates. The first step is to self-assemble
Au nanocrystals along carbon nanotubes [112]. After ther-
mal treatment, the nanocrystal assemblies are transformed
into continuous polycrystalline Au nanowires over many
�m. Carbon nanotubes have also been used as templates
to fabricate Mo-Ge superconducting nanowires [113] and
other metal nanowires [114, 115]. Choi et al. [116] reported



760 Electrochemical Fabrication of Metal Nanowires

a highly selective electroless deposition of metal nano-
particles on single wall carbon nanotubes (SWNTs). Because
HAuCl4(Au3+) or Na2PtCl4 (Pt2+) have much higher reduc-
tion potentials than SWNTs, they are reduced sponta-
neously and form Au or Pt nanoparticles on the sidewalls
of SWNTs (Fig. 3). This is different from the traditional
electroless deposition because no reducing agents or cat-
alysts are required. Charge transfer during the reaction is
probed electrically as it causes significant changes in the
electrical conductance of the nanotubes by hole doping. The
nanoparticles decorated on the nanotube can coalesce and
cover the entire surface of the nanotube. By removing the
nanotube via heating, a Au tube-like structure with a outer
diameter <10 nm can be fabricated.

DNA Template DNA is another excellent choice as a tem-
plate to fabricate nanowires because its diameter is ∼2 nm
and its length and sequence can be precisely controlled
[117–127]. Coffer and coworkers synthesized micrometer-
scale CdS rings using a plasmid DNA as a template [128].
Richter et al. [129] reported a two-step electroless depo-
sition process to fabricate Pd nanowires using DNA as
templates. The first step is to treat DNA in a Pd acetate
solution. The second step is to add reducing agent, dimethyl-
amine borane, which reduces Pd ions into Pd along the DNA
chains. If the reduction time is short, it leads to individual
isolated Pd clusters with a diameter of 3–5 nm. Increas-
ing the reduction time, Pd clusters aggregate and form a
quasi-continuous Pd nanowire. This metallization method
has been applied to both DNA in solution and DNA immo-
bilized on a solid surface. Braun et al. [130] fabricated a Ag
nanowire of ∼100 nm in diameter and ∼15 �m in length
using a linear DNA template.
The procedure used by Braun et al. is illustrated in

Figure 4. The first step is to fix a DNA strand between
two electrical contacts. The DNA is then exposed to a

Figure 3. AFM images of metal nanoparticles formed on a SWNT tem-
plate. (a) Au nanoparticles spontaneously and selectively formed on an
individual SWNT after immersion in a Au3+ solution for 3 min. (b) Pt
nanoparticles formed on a SWNT after 3 min exposure to a Pt2+ solu-
tion. (c) Diagram showing the Fermi energy (EF) of a SWNT, and the
reduction potentials of Au3+ and Pt2+ versus SHE, respectively. The
reduction potentials of most other metal ions lie above EF, except for
Ag+. Reprinted with permission from [116], H. C. Choi et al. J. Am.
Chem. Soc. 124, 9058 (2002). © 2002, American Chemical Society.

Figure 4. Construction of an Ag wire connecting two gold electrodes
using DNA as template. The top left image shows the electrode pattern
used in the experiments. The two 50-�m-long parallel electrodes are
connected to four (100 × 100 �m) bonding pads. (a) Oligonucleotides
with two different sequences attached to the electrodes. (b) �-DNA
bridge connecting the two electrodes. (c) Ag-ion-loaded DNA bridge.
(d) Metallic Ag aggregates bound to the DNA skeleton. (e) Fully devel-
oped Ag wire. Reprinted with permission from [130], E. Braun et al.,
Nature 391, 775 (1998). © 1998, Macmillan Magazines Ltd.

solution containing Ag+ ions. The Ag+ ions bind to DNA
and are then reduced by a basic hydroquinone solution to
form Ag nanoparticles decorating along the DNA chain.
In the last step, the nanoparticles are further “developed”
into a nanowire using a standard photographic enhance-
ment technique. The nanowire is highly resistive because
they are composed of individual Ag clusters of ∼50 nm
in diameter. Recently, they developed a DNA sequence-
specific molecular lithography to fabricate metal nanowires
with a predesigned insulating gap [131]. The approach
utilizes homologous recombination processes and the molec-
ular recognition capability of DNA. Homologous recombi-
nation is a protein-mediated reaction by which two DNA
molecules possessing some sequence homology cross over
at equivalent sites. In the lithography process, RecA pro-
teins are polymerized on a single strand DNA (ssDNA)
probe to form a nucleoprotein filament. Then the nucleo-
protein filament binds to an aldehyde-derivatized double
strand DNA (dsDNA) substrate at a homologous sequence.
Incubation of the formed complex in AgNO3 solution results
in the formation of Ag aggregates along the substrate DNA
molecules at regions unprotected by RecA. The Ag aggre-
gates serve as catalysts for specific Au deposition, converting
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the unprotected regions to conductive Au wires. Thus, a Au
nanowire with an insulating gap is formed. The position and
size of the insulating gap can be tailored by choosing the
template DNA with the special sequence and length.
Ford et al. [132] demonstrated a method to synthesize

colloidal Pt-DNA composite via chemical reduction of plati-
nated DNA with borohydride ions. “Platination” here is
referred to as the process of direct (“covalent”) bonding of
the Pt2+ to electron pair “donor” atoms (e.g., N and O) in
DNA, a reaction that has been widely studied because of
their relevance to the mechanism of anti-cancer drugs based
on coordination complexes of Pt2+. The reduction results
in Pt particles that do not form aggregates. This is prob-
ably because the electrostatic repulsion between the highly
charged DNA molecules prevents the particles from con-
tacting each other. This unique feature is quite important in
the fabrication of metal nanowires or other nanostructures
using platinated-DNA as templates. The Pt particles deco-
rated along the DNA can be used as nucleation sites for
electroless deposition of Au.
Another DNA template approach is to attach Au nano-

particles to a DNA chain via electrostatic interaction
between the positively charged particles and the nega-
tively charged phosphate groups of the DNA [133, 134].
A surprise found by Harnach et al. is that negatively
charged tris(hydroxymethyl)-phosphine-capped Au nano-
particles also bind densely to DNA [135]. The immobilized
Au colloidal particles can serve as catalysts and nucleation
sites for the subsequent electroless deposition of Au, result-
ing in nanowires as thin as 30–40 nm and longer than 2 �m.
Electron transport of these nanowires follows the classical
Ohm’s law with resistivity of ∼10−5 �m.
Polymer Templates In addition to DNA, many other
polymer chains can also be excellent choices as positive
templates for nanowire fabrications. Minko et al. devel-
oped a method using single synthetic flexible polyelectrolyte
molecules, poly2-vinylpyridine (P2VP) as templates to fabri-
cate nanowires [136]. Since these polymers are thinner than
DNA, it is possible to fabricate thinner nanowires. Under
appropriate conditions, the polymer chains are stretched
into worm-like coils due to the electrostatic repulsion
between randomly distributed positive charges along the
chain. This stretched conformation is frozen when the poly-
mer is attached to a solid substrate. Exposing the polymer
to palladium acetate acidic aqueous solution, Pd2+ is then
coordinated to the polymer template via an ion exchange
reaction. In the following step, Pd2+ is reduced by dimethyl-
amine borane. The procedure results in metal nanoparticles
of 2–5 nm in diameter, which decorate along the template
into a wire-like structure.
Djalali et al. [137] utilized the core-shell cylindrical poly-

mer brushes as templates to synthesize metal cluster arrays
and wires (Fig. 5). The starting material of the templates is
methacryloyl end-functionalized block copolymers, consist-
ing of styrene and vinyl-2-pyridine, which are polymerized
to poly(block comacromonomer)s. The formed poly(block
comacromonomer)s exhibit an amphipolar core-shell cylin-
drical brush structure with a core of vinylpyridine and a
shell of polystyrene. The vinylpyridine cores of the cylindri-
cal brushes are loaded with HAuCl4 in toluene or methylene

Figure 5. Fabrication of nanowires with a polymer template. (a) Core-
shell cylindrical brushes with a PVP core and PS shell. (b) Loading
the core with HAuCl4. (c) Subsequent reduction HAuCl4 yields a one-
dimensional Au wire within the macromolecular brush. Reprinted with
permission from [137], D. Djalali et al.,Macromolecules 35, 4282 (2002).
© 2002, American Chemical Society.

chloride followed by reduction of the Au salt by the electron
beam, UV light, or chemical-reducing agents. Depending
on the amount of AuCl−4 ions loaded in the cores and the
reduction conditions, either a linear array of Au clusters or
a continuous Au nanowire is formed within the core of the
cylindrical brushes. The resulting Au metal nanowires are
much longer than the individual core-shell macromolecules,
which are caused by a yet unexplained specific end-to-end
aggregation of the cylindrical polymers upon loading with
HAuCl4. Since the metal formation occurs within the cores
of the polymers, the polystyrene shells may serve as the elec-
trically insulating layers.

Other Positive Templates There are a number of other
positive templates that have been used for nanowire fabri-
cations. An interesting example is quantum wells in a semi-
conductor multilayer structure prepared by molecular beam
epitaxy (MBE). Figure 6 shows such a template used by
Fasol and Runge [138]. The quantum well is a 4-nm thin
InAs layer embedded in a semiconductor multilayer struc-
ture, since the Fermi level of the InAs layer is pinned within
the conduction band and the surface depletion layer cus-
tomary in GaAs-based materials is avoided. The thin edge
of the conducting quantum well is exposed to an elec-
trolyte and acts as a template electrode for selective elec-
trodeposition, leading to the fabrication of extremely thin
metal wires. Service [139] fabricated a quantum well super-
lattice that consists of a stack of atomically thin layers
of different semiconductors with MBE. Using the super-
lattice as templates, they are able to grow an array of
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Figure 6. Fabrication of nanowires with a quantum well template. The
template is the cleaved edge of a 4-nm InAs quantum well embedded
into a layered semiconductor structure. The conductive InAs quantum
well is connected to the negative current contact during electrodeposi-
tion, leading to the selective growth of an extremely thin magnetic metal
wire. Reprinted with permission from [138], G. Fasol and K. Runge,
Appl. Phys. Lett. 70, 2467 (1997). © 1997, American Institute of Physics.

parallel conducting nanowires whose diameters and spacing
are controlled by the superlattice. The nanowires are then
transferred to a substrate. By repeating the process, a second
set of nanowires is fabricated and deposited on top of the
first set in the perpendicular direction to form an array of
crossing nanowires. When organic molecules are sandwiched
between the crossing wires, an array of molecular junctions
is formed, which may be used in molecular electronics.
Song et al. [140] demonstrated an elegant redox chemistry

method to synthesize long freestanding metal nanowires.
The method starts with a LiMo3Se3 wire template with a
diameter between 2–100 nm, which is formed by dissolv-
ing a quasi-one-dimensional LiMo3Se3 crystal in a polar sol-
vent, such as methanol and dimethyl sulfoxide (DMSO).
The LiMo3Se3 nanowire is then exposed to aqueous solution
containing metal ions (e.g., AuCl−4 , Ag

+, PdCl2−, PtCl2−4 )
(Fig. 7). Because of the reducing capability of the LiMo3Se3
nanowire template, metal ions are reduced by the template,
which results in a continuous and uniform metal nanowire.
During the process, the LiMo3Se3 template is oxidized into
Mo3Se3 and then dissolves in water. Metal nanowires fabri-
cated with this approach displayed liner current vs. voltage

Figure 7. Fabrication of metal nanowires with LiMo3Se3 nanowire as
template. Reprinted with permission from [140], J. H. Song et al., J. Am.
Chem. Soc. 123, 10397 (2001). © 2001, American Chemical Society.

characteristics with low resistivity. Using Cu2S nanowires
as positive templates, Wen et al. fabricated Au nanowires
and nanotubes [141]. They electrochemically deposited Au
onto the template surfaces to form Cu2S/Au core/sheath
nanowires. For relatively thick Au sheaths, the Cu2S cores
can be etched away in 6M HCl to yield Au nanotubes.

2.1.3. Surface Step-Edge Templates
Atomic-scale step edges on a crystal surface can be used as
templates to grow nanowires [142]. The method takes the
advantage of the fact that deposition of many materials on
a surface often starts preferentially at defect sites, such as
surface step-edges. For this reason, the method is sometimes
called “step edge decoration.” Using the step edges of highly
oriented pyrolytic graphite (HOPG) as templates, Noll et al.
fabricated conducting polypyrrole nanowires by electrodepo-
sition [143]. Several other groups prepared metal nanowires
on vicinal single crystal surfaces, such as Si, using the
physical vapor deposition (PVD) method [144–146]. Blanc,
Nichols, Morin, El Meguid, and Dekoster et al. [147–151],
Gambardella et al., and Dallmeyer et al. fabricated metal
nanowires of 1–2 atomic layer high with a controlled “width”
and wire spacing [152, 153]. These nanowires cannot be eas-
ily removed from the surfaces on which they are deposited,
which can be a serious limit for some applications.
Penner’s group [154] demonstrated that metal nanowires

could be obtained by selectively electrodepositing conduc-
tive metal oxide at the step edges of HOPG, followed
by reduction of the metal oxide to form metal nanowires.
The nanowires can be removed from the HOPG surface.
Their strategy, called electrochemical step-edge decoration
(ESED), is illustrated in Figure 8. It involves electrodepo-
sition of metal oxide nanowires at graphite step-edges as a
“precursor,” and the subsequent reduction of the “precur-
sor” in hydrogen leads to metal nanowires. They have fab-
ricated Mo nanowires in this way. The “precursors,” MoOx

nanowires, are brittle and poorly conductive, but they are
highly uniform in diameter (20–500 nm). The “precursor”
nanowires are then reduced in H2 at 500 �C to produce
metallic Mo nanowires that are highly conductive. The Mo
nanowires are also mechanically resilient, which can with-
stand the mechanical stress associated with the process of
transferring the nanowires to an insulating substrate.

Figure 8. Fabrication of metal nanowires using step-edge decoration
method. Reprinted with permission from [156], E. C. Walter et al.,
J. Phys. Chem. B 44, 11407 (2002). © 2002, American Chemical Society.
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The method is expected to work also for other metals with
stable conductive metal oxides, such as Cu2O and Fe2O3.
However, this strategy cannot be directly applied to metals
that do not form stable and conductive oxide. In the case
of noble metals, although they can be directly electrode-
posited to the step edges, it usually produces discontinuous
nanowires, consisting of individual clusters [155]. In order
to obtain continuous noble metal nanowires, Penner’s group
developed a three-voltage pulse method [156, 157]. The first
pulse has amplitude that is optimized to oxidize the graphite
step edges just prior to deposition. The oxidation is believed
to produce some oxygen-containing functionalities preferen-
tially at steps, which increases the affinity of the step edges
to metal adatoms, and thus reducing the nucleation overpo-
tential and increasing the nucleation density along the step
edges. The second voltage pulse supplies a large overpoten-
tial for a short period of time, which increases the nucleation
density and initiates the nanowire growth. After this nucle-
ation pulse, a third pulse is applied at the smallest possible
overpotential that allows the nucleation sites to grow into
nanowires. This method has, so far, been successfully used
for four metals, Cu, Ni, Au, and Pd. The metal nanowires
are composed of rough grains, which is in contrast to the
smooth MoO2 nanowires prepared by potentiostatic elec-
trodeposition. The individual metal grains have diameters
approximately equal to the diameters of the nanowires, as
revealed in the SEM images.
Metal nanowires prepared by ESEM can be removed

from the graphite surface by embedding them in an epoxy
film. During this removal process, metal nanowires retain
the parallel ordering of the graphite step edges. After this
transfer process is complete, arrays of metal nanowires
can be electrically characterized and prepared for device
applications.

2.2. Applications of the Nanowires

Metal nanowires are promising materials for many novel
applications, ranging from chemical and biological sensors
to optical and electronic devices. This is not only because
of their unique geometry, but also because they possess
many unique physical properties, including electrical, mag-
netic, optical, as well as mechanical properties. While most
efforts to date have focused on developing better methods
to fabricate the nanowires and on characterizing the vari-
ous properties, applications are becoming an important area
of research and development. Some of the applications are
discussed below.

2.2.1. Magnetic Materials and Devices
The electrodeposition methods described above have been
used to fabricate magnetic nanowires of a single metal [104],
multiple metals in segments [158–160], as well as alloys [161].
Since the pioneering works nearly a decade ago [104, 158,
160], much progress has been made in understanding the
magnetic properties of the nanowires [105, 162]. A recent
review provides a detailed description of the properties [163].
For magnetic nanowires (Fe, Co, and Ni) with relative large
aspect ratios (e.g., >50), they exhibit an easy axis along the
wires. An important parameter that describes magnetic prop-
erties of materials is the remanence ratio, which measures

the remanence magnetization after switching off the exter-
nal magnetic field. The remanence ratios of the Fe, Co, and
Ni nanowires can be larger than 0.9 along the wires and
much smaller in the perpendicular direction of the wires.
This finding clearly shows that the shape anisotropy plays an
important role in the magnetism of the nanowires. Another
important parameter that describes the magnetic properties
is coercivity, which is the coercive field required to demag-
netize the magnet after full magnetization. The magnetic
nanowires exhibit greatly enhanced magnetic coercivity [164,
165]. In addition, the coercivity depends on the wire diam-
eter and the aspect ratio, which shows that it is possible to
control the magnetic properties of the nanowires by control-
ling the fabrication parameters. The diameter dependence of
the coercivity reflects a change of the magnetization rever-
sal mechanism from localized quasi-coherent nucleation for
small diameters to a localized curling like nucleation as the
diameter exceeds a critical value [100].
Another technically important novel property observed in

the magnetic nanowires is giant magnetoresistance (GMR)
[158, 160, 161, 166, 167]. For example, Evans et al. have
studied Co-Ni-Cu/Cu multilayered nanowires and found a
magnetoresistance ratio of 55% at room temperature and
115% at 77K for current perpendicular to the plane (along
the direction of the wires) [167]. Giant magnetoresistance
has also been observed in semimetallic Bi nanowires fabri-
cated by electrodeposition [168–170]. Hong et al. have stud-
ied GMR of Bi with diameters between 200 nm and 2 �m
in magnetic fields up to 55T and found that the magnetore-
sistance ratio is between 600–800% for magnetic field per-
pendicular to the wires and ∼200% for the field parallel to
the wires [169]. The novel properties and small dimensions
have potential applications in the miniaturization of mag-
netic sensors and the high-density magnetic storage devices.
The alignment of magnetic nanowires in an applied

magnetic field can be used to assemble the individual
nanowires [171, 172]. Tanase et al. studied the response
of Ni nanowires in response to magnetic field [171]. The
nanowires are fabricated by electrodeposition using alumina
templates and functionalized with luminescent porphyrins
so that they can be visualized with a video microscope. In
viscous solvents, magnetic fields can be used to orient the
nanowires. In mobile solvents, the nanowires form chains in
a head-to-tail configuration when a small magnetic field is
applied. In addition, they demonstrated that three-segment
Pt-Ni-Pt nanowires can be trapped between lithographically
patterned magnetic microelectrodes [172]. The technique
has a potential application in the fabrication and measure-
ment of nanoscale magnetic devices.

2.2.2. Optical Applications
Dickson and Lyon studied surface plasmon (collective exci-
tation of conduction electrons) propagation along 20 nm-
diameter Au, Ag, and bimetallic Au-Ag nanowires with a
sharp Au/Ag heterojunction over a distance of tens of �m
[173]. The plasmons are excited by focusing a laser with a
high numerical aperture microscope objective, which prop-
agate along a nanowire and reemerge as light at the other
end of the nanowire via plasmon scattering. The propagation
depends strongly on the wavelength of the incident laser
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light and the composition of the nanowire. At the wave-
length of 820 nm, the plasmon can propagate in both Au
and Ag nanowires, although the efficiency in Ag is much
higher than that in Au. In the case of bimetallic nanowire,
light emission is clearly observed from the Ag end of the
nanowire when the Au end is illuminated at 820 nm. In sharp
contrast, if the same bimetallic rod is excited at 820 nm
via the Ag end, no light is emitted from the distal Au end.
The observation suggests that the plasmon mode excited at
820 nm is able to couple from the Au portion into the Ag
portion with high efficiency, but not from the Ag portion
into Au. The unidirectional propagation has been explained
using a simple two-level potential model. Since surface plas-
mons propagate much more efficiently in Ag than in Au,
the Au→ Ag boundary is largely transmissive, thus enabling
efficient plasmon propagation in this direction. In the oppo-
site direction, however, propagation from Ag to Au “sees”
a much steeper potential wall, allowing less optical energy
to couple through to the distal end. Their experiments sug-
gest that one can initiate and control the flow of optically
encoded information with nanometer-scale accuracy over
distances of many microns, which may find applications in
future high-density optical computing.

2.2.3. Biological Assays
We have mentioned that by sequentially depositing dif-
ferent metals into the nanopores, multisegment or striped
metal nanowires can be fabricated [106]. The length of each
segment can be controlled by the charge passed in each
plating step and the sequence of the multiple segments is
determined by the sequence of the plating steps. Due to
the different chemical reactivities of the “stripe” metals,
these stripes can be modified with appropriate molecules.
For example, Au binds strongly to thiols and Pt has high
affinity to isocyanides. Interactions between complementary
molecules on specific strips of the nanowires allow differ-
ent nanowires to bind to each other and form patterns
on planar surfaces. Using this strategy, nanowires could
assemble deterministically into cross- or T-shaped pairs, or
into more complex shapes [174]. It is also possible to use
specific interactions between selectively functionalized seg-
ments of these nanowires to direct the assembly of nanowire
dimers and oligomers, to prepare two-dimensional assem-
bly of nanowire-substrate epitaxy, and to prepare three-
dimensional colloidal crystals from nanowire-shaped objects
[117, 175]. As an example, single-stranded DNA can be
exclusively modified at the tip or any desired location of a
nanowire, with the rest of the wire covered by an organic
passivation monolayer. This opens the possibility for site-
specific DNA assembly [106].
Nicewarner-Pena et al. showed that the controlled

sequence of multisegment nanowires can be used as “bar-
codes” in biological assays [176]. The typical dimension of
the nanowire is ∼200 nm thick and ∼10 �m long. Because
the wavelength dependence of reflectance is different for
different metals, the individual segments are easily observed
as “stripes” under an optical microscope with unpolarized

white-light illumination. Different metal stripes within a
single nanowire selectively adsorb different molecules, such
as DNA oligomers, which can be used to detect differ-
ent biological molecules simultaneously. These multiseg-
ment nanowires have been used like metallic barcodes in
DNA and protein bioassays.
The optical scattering efficiency of the multisegment

nanowires can be significantly enhanced by reducing the
dimensions of the segment, such that the excitation
of the surface plasmon occurs. Mock et al. [177] have
studied the optical scattering of multisegment nanowires
of Ag, Au, and Ni that have diameters of ∼30 nm and
length up to ∼7 �m. The optical scattering is dominated
by the polarization-dependant plasmon resonance of Ag
and Au segments. This is different from the case of the
thicker nanowires used by Nicewarner-Pena et al., where
the reflectance properties of bulk metals determine the
contrast of the optical images [176]. Because of the large
enhancement by the surface plasmon resonance, very nar-
row (∼30 nm diameter) nanowires can be readily observed
under white light illumination and the optical spectra of
the individual segments are easily distinguishable [177]. The
multisegment nanowires can host a large number of segment
sequences over a rather small spatial range, which promises
unique applications.

2.2.4. Nanoelectronic and
Nanoelectrochemical Applications

In addition to multisegment metal nanowires, one can
also fabricate a metal/organic film/metal junction [178]
and metal/nanoparticle/metal junctions [179] in a sin-
gle nanowire, which have been used to study electron
transport properties of the small amount of molecules
and nanoparticles. It has been demonstrated that a Au
nanowire containing 4-�[2-nitro-4 (phenylethynyl) phenyl
ethynyl�benzenethiol molecule junction exhibits negative
differential resistance at room temperature [180], while
a 16-mercaptohexadecanoic acid nanojunction exhibits a
coherent nonresonant tunneling [178, 181, 182]. If some
of the metal segments or “stripes” are being replaced
with semiconductor, colloidal, and polymer layers, one
can introduce rectifying junctions, electronic switching, and
photoconductive elements in the composite nanowires. If
selectively modifying the nanowire further, using the distinct
surface chemistry of different stripes, the nanowires can be
positioned on a patterned surface to fulfill nano-logic and
memory circuits by self-assembling [179, 183–185].
An array of metal nanowires can be used as a nano-

electrode array for many electrochemical applications [30,
35, 46, 49, 186]. For this purpose, a large array of nanowires
with long-range hexagonal order fabricated with the anodic
alumina templates is particularly attractive.

2.2.5. Chemical Sensors
Penner, Handley, and Dagani et al. exploited hydrogen sen-
sor applications using arrays of Pd nanowires [187–190].
Unlike the traditional Pd-based hydrogen sensor that detects
a drop in the conductivity of Pd upon exposure to hydrogen,
the Pd-nanowire sensor measures an increase in the conduc-
tivity (Fig. 9a). The reason is because the Pd wire consists of
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Figure 9. Chemical sensor application of Pd nanowires. (a) Plot of sen-
sor current versus time for the first exposure of a Pd nanowire sensor
to hydrogen and one subsequent H2/air cycle. (b) AFM image of a Pd
nanowire on a graphite surface. These images were acquired either in
air or in a stream of H2 gas, as indicated. A hydrogen-actuated break
junction is highlighted (circle). Reprinted with permission from [188],
E. C. Walter et al., Anal. Chem. 74, 1546 (2002). © 2002, American
Chemical Society.

a string of Pd particles separated with nanometer-scale gaps.
These gaps close to form a conductive path in the presence
of hydrogen molecules as Pd particles expand in volume
(Fig. 9B). The volume expansion is well known, which is due
to the disassociation of hydrogen molecules into hydrogen
atoms that penetrate into the Pd lattice and expand the lat-
tice. Although macroscopic Pd-based hydrogen sensors are
readily available, they have the following two major draw-
backs. First, their response time is between 0.5 s to several
minutes, which is too slow to monitor gas flow in real time.
Second, they are prone to the poisoning of a number of
gas molecules, such as methane, oxygen, and carbon monox-
ide, which adsorb onto the sensor surfaces and block the
adsorption sites for hydrogen molecules. The Pd nanowires
offer remedies to the above problems. They have a large
surface-to-volume ratio, so the response time can be as fast
as 20 ms. The large surface-to-volume ratio also make the
nanowire sensor less prone to the poisoning by common
contaminations.

3. QUANTUM WIRES
The electron transport in the nanowires previously described
obeys the classical behaviors as found for macroscopic metal
wires. This is because the dimensions of the nanowires are
still significantly greater than the characteristic lengths, the
electron mean-free path, and the electron wavelength. When
the length is shorter than the electron mean-free path, the
electron transport is ballistic along the wire. In addition if
the diameter of the wire is comparable to the electron wave-
length, the effect of quantum-size confinement becomes
important in the transverse direction, which results in quan-
tum modes. Connecting such a wire to the outside world
(electron reservoirs), the conductance of the system is quan-
tized in the ideal case.
The phenomenon of quantization of conductance was first

clearly demonstrated in semiconductor devices containing a
two-dimensional electron gas confined into a narrow con-
striction by the gate voltage, where �F ∼ 40 nm is much
larger than the atomic scale [191, 192]. A similar conduc-
tance quantization has been observed in three-dimensional
metallic wires [193–197]. Since the wavelength of conduction
electrons in a typical metal is only 0.1–0.3 nm, compara-
ble to the size of an atom, a metal wire with conductance
quantized at the lowest steps must be atomically thin. This
conclusion has been directly confirmed by high-resolution
transmission electron microscopy [198]. Because the metal
wires that exhibit conductance quantization are usually very
short, they are often called atomic-scale contacts or simply
nanocontacts. They are also referred to as metal quantum
wires or atomic-scale metal wires.

3.1. Fabrication Metal Quantum Wires

There are two approaches that one can use to fabricate
metal quantum wires: one is the mechanical method and the
other one is based on electrochemical etching and deposi-
tion. We provide a brief description of them below.

3.1.1. Mechanical Methods
Mechanical methods create a metal quantum wire by
mechanically separating two electrodes in contact. During
the separation process, a metal neck is formed between the
electrodes due to strong metallic cohesive energy, which
is stretched into an atomically thin wire before breaking.
One such method is based on a scanning tunneling micro-
scope (STM) (Fig. 10a) [193–195, 199–202], in which the
STM tip is driven into the substrate and the conductance
is recorded while the tip is gradually pulled out of the con-
tact with the substrate. The first experiment of this type was
reported by Gimzewski et al. to study the transition in the
electron transport between tunneling and ballistic regimes
[193]. Figure 10b shows several conductance traces during
stretching of a Au wire with a STM setup. The conductance
decreases in a stepwise fashion. The steps tend to occur near
the integer multiples of G0, indicating the origin of conduc-
tance quantization. However, they can deviate significantly
from the simple integer multiples. For this reason, a con-
ductance histogram is often constructed from thousands of
individual conductance traces to show the occurrence of the
steps at difference conductance values (Fig. 10c). For metals
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Figure 10. (a) Mechanical fabrication of a metal quantum wire with
a STM setup. A STM tip is first pressed into a metal substrate and
then pulled out of contact during which an atomically thin wire is
formed before breaking. (b) Typical conductance versus stretching dis-
tance traces that show the quantized variation in the wire conductance.
(c) Conductance histogram of Au wires in 0.1M NaClO4. The well-
defined peaks near integer multiples of G0 = 2e2/h have been attributed
to conductance quantization. Each histogram was constructed from over
1000 individual conductance traces like the ones shown in (b).

such as Au, Na, and K, well-defined peaks near the inte-
ger multiples are found. For Na and K, the peaks near 2G0
and 4G0 are missing, which is expected because of the mode
degeneracy for a cylindrical symmetry of a wire in free elec-
tron gas model. The observation, therefore, demonstrates
beautifully that these metal wires can be described as free
electron gas models in cylindrical wires. Not all metals show
pronounced histogram peaks near the integer conductance
values. Most other metals show only a broad first peak that
is not an integer value. For example, Nb has a first peak
near 2�5G G0.
The transition in conductance from one step to another

during mechanical stretching of a wire is usually abrupt, due
to sudden rearrangements of the atoms in the wire upon
stretching. That is, upon stretching, the stress is accumulated
in the metallic bonds between atoms. When the accumu-
lated elastic energy is large enough, the atomic configuration
becomes unstable and collapsed into a new atomic configu-
ration that has a thinner diameter. This atomic arrangement
during mechanical stretching has been directly observed by
simultaneously measuring the force with the atomic force
microscope (AFM) and conductance with STM [203].
Another tool to fabricate atomic-scale metal wires is to

use a mechanically controllable break-junction (MCB) [204,
205]. The MCB technique creates a clean fracture surface
by mechanically breaking a metal and can provide better
stability than the STM method. Other methods include the
use of a tip and plate [206], two macroscopic electrodes
in contact [196], and mechanical relay [197]. The mechan-
ical methods can repeatedly fabricate (and break) a large
number of wires within a relatively short time, which is

particularly convenient for statistical analysis, such as con-
ductance histograms. However, the methods form one wire
at a time and use piezoelectric or other mechanical trans-
ducers, which are not desirable for device applications. It has
been recently demonstrated that metal wires with quantized
conductance can be fabricated with electrochemical etch-
ing and deposition [207–212], which can fabricate arrays of
atomic-scale wires supported on solid substrates, thus over-
coming some of the drawbacks that the mechanical methods
have. The electrochemical methods are discussed below.

3.1.2. Electrochemical Methods
Snow et al. [213] reported on an AFM-based anodic oxida-
tion method to fabricate Al point contacts. In the method,
AFM is first used to anodize a 1-�m-wide Al thin film into
a 40-nm-wide by 500-nm-long nanowire. The anodization is
similar to conventional electrochemical anodization, except
that the AFM tip is used as the cathode and water from the
ambient humidity is used as electrolyte. The point contacts
are formed by further anodizing a section of the nanowire.
In order to achieve the control necessary to fabricate atomic-
sized features, in situ electrical measurements are used as
feedback to control the anodization. As the conductance of
the point contact is reduced below ∼5× 10−4 S, the conduc-
tance starts to decrease in discrete steps of 2e2/h. In some of
the samples, the conductance can be stabilized at the lowest
few quantum steps for a long time, which corresponds to the
formation of an atomic-sized wire.
Li and Tao demonstrated an electrochemical method to

fabricate metal quantum wires using an electrochemical
STM setup [207]. In the method, a STM tip is first held at a
fixed distance (10–150 nm) from a Au substrate electrode in
a plating solution (Cu). Cu is then selectively electroplated
onto the sharp STM tip. The selective plating onto the tip
is achieved by keeping the substrate potential slightly more
positive than the bulk deposition potential. When the grow-
ing Cu reaches the substrate, a contact is formed between
the tip and the substrate, which is reflected by a sharp
increase in the current that flows between the tip and sub-
strate. By slowly dissolving away the deposited Cu contact,
a Cu quantum wire is formed between the tip and the sub-
strate electrodes. The conductance of the wire changes in
a stepwise fashion with a preference to occur near inte-
ger multiples of G0 = 2e2/h. The electrochemical method
does not need mechanical stretching to form the wires, but
the STM setup used to achieve a small initial separation
between two metal electrodes makes the method prone to
thermal drift and mechanical noise.
The undesired instability problem is removed in an

improved electrochemical method, in which the STM setup
is replaced by a metal wire supported on solid substrate
(Fig. 11) [208]. The metal wire with an initial diameter of
a few tens of �m is glued onto a glass slide. The glue
covers the entire wire except for a small portion that is
exposed to electrolyte for electrochemical deposition and
etching. The exposed portion is less than a few �m so that
ionic conduction through the electrolyte is negligible com-
pared to the electronic conduction through the wire. By
electrochemical etching, the diameter of the wire is reduced
to the atomic scale, at which the conductance becomes
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Figure 11. Electrochemical fabrication of a metal quantum wire. A
metal wire is attached to the bottom surface of a plexiglas solution cell.
The wire is coated with wax except for a small section that is exposed
to electrolyte for etching. The electrochemical potential of the wire is
controlled by a bipotentiostat with a reference electrode (RE) and a
counter electrode (CE).

quantized. The process can be reversed to increase the
diameter by electrochemical deposition. The electrochem-
ical etching and deposition are controlled with a bipoten-
tiostat that can simultaneously control the etching rate and
measure the conductance of the wire. In order to form a
wire with a desired conductance, a feedback loop has been
demonstrated to control the electrochemical etching by com-
paring the measured conductance with a preset value. When
the conductance is greater than the preset value, etching
is activated to reduce the diameter of the wire. When the
conductance is smaller than the preset value, deposition is
turned on to increase the diameter. These atomic-scale wires
can last from minutes to days. Further improvement of the
stability may be achieved by “coating” the wire with appro-
priate molecules. The method has been used to fabricate
atomic-scale Au, Ag, Cu, and Ni wires with conductance
quantized at different steps.
Morpurgo et al. observed conductance quantization dur-

ing the formation metal contact between two Au electrodes
by electrodeposition [209]. The initial Au electrodes are fab-
ricated with electron beam lithography and separated with
a gap of a few tens nm. Nakabayashi et al. fabricated quan-
tum wires by electrochemically growing a Zn fractal into
contact with a Cu ring electrode [212]. The Zn fractal is
synthesized at an immiscible interface between water and
4-methyl-2-pentanone so that it is quasi two-dimensional.
Li et al. showed that Cu, Ag, Ni, Pd, and Pb quantum wires
can be formed between two Au electrodes by electrochemi-
cal deposition and etching [210, 214]. A nice feature of the
approach is that the Au electrodes can be reused by dissolv-
ing away the quantum wires. Their experiment indicates that
while Cu, Ag, Ni, and Pd can form stable wires with con-
ductance quantized near 1 G0, conductance quantization of
Pb wires is rather unstable.
Elhoussine et al. have reported on conductance quanti-

zation in magnetic nanowires (Ni) electrodeposited in the
nanopores of track-etched polymer membranes [211]. The

magnetic nanocontacts are formed at the extremity of a sin-
gle Ni nanowire either inside or outside of the nanopores.
As expected for ferromagnetic metals without spin degener-
acy, their experiment shows that the conductance of the con-
tacts is quantized in units of 0.5G0 (G0 = 2e2/h). This system
might be useful for studying ballistic spin transport through
electrodeposited nanocontacts and tunneling through con-
trollable magnetic nanogaps.
The method described above can fabricate atomic-scale

wires for many measurements, but a simpler method has
been demonstrated by Boussaad and Tao [215]. The method
does not require a bipotentiostat and feedback control, and
it can simultaneously fabricate a large array of wires. The
principle is illustrated in Fig. 12(a). It starts with a pair of
electrodes separated with a relative large gap in an elec-
trolyte. When applying a bias voltage between the two elec-
trodes, metal atoms are etched off from the anode and
deposited onto the cathode. The etching takes place all over
the anode surface, but the deposition is localized to the
sharpest point on the cathode, due to a high electric field
and a metal ion concentration near the sharpest point. Con-
sequently, the gap narrows and disappears eventually when
a point contact is formed between the two electrodes.
In order to control the formation of the contact between

the electrodes, the etching and deposition processes must be
terminated immediately after a desired contact is formed.
While a feedback mechanism may be used for this purpose,
they introduced a much simpler self-termination mechanism
by connecting one electrode in a series with an external

Figure 12. Fabrication of metal nanowires with a self-terminated elec-
trochemical method. (a) Metal atoms etched off the left electrode are
deposited onto the right electrode by applying a voltage between the
electrodes with an external resistor (Rext) in series. As the gap between
the two electrodes shrinks, the gap resistance decreases, which results
in a drop in etching/deposition voltage and eventually terminates the
etching/deposition processes. (b) Choosing a Rext < 12�7 k�, a wire
with quantized conductance can be fabricated. The conductance change
during the formation of a contact (Rext = 3 k� and V0 = 1�2 V). The
large conductance fluctuations corresponding to constant breakdown
and reformation of the contact are due to electromigration.
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resistor (Rext). So the effective voltage (or overpotential) for
etching and deposition is given by

Vgap =
Rgap

Rgap +Rext
V0 (3)

where Rgap is the resistance between the two electrodes,
and V0 is the total applied bias voltage. Initially, the gap
is large, so no tunneling current flows across it and Rgap
is solely determined by ionic conduction (leakage current)
between the electrodes. By coating the electrodes with an
insulation layer, such as Si3N4, the unwanted leakage cur-
rent can be reduced below 1 pA, which gives rise to a large
initial Rgap (	Rext). According to Eq. (3), Vgap ∼ V0 initially,
so the etching and deposition take place at maximum speed
and the gap quickly narrows. When the gap is reduced to a
few nm or less, Rgap begins to decrease because of electron
tunneling across the gap. Eventually, a contact with quan-
tized conductance is formed between the two electrodes. By
choosing an appropriate Rext, one can form either a small
gap or a contact (quantum wire) with quantized conduc-
tance. If Rext is greater than h/2e2, the resistance for a single
atom contact between two electrodes terminates with a small
tunneling gap between the electrodes. On the other hand, if
Rext is smaller than h/2e2, it terminates with an atomic-scale
contact between the electrodes.
Figure 12(b) shows the conductance (normalized against

G0� between two Cu electrodes during electrochemical etch-
ing and deposition in water with Rext preset at 3 k�
(<12.7 k�). The initial conductance due to ionic conduc-
tion is negligibly small compared to G0. A few minutes
after applying a 1.2 V voltage, the conductance suddenly
jumps to ∼2G0 and the deposition terminates itself as a con-
tact is formed between the electrodes. However, the initial
contact breaks within seconds and the conductance drops
back to zero. Once the contact is broken, the voltage across
the electrodes goes back to the maximum value, accord-
ing to Eq. (3), and the etching and deposition starts over
again. Indeed, several seconds later, a new contact with
conductance near 1 G0 is reformed, so the method has a
self-repairing mechanism. The measured I–V characteristic
curves of the contacts show that the current is linearly pro-
portional to the bias voltage for the contacts. This simple
Ohmic behavior was also found by Hansen et al. in the
atomic-scale wires formed by STM [216].

3.2. Applications

Since the discovery of conductance quantization, most stud-
ies have been directed towards a better understanding of
the phenomenon. However, a number of applications based
on the phenomenon have been proposed and explored, and
more are expected to follow in the future.
Smith demonstrated both analog and digital switches

using atomic-scale point contacts formed between a Ni wire
and a Au substrate [201]. The switches were activated by
repeatedly moving the Ni wire into contact with the Au using
a piezoelectric actuator over a distance of 0.2 nm. The Ni
and Au electrodes together with the piezoelectric actuator
form a three-terminal device. The device exhibits good dis-
crimination between high and low states and possesses the
important property of power gain.

Motivated by the possibility for chemical sensing appli-
cations, molecular and ionic adsorption onto atomic-scale
metal wires have been studied [217, 218]. Xu et al. have
determined the potential-induced conductance modulation
in electrolytes containing, F−, Cl−, Br−, and I− [219]. These
anions are known to adsorb onto Au electrodes with dif-
ferent strengths [220]. At very negative potentials, the con-
ductance modulations are the same for all the electrolytes,
since no substantial anion adsorption takes place. Increasing
the potential, however, the induced conductance modulation
increases as anions adsorb onto the wire. The dependence of
the conductance change on the potential correlates well with
the adsorption strengths of the anions, in the sequence of
F− < Cl− < Br− < I−, which is consistent with measurements
performed on classical metal films [221–226]. The significant
increase in the conductance modulation upon anion adsorp-
tion is attributed to the scattering of the conduction elec-
trons in the wire by the adsorbed anions [227–230]. Because
the wire is typically a few atoms long, enough to accommo-
date only a few ions, the sensitive dependence of the con-
ductance on the adsorption suggests a method to detect a
single or a few ions.
It has also been observed that the conductance of the

atomic-scale wires drops abruptly to a fractional value upon
molecular adsorption (Fig. 13) [217, 231]. The largest con-
ductance drop occurs for the wires with conductance at
the lowest quantum step, and the drop diminishes quickly
at higher steps as the quantum ballistic regime is replaced
by the classical diffusive regime. Similar to anions, the
conductance change correlates with the binding strength
of the molecules to the metal wires. The adsorbate scat-
tering mechanism mentioned above naturally explains the
decreases in the conductance [230], but it fails to explain a
number of other facts. For example, the mechanical stability
of the wires is strongly dependant on molecular adsorption.
It has been found that the binding of a molecule onto an
atomic-scale wire enhances the mechanical stability of the
wire [232]. So by choosing the right molecules, one might be
able to fabricate atomic-scale wires with long-term stability.
The large conductance change upon molecular adsorption
suggests the possibility of studying single molecules.
Like the classical nanowires, magnetoresistance of fer-

romagnetic wires has been measured [233, 234]. Because

Figure 13. Conductance change of Cu wires with conductance quan-
tized at 1G0, 2G0, and 3G0 upon adsorption of dopamine from the
electrolyte.
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the electron transport in these wires is ballistic, the mag-
netoresistance effect is referred to as ballistic magnetoresis-
tance (BMR). A BMR effect as large as 400–700% has been
observed in Ni point contacts fabricated by electrodeposi-
tion [235]. The effect has been explained in terms of spin-
scattering of ballistic electrons at atomically sharp domain
walls and enhanced polarization due to a magnetic “dead”
layer at the point contact. Chopra and Hua reported a
remarkably BMR effect that is greater than 3000% in Ni
point contact at room temperature and in a weak magnetic
field (a few hundred oersteds) [233]. These findings are
anticipated to lead applications in magnetic storage devices
and spintronics.

4. SUMMARY
Because of its simplicity and flexibility, electrochemi-
cal methods have been widely used to fabricate various
nanowires. The diameters of the nanowires can be made as
thin as a single atom, and the length can vary from a few
atoms to many �m. For nanowires with large aspect ratios,
a template is usually used in the fabrication. To date, several
types of templates have been successfully developed, which
include positive templates, negative templates, surface step-
edge templates, and soft templates (wet chemistry). Most of
the metal nanowires (with the exception of Bi at low tem-
peratures), fabricated with the template methods, exhibit
the classical Ohm’s law behavior and are regarded as clas-
sical wires. However, they do possess unique physical prop-
erties, such as the small dimensions, high surface-to-volume
ratios, and novel optical and magnetic properties. In order
to observe quantum transport properties, metal nanowires
have to be shorter than a few tens of nm and thinner than
a few nm. Such metal nanowires can be fabricated using
electrochemical deposition and etching without the use of
templates. In this case, instead of directly controlling the
dimensions of the nanowires, one controls the signature
of quantum transport and conductance quantization during
the fabrication process. Electrochemical methods have also
some drawbacks depending on the specific applications. One
is that the materials must be conductive. A number of com-
plementary fabrication techniques have been developed to
fabricate insulating and semiconducting nanowires.
To date, most of the research effort has been directed

towards the fabrication of the nanowires and characteriza-
tion of their properties. However, the unique properties of
the nanowires have been explored by researchers around the
world for various applications, from chemical and biologi-
cal nanosensors to magnetic, optical, and electronic nano-
devices. As the fabrication techniques become mature and
more and more interesting properties are revealed, more
exciting applications are anticipated in the coming years.

GLOSSARY
Classical metal nanowire Nanowire whose conductance
obeys the classical relation, i.e., proportional to the cross
sectional area and inversely proportional to the length of the
wire.

Conductance quantization A quantum phenomenon that
occurs when the diameter of a wire is comparable to the
wavelength of the conduction electrons and the length is
shorter than the electron mean free path.
Negative template A template with, usually, hollow chan-
nels that determines the dimension of the fabricated
nanowires.
Positive template A template with a wire-like structure
that guides the growth of a nanowire. The dimension of the
nanowire is controlled by the experimental condition rather
than by the template.
Quantum metal nanowire A metal nanowire whose con-
ductance exhibits conductance quantization.
Surface step-edge template Well-defined surface step edges
on a solid surface to guide the growth of a nanowires.
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1. INTRODUCTION
One of the most crucial problems for our environment is the
emission of gas. This problem is more accentuated in big
cities where cars are responsible for a large part of the CO2
emission. Therefore, it has been more necessary, for the two
last decades, to search for alternative energy sources, espe-
cially for vehicles. Besides, the market for new electronic
devices (cell phones, computers, etc.) which demands more
energy and more power, along with light, small, and reliable
energy sources, increased tremendously. So it becomes clear
that the development of new electrochemical energy sources
is one of the most important technical challenges for the
coming years [1].

Consequently, huge research efforts have been focused on
rechargeable batteries, supercapacitors, and fuel cells [2, 3].
In all these power sources, carbon materials are used to a

large extent. The most powerful rechargeable battery system,
commercially named lithium-ion, uses carbon electrodes in
which lithium cations (Li+� can be inserted and reversibly
de-inserted [4]. Likewise, the supercapacitor electrodes can
be made of carbons whose performances rely on their sur-
face properties. In fuel cells, electrodes are also made of
carbon materials, but in that case they act both as the cat-
alyst support and the current collector. Carbons might also
be used for their potential ability to adsorb hydrogen and
therefore to be involved in a “safe” H2 reservoir.

Carbon materials exist under many various forms which
have, of course, different physical and chemical properties
[5]. This is the reason they are used in so many applica-
tions. Diamond and graphite are of the well known crys-
talline structures. However, carbons can be partially or
totally disordered depending on the reactant products, syn-
thesis methods, and heating treatment. In this way, it is pos-
sible to create thousands of different carbons by adjusting
their degree of disorder and/or their porosity. This is what
has been known as “carbon science,” until Kroto et al. [6] in
1985 discovered a new type of carbon: fullerenes or C60. This
discovery was a new kick-off for the physics and chemistry
of carbon, and a few years later, in 1991, Iijima [7] found
another new form of carbon: carbon nanotubes (CNTs).
Since Iijima’s discovery a large amount of work has been
devoted to the production and the applications of CNTs
[8–12].

Apart from diamond, all the other forms of carbon can
potentially be used as materials for hosting significant quan-
tities of lithium cations and, consequently, as materials for
Li-ion batteries. Investigations searching for the potential
ability of these new nanoforms of carbon to intercalate
or insert Li+ were then undertaken. More particular work
has been carried out to study the electrochemical insertion
of lithium and to evaluate the performance of the carbon
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nanotubes as materials for advanced rechargeable Li-ion
battery applications. It must also be mentioned that inser-
tion of ions, atoms, or molecules in these carbon nanos-
tructures is a subject [13] which opens up a multitude of
connected subjects whose scientific interest is impressively
broad.

Prior to entering into the world of CNTs, it must be kept
in mind that this material, especially if one wants to pur-
chase a high quality and pure sample, is, to date, very expen-
sive. Nowadays, the as-synthesized CNTs samples can be
purchased for “only” $60 g−1 while highly pure nanotubes
cost about 10 times more [8]. Although this price may sound
reasonable for high-technology applications, it remains too
expensive for making CNTs a good candidate in many indus-
trial domains, that is, for Li-ion batteries, where the car-
bon materials currently used cost about 1000 times less.
Then even if the electrochemical properties of CNTs would
appear to be outstanding, many developments for producing
them at an industrial scale and at a competitive price would
be still far ahead of us.

In this chapter, the focus is on the state-of-the-art of the
electrochemical Li+ insertion in CNTs. In order to make this
subject more accessible for nonexpert readers, a summary
of the different forms of carbon nanotubes and the vari-
ous methods developed for their production will be given.
The fundamental principles for the electrochemical interca-
lation of lithium in graphite which is, so far, used as a model
for carbon materials will also be recalled. The experimental
procedures and methods used for characterizing the electro-
chemical process will be briefly described. Likewise, a short
description of the different techniques used for following the
evolution of the properties of the carbon nanotubes during
the whole insertion process will be provided. The theoretical
work which has been carried out will also be briefly reported,
underlining how the predictions gained from the simulations
can be helpful for experimentalists that attempt to under-
stand the mechanisms involved in the insertion of lithium.
Finally, we will summarize the various results obtained and
published in the literature before drawing some perspectives
about the expected performances of these materials which
are currently subject to extensive research, the evolution of
which is fast, and which have been and are still often claimed
to be potentially attractive for energy storage.

2. STRUCTURE AND PRODUCTION
OF CARBON NANOTUBES

2.1. Structure

Carbon nanotubes were discovered by Iijima [7] in 1991
as a by-product of the synthesis of fullerene [14] and were
then first produced in significant quantities by Ebbesen and
Ajayan [15]. Two basic types of carbon nanotubes has been
discovered so far: the single and multiwalled. Both structures
can be described starting from a graphene sheet. A graphene
sheet is made of unsaturated hexagonal carbon (C6) cycles,
like benzene, connected to each other so that they form a
two-dimensional pattern (Fig. 1a). Graphite is made of a
parallel stacking of graphene sheets (Fig. 1b).
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Figure 1. Schematic representation of a graphene layer where full cir-
cles represent carbon atoms, lines represent the C–C bonds, and the
empty circles at the center of the hexagons represent the � electrons
clouds (a) and of the graphite structure (b).

Single walled carbon nanotubes (SWCNTs) [16, 18] can
be seen as “a narrow strip of nanoscale graphene � � � rolled
up in a seamless cylinder” [18]. The graphene strip can be
rolled up in different ways (Fig. 2) and then SWCNTs with
different symmetries (e.g., chirality) and specific electronic
or mechanical properties [19] can be produced. The diame-
ter of the tube varies from about 1 to 10 nm and their length
can exceed several micrometers depending on the synthesis
methods. The inner part (i.e., the central core) of the tube is
supposed to be empty and this is the main reason it appears
to be promising a “object” for storing chemical species. Sin-
gle walled carbon nanotubes can be found isolated although,
most of the time, they gather in a “compact” and ordered
way to make bundles or ropes (Fig. 3), the cohesion of which

ZIGZAG

CHIRAL

ARMCHAIR

Figure 2. Schematic representation of a graphene sheet and of the var-
ious ways to roll up a seamless tube with respect to the hexagonal
lattice. Electronic properties depend on the chirality. Reprinted with
permission from [18], J. E. Fischer, Chem. Innov. 30, 21 (2000). © 2000,
American Chemical Society.
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Figure 3. A high resolution TEM picture of SWCNTs packed into a
triangular lattice bundle. Diameter of each SWCNT is about 1.5 nm.
Reprinted with permission from http://www.ruf.rice.edu/∼smalleyg/
images/ropes_1c.jpg.

is due to weak interactions (i.e., dipole–dipole van der Walls
interaction). Up to about several hundreds of SWCNTs can
then form bundles which have a two-dimensional triangular
symmetry and diameters can be as large as several tens of
nanometers [20, 21].

Multiwalled carbon nanotubes (MWCNTs) are made of
several tubes fitted into each other in a nesting or “Russian
doll” fashion [22] (Fig. 4). The number of walls can be very
large (several tens) and the distance between them is about
0.34 nm. Nowadays, a better control of the synthesis method
can be achieved and nanotubes with a given number of walls
can be made. As for SWCNTs, the diameter of the cen-
tral tube can vary. Consequently, both the number of walls
and the diameter of the inner tube cause the diameter of
a MWCNT to be large (i.e., 5–100 nm). MWCNT ends are
not necessarily closed and their sidewall can exhibit many
defects (Fig. 5) [23]. Likewise, each individual tube consti-
tuting a MWCNT can have different symmetry (see Fig. 2)
[24].

Diameters, lengths, and symmetries much depend in all
cases on the synthesis procedure as well as on the post-
treatment of the nanotubes. In all the studies reported on
the electrochemical storage of Li+ in either single or multi-
walled nanotubes, it is likely that the samples were charac-
terized by a rather broad distribution of these parameters.
Consequently, it is somewhat difficult to relate these param-
eters to the insertion capabilities of the tubes. Nevertheless,

Rolled-up graphene sheet

Central Channel
(diameter from ~1 to a few nanometers)

interlayer space ~0.345nm)

Figure 4. Schematic representation of a MWCNT made of single tubes
inserted into each other (Russian doll model) (a). The distance between
each wall is about 0.345 nm. The diameter of the central tube can reach
several nanometers (b).

5 nm

Figure 5. TEM picture of a MWCNT obtained by catalytic decompo-
sition of acetylene on zeolites. Reprinted with permission from [48],
G. Maurin et al., Carbon 39, 1273 (2001). © 2001, Elsevier Science.

it has already been reported that the diameter of the tubes
could influence the insertion of potassium [25]. However, as
we will see in this chapter, the nature of the chemical species
bonded either at their external surface or at their extrem-
ities plays a key role. In other words, Li+ insertion mech-
anisms and storage properties appear to be more strongly
influenced by the defects than by diameter, length, and sym-
metry of the single and multiwalled carbon nanotubes.

2.2. Production

For the last decades, much effort has been devoted to the
synthesis, purification, and postsynthesis treatment methods.
Of course, the main target of all these investigations is the
development of experimental procedures able to produce
nanotubes in quantities large enough to perform all kinds
of experiments, and if industrial applications became the
norm, the production scale should be extended to kilos or
tons. Furthermore it is crucial to provide materials as pure
as possible. Almost all carbon nanotubes synthesis meth-
ods produce a non-negligible amount of other carbonaceous
species, more or less porous and amorphous [5], extremely
complicated to separate from the carbon nanotubes. Also,
many procedures require the use of metal catalysts (Fe, Ni,
Co, Y) and of substracts (porous alumina, porous silica,
or zeolites) which must be removed once the synthesis is
completed. Therefore, purification is a necessary step before
investigating the properties of the nanotubes. Finally, once
we can obtain pure single or multiwalled carbon nanotubes,
it appears quite tempting to perform physical or chemical
transformations by heating under different types of gas (oxi-
dizing or reducing atmosphere) or by treating the sample
with various chemical agents. The latter procedure, often
called functionalization, seems to be a promising approach
for adjusting the properties of the tubes to the desired appli-
cations [26]. It is noteworthy that the functionalization of
the CNTs is often achieved, certainly not on purpose and
in a very noncontrolled manner, when purifying the pristine
samples.
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2.2.1. Synthesis Methods
We can classify the various synthesis procedures into two
families: on the one hand, the methods based on the sub-
limation of carbon materials (mainly graphite) under inert
atmosphere and on the other hand the methods based on
chemical vapor deposition (CVD) principles. In the former,
carbon materials are sublimed due to an electric arc [21, 28],
a laser [20, 28, 29], or a solar furnace [30]. In the sec-
ond case, it consists of a gas reaction assisted by a cata-
lyst which can be accomplished in various manners: catalytic
decomposition of gaseous hydrocarbon compounds [31–35],
electrolysis [36], pyrolysis [37], and more recently aerosol
[38] methods.

So far, only the electric arc, laser ablation, and decompo-
sition of hydrocarbon methods have been able to produce
reasonably large quantities of carbon nanotubes and have
been used for the electrochemical application we are inter-
ested in.

It is possible to synthesize single and multiwalled nano-
tubes separately. The main factor is the composition of the
carbonaceous phase and the addition of metal catalysts. For
instance, if the carbonaceous material used in the electric
arc and laser ablation methods is made of graphite pow-
der only, then MWCNTs are synthesized. However, if this
material also contains metallic particles of Ni, Co, and Y
then single walled carbon nanotubes are obtained. For CVD
based methods, it is always necessary to use catalyst for both
single and multiwalled production. In that case, the main
factor is the size of the catalyst particle.

2.2.2. Purification
Carbon materials obtained via these different routes always
contain impurities that represent in certain cases up to
50% of the synthesized matter. They are various types of
solid carbon phases and the remaining catalyst particles [39].
When silica [23], alumina [33], or zeolite [40] supports are
used in the CVD process, they also must be eliminated. This
is carried out by dissolving the support with solutions of
fluoridric, nitric, or sulfuric acid. The undesirable carbona-
ceous phases can be eliminated by heating under oxygen
atmosphere or by acid oxidation since poorly organized car-
bons are less stable and are expected to be removed more
easily than carbon nanotubes. Oxidation in strong acid can
often be used for eliminating the catalyst particle. Also,
as-synthesized material can be purified by maintaining the
carbon nanotubes in suspension using ultrasound and filter-
ing the undesirable carbonaceous phases through a micro-
pore membrane [41]. Most of the time, all these reported
methods are used in subsequent steps.

It must be kept in mind that the purification route is long
and increases drastically the cost of the synthesis. Further-
more, each oxidizing heating or chemical treatment changes
the structure and the surface of the nanotubes. Likewise
a non-negligible amount of matter, including carbon nano-
tubes, is lost at each step of the procedure. So purification
must be thought of as a crucial step in the production of
carbon nanotubes.

2.2.3. Surface Defects and Functionalization
In the ideal case, the outer surface of carbon nanotubes
would be made of carbon atoms only linked to each other.
Thus, we could expect carbon nanotubes to be as chemi-
cally inert as graphite [42]. However, their sidewalls as well
as their extremities contain a certain amount of chemical
or physical defects which are created during the synthe-
sis or the purification routes and which greatly influence
their properties [43] and more particularly their capabil-
ity to insert lithium cations. Therefore, one of the most
challenging aspects in the research and development of car-
bon nanotubes during the coming years will probably be the
acquisition of a better knowledge and control of the defects.

Some physical defects can be directly observed by trans-
mission electronic microscopy (TEM) on MWCNTs pro-
duced for instance by catalytic decomposition (Fig. 5). In
that case, they mainly consist of noncontinuous carbon lay-
ers and open tips [23]. At the atomic scale, physical defects
can be identified as broken bonds or nonhexagonal carbon
cycles such as squares (C4), pentagons (C5), heptagons (C7),
and octagons (C8) that can be located at the extremities
or at the sidewall of the tubes (Fig. 6). These local defec-
tive structures imply stress that modifies the mechanical and
electrical properties. They can also act as doorways (i.e., C7,
C8, � � � ) for inserting small ions [44] or molecules.

Physical defects can be cured by heating at high tem-
perature under inert gas. Frackowiak et al. [23] showed
clearly how a post-treatment at 2800 �C can realign the walls
and close the extremities of their MWCNTs. By contrast,
increasing the physical defect density, shortening the tube,
or opening the tips can enhance some properties such as
field emission [45] or insertion. This can be achieved by
using strong chemical oxidation [46] or a mechanical process
such as abrasive treatment [47, 48] and ball milling [49].

Chemical defects are essentially associated with the pres-
ence of oxygen or hydrogen atoms that are bonded to the
carbon atoms. The C–H bonds can be introduced during
the synthesis (especially when CNTs are produced by CVD)
while oxygen impurities can also come from the reaction
with air when carbon nanotubes are extracted from the reac-
tor and when they are purified. For instance, the presence
of –C O, –C–OH, or even –COOH groups was detected
[50]. Also, it has been shown that SWCNTs and MWCNTs

∆F = 13.5 ∆F = 7.5 ∆F = 3.0 ∆F = 0.5

Ff = 0.0 Ff = 3.5 Ff = 6.2 Ff = 9.5

C6 C7 C8 C9

Figure 6. Representation of some possible topological defects at the
nanotube walls. �F (in eV) and Ff (in eV) are the diffusion barrier
and the formation energy corresponding to each defect respectively.
Reprinted with permission from [135], V. Meunier et al., Phys. Rev. Lett.
88, 075506 (2002). © 2002, American Physical Society.
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could be fluorinated [51, 52] at high temperature and defluo-
rinated by diverse chemical treatment. From all these chem-
ical groups attached to the carbon nanotubes, controlled
chemical [53] or electrochemical [54] functionalization can
be imagined, thus leading to an extraordinarily wide domain
of investigations. It has even been demonstrated that it is
possible to shape CNTs by using the chemical properties of
their functionalizing groups [55].

3. ELECTROCHEMICAL INSERTION
IN CARBONS

3.1. Principles

In this section, we propose a brief encounter with the basic
electrochemical principles needed for understanding the fol-
lowing sections.

Formally, the redox reaction of the lithium species can be
written as followed:

Li+ + xC + 1e− ⇐⇒ LiCx (1)

When the reaction proceeds from the left to the right, Li+

is reduced and it is oxidized in the opposite direction. The
potential associated to this reaction can be measured in an
electrochemical cell by comparing the potential of the car-
bon electrode where reaction (1) and only reaction (1) takes
place (working electrode) to another electrode where the
potential is constant and therefore used as a reference. Most
of the time, the reference electrode is a lithium metallic foil
where the following redox reaction takes place:

Limetal ⇐⇒ Li+ + 1e− (2)

Therefore, combining reactions (1) and (2), one can write
the global reaction:

Limetal + xC ⇐⇒ LiCx (3)

A schematic representation of an electrochemical cell
combining reactions (1) and (2) is given in Figure 7. If a

∆E

Current collector (Ni or Cu)

Sealed container

Carbon Nanotube
Electrode:
Carbon Nanotube+
PTFE+ Carbon Black

Metallic lithium
foil

Separator (non-
wowen polymer)
soaked with the
organic electrolyte
(EC, PC, DMC + Li+

salt)

Figure 7. Schematic representation of an electrochemical cell used for
characterizing the redox reactions between Li+ and the electrode which
contains the active carbon (i.e., graphite, CNTs, etc.).

current i flows in such a way that reaction (3) is pushed
toward the right (insertion) then the cell is discharged. If the
current flows in the opposite direction, deinsertion proceeds
and the cell is charged.

Two specific parameters can be investigated: the differ-
ence of potential �E measured between each electrode and
the quantity of electronic charges (i.e., the faradic capac-
ity Q) exchanged during the reaction. For the sake of com-
parison between experiments, Q must be divided by the
mass of electrochemical active carbon contained in the elec-
trode and then given as a specific value often expressed in
mAhg−1. At a constant pressure and temperature, it can
be demonstrated that �E accounts for the thermodynami-
cal characteristic of the intercalated phase LiCx. Therefore,
the variation of �E, measured upon intercalation or dein-
tercalation, provides information about the electrochemical
phases which are formed. The faradic capacity Q related to
the redox reactions is obtained at any time t by integrating
the product i dt. As charge and discharge are frequently per-
formed at constant current, then Q = it. If reaction (3) is the
only one occurring in the electrochemical cell then the value
of Q allows us to calculate the amount of Li+ that has been
intercalated (or deintercalated) in the carbon network. For
instance, providing that 1 g of metallic lithium oxidized in
Li+ exchanges 0.14 mole of electrons then the total capacity
Q corresponding to this oxidation is about 13,500 Coulomb
or 3800 mAh. The reversible capacity is the capacity which
can be recovered from the previous step. (N.B. Be aware of
the fact that this is not the thermodynamical reversibility.
The later is measured by comparing the potential of the cell
upon charging and discharging at a given value of Q.)

Theoretically, the electrochemical cell described in
Figure 7 is easy to set up. Practically, it appears more diffi-
cult because of the extreme chemical reactivity of the lithium
species with water. The electrochemical cell must then be
assembled and studied under water-free atmosphere (i.e.,
in a glove box). Likewise, the electrolyte which insures the
Li+ migration from one electrode to the other must be
totally anhydrous. Furthermore, it must be chemically and
electrochemically inert. If it is oxidized and/or reduced at
the electrodes, then an additional electric current will flow
and consequently will lead to a measured capacity Q which
is different from that induced by reaction (3). In most of
the experiments reported in this chapter as well as in the
commercial Li-ion batteries, the electrolyte is a mixture of
organic solvents: dimethyl carbonate and ethylene and propy-
lene carbonate in which lithium salts such as LiPF6 or LiClO4
are dissolved at a concentration of about 1 mole per liter.

As for the electrolyte, all the other nonactive elements of
the cell must be chemically and electrochemically inactive.
If not, additional currents can occur and make the mea-
surement of �E and Q unreliable. This stands more partic-
ularly for the materials which are combined with carbons,
the metal used as current collector, and the microporous
separator into which the electrolyte is absorbed. Usually,
the carbon electrode is made of a mixture which contains
about 90% in mass of the electroactive carbon (i.e., CNTs),
5% of black carbon for increasing the conductivity, and
5% of a binder. The later is a polytretafluoroethylene or a
polyvinylidene fluoride, the separator is a nonwoven mat of
polypropylene, and the current collector is a grid of nickel.
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3.2. Electrochemical Methods

As previously mentioned, the intercalation or insertion prop-
erties can be investigated from the curve which represents
the evolution of �E with Q [56] at a given current den-
sity j (the current i divided by the mass of active car-
bon). A schematic representation of the procedures used
when a constant current (i.e., galvanostatic conditions) is
applied to the electrochemical cell is given in Figure 8a.
The main advantage of this so-called galvanostatic method
is that it can quickly be carried out (i.e., one or more inser-
tion/deinsertion cycle can be performed per day depend-
ing on the current density). Moreover, this technique allows
direct access to the reversible and irreversible capacity, the
evolution of these capacities upon cycling, and finally the
thermodynamical irreversibility measured by the difference
of potential at a given value of Q between the charge and
the discharge. Further, as is the case for instance in graphite
(Fig. 9), the occurrence of different intercalation steps can
be pointed out. If the plateaus are not as pronounced as for
graphite, then the curve �E = f �Q� can be derived. Com-
plementary methods such as cyclic voltammetry can also be
used. It consists of measuring the evolution of the current
i when the applied potential �E is ramping. Usually, the
potential varies linearly at a given scan rate between two
selected limits (i.e., 0–3 V versus Li/Li+) such as it is possible
to investigate the various redox reactions [33, 57–60]. One
advantage of this method is also to assess the modifications
induced by the scan rate. Capacitance effects can then be
emphasized and qualitatively characterized [23]. However,
galvanostatic and cyclic voltammetry techniques do not pro-
vide all the information about the mechanisms responsi-
ble for the electrochemical behavior. For instance, it is not
possible to readily access the kinetic of insertion (i.e., the
diffusion processes). Impedance spectroscopy [61, 62] and
relaxation techniques as galvanostatic or potentiostatic inter-
mittent titration techniques (GITT [63] or PITT [64, 65])
can be employed for that purpose.

The analysis of the impedance spectra is based on the
schematic representation of the studied system by means of
resistance and capacitance equivalent circuits. The theoreti-
cal values of the real and imaginary parts of the impedance
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Figure 8. Schematic representation of the galvanostatic and GITT pro-
cedure used for measuring the capacity Q and the evolution of the
voltage upon the application of a current.
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Figure 9. A typical discharge curve E = f �Q� obtained for graphite.
Insert is the derivative of the potential as a function of the specific
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circuit can be expressed and fitted to the experimental one.
The fitting of the so-called Nyquist curves which report the
evolution of the real part Z′ as a function of the imaginary
part Z′′ of the impedance allows us to calculate the resis-
tance and capacitance of the different components of the
circuit. Then, different characteristic values of the system
can be determined (e.g., the double layer capacitance which
is proportional to the reactive surface of the sample). It can
also yield the value of the diffusion coefficient [57, 66–68].

GITT consists of applying periodically a constant current
followed by an open circuit period (Fig. 8b). The system
is charged or discharged while the current remains con-
stant and when it is switched off, the system relaxes until
it reaches a pseudo-equilibrium state which is characterized
by a voltage plateau. PITT involves the application, step by
step, of a potential. At each step, we measure the current
i as a function of time. As for GITT, the measured signal
tends toward a steady state.

These techniques yield two main facts. First, it is possible
to calculate by integration the charge or discharge capac-
ity after each current or potential pulse and therefore to
associate this capacity Q to the pseudo-equilibrium potential
measured at the end of the relaxation period. As for the gal-
vanostatic experiment already described, a �E = f �Q� curve
can then be plotted and derived if necessary. However, as
this representation corresponds to the pseudo-equilibrium
states, a much better resolution is obtained. The drawback of
this method is that it can demand several weeks just to com-
plete a charge/discharge cycle. Second, the relaxation period
can be used for analyzing the potential decay. A model pro-
posed by Honders and co-workers [69] provides an expres-
sion relating the potential decay function measured from
GITT to the diffusion coefficient Dli+ . Therefore, it makes
possible the evaluation of the diffusion coefficient after each
current pulse, that is to say, at every given value of Q upon
charge or discharge [70]. Similar methods are proposed from
PITT data [71].

It is worth noting that all these methods employed for cal-
culating the diffusion coefficient require the introduction of
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constant parameters, such as the length of the diffusion path,
whose the exact value is not known. For instance, this length
is frequently assigned to the electrode thickness. Our think-
ing is that it is not always necessarily true. Consequently, it is
not surprising that the Dli+ values reported in the literature
vary over several decades since they would strongly depend
on the experimental method and the intrinsic parameters
used for the fits of the data. Meanwhile, information can be
gained from the qualitative evolution of Dli+ with Q.

4. PHYSICAL METHODS FOR ANALYZING
CARBON NANOTUBES

The electrochemical techniques previously described pro-
vide information about the electrochemical characteristics of
the insertion process and about the electrochemical perfor-
mances of the CNTs. However, we cannot extract informa-
tion about the structure of the nanotubes during the whole
insertion process. Likewise, they are not sufficient to under-
stand how the lithium ions interact with the carbon structure
of the tubes. For instance, the knowledge of the electron
transfer between Li and CNTs is crucial for a better under-
standing of the electronic conductivity of the intercalated
tubes. To answer to these questions, physicists have adapted
some techniques. The purpose of this section is to enumer-
ate the methods commonly employed. No details about the
principles of these techniques will be given. They are well
known and can be extensively found in the literature.

Basically, the main problem faced by the experimentalist
who aims to analyze its samples is that the lithiated samples
are sensitive to moisture. Therefore, precautions must be
taken to prevent the contamination of the sample with water
contained in the air. This can be quite straightforwardly
undertaken with some techniques, but not with others.

4.1. Electron Microscopy
and Elemental Analysis

About 99% of the articles concerning CNTs contain pictures
obtained by electron microscopy. It can be scanning elec-
tron microscopy (SEM) which provides a direct image of
the studied material (Fig. 10). The best resolution (resolving
power) usually obtained with this technique is between 4 to
10 nm. It is useful for obtaining an overview of the mate-
rial at the �m scale. It allows us to (i) appreciate how the
tubes or the bundles are arranged (they can be aligned or
entangled), (ii) evaluate the shape, length, and diameter of
the tubes or of the bundles, and (iii) examine the shape and
the quantity of carboneous or catalyst particles.

The other important technique is TEM. It enables us to
visualize the structures and the morphologies of the tubes
at a smaller scale. In the high resolution mode, the carbon
layers can be observed (Fig. 5). It is thus possible to mea-
sure the interlayer distance and the internal and external
diameters and to observe both the extremities and the struc-
tural defects. The main drawback of TEM and SEM is the
same for all types of microscopy: they analyze only a given
part of the sample which may not necessarily be the most
representative of the whole material.

200nm

Multiwalled Carbon Nanotubes

impurities

(a) (b)

Figure 10. Typical SEM pictures of MWCNTs obtained by catalytic
decomposition of acetylene on a zeolite support; detail which shows
the tubes and the remaining particles (catalyst and diverse disordered
carbons) (a) and overview from which tube length can be measured (b).

Chemical analysis can be achieved by burning the sam-
ple and by analyzing the emitted gas. These basic chemi-
cal methods are reliable in most cases but are destructive.
Moreover, they just give the composition of the materials
and it is not possible to gain further details about the molec-
ular entities which could pollute the sample. This is the
reason why chemical analysis is very often performed using
the nondestructive physical techniques found in many elec-
tron microscopes nowadays. Electron or X-ray based analy-
sis methods like energy dispersive X-ray spectrometry, X-ray
photoelectron spectroscopy (XPS), and electron energy loss
spectroscopy which can probe chemical elements or entities
at the micrometer scale are the most common methods. As
an example, XPS is a powerful tool for analyzing the oxygen
groups attached at the surface of the tubes [23, 73]. It must
also be mentioned that infrared spectroscopy is also often
employed for determining the nature of the functionalized
groups [50].

4.2. X-Ray Diffraction

X-ray diffraction (XRD) is a widely used technique since it
enables us to characterize the structure of the carbon nano-
tubes. In contrast to electron microscopy, XRD does not
correspond to a local analysis. Therefore, it provides the
response of the whole sample. As an illustration, the asym-
metric peak (0,0,2) located around 13 �� (� is the diffraction
angle) characterizes the tubular morphology of the MWCNT
sample [22, 24] (Fig. 11). The exact position of the peak
allows us to determine the interlayer distance. The half-
width of this peak is inversely proportional to the coherent
scattering length. This length characterizes the dimension of
the diffracting structure. In the case of MWCNTs, it can be
associated with the thickness of their walls and consequently
their diameter. If it is much lower than those directly mea-
sured by TEM, it means that the stacking of the graphene
rolls is highly disordered leading to a turbostratic character
of the tubes. The latter point can be confirmed by the asym-
metry of the (1,0) peak at around 22�. Any new LiCx phase,
if ordered, exhibits new peaks on the XRD pattern.
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Figure 11. X-ray diffraction patterns obtained on as-synthesized MWC-
NTs produced by the electric arc technique (a) and by catalytic decom-
position of acetylene (b). ∗ denotes the peaks attributed to the remain-
ing cobalt particles.

The XRD pattern of SWCNTs provides information
about the structural organization of the two-dimensional lat-
tice of the nanotube bundles by means of (h,k) lines [73–75].
We can then deduce, for instance, from the position of the
(0,0,2) peak and its broadness, the parameter and the crys-
tallinity of the lattice of the SWCNTs respectively. Further-
more, a shift of the (h,k) lines for inserted nanotubes can
yield the expansion of the two-dimensional lattice associated
with the Li+ insertion mechanism [57, 76].

4.3. Raman, NMR, and ESR Spectroscopy

Raman spectroscopy has often been used to characterize
carbonaceous materials. Many studies have been carried out
on MWCNTs [77–81] and SWCNTs [82–86]. Recent inves-
tigations [87, 88] concerning both MWCNTs and SWCNTs
show that it can be a fruitful technique since the charge
transfer between Li and the carbon nanotube can be iden-
tified by the shift of the high frequency tangential vibra-
tional mode, usually named the G band, situated around
1580 cm−1. Another band located around 1330 cm−1, called
D, is due to different kinds of structural carbon defects.
Therefore, the ratio of the G and D band intensities can be
employed to quantify the degree of disorder of the nanotube
(Fig. 12). Moreover, in the case of SWCNTs, low frequency
Raman modes are found which can be related to the diame-
ter distribution of the bundles. This frequency domain is also
explored during the insertion process and can be useful for
a better understanding of the alkali–alkali or alkali–carbon
interactions [87, 89].
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Figure 12. Micro-Raman (confocal technique) obtained on as-
synthesized MWCNTs produced by the electric arc technique (a) and
by catalytic decomposition of acetylene (b).

Likewise, solid state 7Li nuclear magnetic resonance
(NMR) can be helpful for understanding the nature of the
Li–CNT bond. Its has been widely used in graphite [90–95]
and in other types of carbonaceous materials. Depending
on the location of the inserted lithium atom and conse-
quently on the specific charge transfer between Li and the
carbon network, the resonance will be shifted to a given
value. For instance, the broad band centered at 43.5 ppm
versus LiCl reference is characteristic of Li+ intercalated
between graphene sheets (Fig. 13). Furthermore, solid state
13C NMR can provide information about the electronic state
of the sample by considering the anisotropic shift of a sp2

carbon during the insertion process [96, 97].
Finally, electron spin resonance is also used to character-

ize the “electronic” behavior of the MWCNTs and SWCNTs
upon the insertion of alkali ions. It has been reported that
the occurrence of a dysonian shape signal and a temperature
independent Pauli paramagnetism for K-doped MWCNTs
and SWCNTs can be interpreted as a metallic state [97, 98].

5. INSERTION AND INTERCALATION
OF Li+ IN CARBON MATERIALS

First of all, two terms must be properly defined. Intercala-
tion should be used only when the lithium cations penetrate
into the interlayer space of the structure (i.e., the empty
space between two adjacent graphene sheets) or into the
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Figure 13. 7Li MAS NMR spectra obtained on fully lithiated as-
synthesized MWCNTs produced by the electric arc technique (a) and
by catalytic decomposition of acetylene (b). ∗ denotes the spinning side
bands. The 10 ppm band can be ascribed to Li+ adsorbed at the surface
of disordered carbons. The 43.5 ppm band, the so-called Knight shift, is
characteristic of Li+ intercalated between graphene sheets (a). In spec-
trum (b), the narrow band at −0.8 ppm is ascribed to Li+ inserted in
the SEI while the broad band centered at −0.1 ppm is likely due to Li+

adsorbed at the nanotube surface. As for Figures 17 and 18, these plots
clearly show the different mechanism of insertion/intercalation between
both types of MWCNTs.

central core of the nanotubes. If Li+ is bonded to the car-
bon atoms at the outer surface or to any other interstitial
sites, then insertion is the relevant term. Readers must be
aware that this distinction is not often clearly made and that
misunderstanding is possible.

Many investigations on alkali insertion or intercalation
in various types of carbonaceous solids were undertaken
[99–101]. The aim of these studies is to search for a material
which can store, in a reversible manner, the largest quantity
of alkali into the carbonaceous network. Beyond this
first requirement, the material must also sustain as many
as possible insertion/deinsertion cycles. To sum up, a car-
bon material which would exhibit a high irreversible capacity
coupled with a low number of insertion/deinsertion cycles
sustainability would not be a good candidate for recharge-
able batteries.

Among the various alkali atoms, lithium insertion was the
most studied because of its highest electrochemical standard

potential which means the highest energy stored per inserted
atom.

Insertion can proceed via chemical or electrochemical
routes. We will mainly focus on the latter. In principle, inser-
tion capacity and reversibility depend strongly on the chem-
ical composition and on the ordered/disordered state of the
carbon material. For instance, it was shown that an increase
of the hydrogen/carbon atomic ratio leads to an increase
of the insertion capacity [102]. Likewise, according to Dahn
et al. [5], it seems that “� � � the best microporous carbons for
lithium-ion batteries are those � � � with the minimum value
of R and Rg .” Here, R is associated with the number of
stacked graphene sheets and Rg is a parameter characteris-
tic of the pore size. So it is clear that both the composition
and the micro- and macrostructure of carbons are relevant
parameters for their insertion properties.

It would be too tedious to make an extensive presentation
of all the different possible mechanisms for Li+ insertion
in these materials. Therefore, for the sake of simplicity,
we shall begin with the description of Li+ intercalation in
graphite which is the well-known ordered carbon form and
for which a detailed image of the intercalation is given.
Starting from this point, a further attempt to draw the main
differences that we may expect for the intercalation or inser-
tion in CNTs will be presented.

5.1. Li+ Intercalation in Graphite

The studies of Li+ intercalation in graphite, either by chem-
ical [103] or electrochemical routes [104], show that lithium
reacts with the hosting carbon network by successive steps.
This can be clearly seen from the evolution of the poten-
tial �E as a function of the capacity Q where plateaus
appear (Fig. 9). Each of them accounts for the occurrence
of a new solid phase. This phenomenon means that differ-
ent crystalline states exist upon the intercalation process. In
other words, the interlayer spaces are not filled randomly.
The different intercalation states are named according to
the number of graphene sheets which separate two lay-
ers of intercalated lithium (Fig. 14a). Daumas and Herold
[105] refined the model initially due to Rüdorff and Schulze
[106] and proposed a model in which the second state takes
into account the possible deformation of the graphene layer
(Fig. 14b). The stoichiometry of state 1 is LiC6. The expan-
sion of the interlayer distance is less than 10% [61] mak-
ing the successive intercalation and deintercalation reactions
reversible under certain experimental circumstances.

The specific faradic capacity Q measured when very low
current densities are applied approaches the theoretical
capacity of LiC6 (i.e., 372 mAhg−1) [104]. The main draw-
back of graphite is that its structure can be exfoliated if
small molecules penetrate the interlayer space. This was
observed with certain solvents in which Li+ was dissolved. In
those cases, the irreversible capacity reached 1000 mAhg−1

and the graphite structure collapsed after a few intercala-
tion/deintercalation cycles [107]. It has been claimed that the
theoretical capacity of 372 mAhg−1 can be improved by oxi-
dation or mechanical treatments [108–111]. Exfoliation can
also occur when the discharge voltage is pushed below 0 V
(vs Li/Li+) [112].
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Figure 14. Schematic representation of the subsequent intercalated
states of graphite. Lines correspond to the graphene sheets and full
circles to the intercalated Li+.

The intercalation of Li+ involves an electronic charge
transfer from the carbon atoms to the lithium ions such that
Li+ is reduced to lower oxidation states. As was recalled in
Section 4, this can be followed by different spectroscopies
[91–93, 113–115]. Likewise, the various stages of the interca-
lation have been investigated by X-ray diffraction [61, 116,
117]. It is then possible to assign each potential plateau to
the coexisting phases (�E is given versus the Li/Li+ refer-
ence electrode):

i. �E = 0�21 V: State 1 (LiC6) diluted in State 4 whose
composition is not clearly defined

ii. �E = 0�14 V: State 2 (LiC18) diluted in State 3 (LiC24)
iii. �E = 0�12 V: State 2 (LiC18) diluted in State 2 (LiC12)
iv. �E = 0�08 V: State 2 (LiC12) diluted in State 1 (LiC6)

5.2. Li+ Intercalation in Disordered Carbons

These materials come from the pyrolitic reaction (reac-
tion with oxygen in a flame) of various organic compounds.
Their properties depend both on the heteroatoms remain-
ing attached to C (H, O, N, and S) and on the number
of graphitelike clusters which are formed into the amor-
phous structure. Some of these disordered carbons can be
transformed into graphite by heating at around 3000 �C
under inert atmosphere (soft carbons), while some others
cannot be converted to graphite even at high temperature
(hard carbons). Their ability to insert lithium can exceed
that of graphite [92, 118, 119]. This more effective behav-
ior can be schematically explained by the superposition of
different mechanisms; it can be either by the Li+ inter-
calation into the graphitelike cluster [120, 121], the Li+

insertion at the boundaries of these clusters [122–124], the
formation of Li metallic cluster into the porosity of these
disordered structure [125, 126], the occupation of porosity
created by the removal of heteroatoms during the heating
process [127, 128], and finally interactions with either hydro-
gen [129] or heteroatoms [130]. Unfortunately, this higher
insertion/intercalation capacity often comes with important
irreversibility that can be unsuitable for their use in Li-ion
batteries.

6. INSERTION AND INTERCALATION
OF Li+ IN CARBON NANOTUBES

CNTs are thought to be attractive hosts for lithium because
of their particular structure. First of all, it may be assumed
that a large amount of Li+ ions can be stored in the cen-
tral core, the interlayer space (case of MWCNTs), or the
empty space between the SWCNTs when they are assem-
bled in bundles. As was reported for disordered carbons, we
can also envisage a non-negligible amount of Li+ bonded to
the external walls of these structures. Likewise, it is most
likely that the structural and chemical defects of the CNTs
play a key role in their ability to intercalate and insert
lithium. To date, all these assumptions have been checked.
The purpose of this chapter is therefore to provide an up-
to-date review of the theoretical and experimental work
which has been collected since 1998/1999 when the first
electrochemical measurements were reported [23, 33, 49,
131–134].

6.1. Theoretical Predictions

Ab initio [44, 135] and semiempirical Hartree–Fock [136]
calculations have recently been carried out and have con-
cluded that the electrochemical intercalation of Li+ through
the walls of the nanotube is unfeasible. For instance, the
potential barrier that a Li cation must cross to pass through
a C6 cycle would be in the order of 10 eV (∼1000 kJmol−1).
This value decreases significantly to about 50–300 kJmol−1

if the cation goes through a C8 cycle [45, 136], but the pres-
ence of such C8 entities is unlikely (Fig. 6). Needless to say,
these energy values emphasize that Li+ cannot penetrate the
tube under standard conditions if the tube extremities are
closed and if there are no structural defects at the sidewall.
Defective CNTs would then have to be synthesized in order
to obtain a higher insertion capacity.

These calculations show that CNTs act as Li+ attrac-
tors. When lithium is adsorbed near the CNT walls, it is
reduced to about Li+0�7. It is suggested that the CNT sys-
tem is slightly more stabilized when Li+ is adsorbed at the
outer surface of the tube. This is still more significant when
two lithium cations are adsorbed: the most stable configu-
ration is obtained when both cations are outside the tube
(Fig. 15). This means that adsorption at the outer surface
is more favorable than intercalation inside the central chan-
nel and that the Lithium insertion capacity would strongly
depend on the specific surface of the sample. The average
distance between the adsorbed cation and the sidewall has
been evaluated to be equal to about 0.2–0.3 nm.

It is also demonstrated that the diffusion of Li+ interca-
lated inside the central core is almost free [135, 137]. Very
weak potential barriers (about 0.04 eV) are encountered by
Li+ when it moves inside the tube such that its residence
time could be rather short (a few microseconds for a 1 �m
long CNT).

Finally, it is pointed out that the presence of preadsorbed
Li+ on the outer surface of CNTs allows hydrogen molecules
to be adsorbed via the occurrence of stable Li–H2 entities
[136, 138]. These results would confirm that Li+-inserted
CNTs are much better candidates for hydrogen adsorption
[139, 140] than pristine CNTs [141].
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Figure 15. Optimized structures and binding energies (eV) of different
isomers of one (a & b) and two Li+ (c–f) ions at the sidewall of a
nanotube. Reprinted with permission from [44], T. Kar et al., J. Phys.
Chem. A 105, 10397 (2001). © 2001, American Chemical Society.

6.2. Chemical Li Intercalation

Prior to reviewing the electrochemical insertion, let us recall
the main information gained from the chemical intercalation
that can be performed via a gaseous (a high pressure of
alkali vapor) or a liquid phase (a molten salt or metal) [13].
The latter also corresponds to redox reactions between the
carbon nanotubes and solutions containing tetrahydrofuran
solvent and various organic radical anions as naphthalene,
benzophenone, and benzoquinone characterized by different
redox potentials, with lithium ion as a counterion [142, 143].
The composition of the lithiated phases was thus obtained
by determining the number of electrons transferred from
the solution to the carbon material. This can be estimated
from the variation of the concentration of the radical ions
induced by the redox reactions.

Most of these studies preceded the first results reported
on the electrochemical intercalation. Consequently, the
interpretation of the results obtained by the electrochem-
ical route are greatly influenced by the conclusions drawn
from the previous chemical intercalation investigations. So
it seems to us important to write a brief report about it.

6.2.1. Multiwalled Carbon Nanotubes
In 1994, Zhou et al. [22] studied, for the first time, the chem-
ical intercalation of potassium and rubidium in MWCNTs
produced by the electrical arc technique. This intercalation
process seems to proceed via the structural defect located
at the outer surface of the tubes. Later, Suzuki and Tomita
[25] reported the observation by TEM of a well defined
intercalated state corresponding to the stoichiometry KC24
similar to state 2 of the Daumas/Herold classification for
graphite. They pointed out that MWCNTs having a diameter
larger than 10 nm were more reactive toward the potassium

vapor. Mordkovich et al. [144–146] observed an heteroge-
neous K-intercalated structure looking like a necklace of
pearls. It was then assumed that a given MWCNT could be
intercalated in some specific regions and not in other ones.
The first work with high pressure of lithium vapor was car-
ried out by Nalimova et al. [147] and showed the occurrence
of an unstable LiC2 phase with MWCNTs produced by cat-
alytic decomposition. This phase has the same periodicity
as LiC6 with highly dense layers of lithium. Finally, it was
reported by Chen et al. [140] that a LiC15 phase could be
obtained by mixing MWCNTs and lithium carbonate and
that this phase could store up to 20% in mass of H2. This
result was not confirmed by Yang [139] who obtained “only”
2% of adsorption, using the same conditions. (Readers who
are interested in the H2 uptake in CNTs must be aware of
the fact that the experimental data reported in the literature
are highly controversial and that no general agreement exits
on the CNTs’ ability to store a large quantity of molecular
hydrogen.)

6.2.2. Single Walled Carbon Nanotubes
More studies have been undertaken on the chemical interca-
lation of alkali in SWCNTs [142, 143, 148] since the presence
of alkali increases the electronic conductivity of the tubes
[83, 149]. MC7, MC8, MC24 (M = K or Cs) [29, 149–151],
and LiC10 [152] phases have been obtained. An expansion
of the bundles network is observed, meaning that K and
Cs would be preferentially adsorbed into the interstices of
the bundles between the SWCNTs. This result is in good
agreement with the calculations reported in the previous
section. However, the complete occupation of these inter-
stitial sites would lead to MC16 stoichiometry [153]. In this
case, MC8 and MC7 phases could not be explained from
this simple assumption. We must then assume that each
interstitial site is occupied by more than one lithium atom
or that lithium atoms also penetrate the central core. As
explained in Section 6.1, the latter event is rather unlikely,
unless the SWCNTs have opened tips or the pressure and
temperature conditions allow the alkali to cross the potential
barrier.

6.3. Electrochemical Li+ Intercalation

Many investigations have been reported on this subject [23,
33, 46, 48, 49, 57, 60, 65, 68, 70, 71, 76, 87, 88, 131–134,
153–166]. First of all, it must be underlined that there are
non-negligible discrepancies between the various articles,
not that the authors are responsible for it. It is most likely
because the physical and chemical characteristics of CNTs
vary from sample to sample, though they can be produced
and treated by the same methods. Other factors play impor-
tant roles: (i) the way the CNT electrodes are prepared, (ii)
the size (surface and thickness) and the porosity of these
electrodes, (iii) the nature of the electrolyte, and finally
(iv) all the selected parameters for the electrochemical tests
(current density, voltage range, and scanning rate in cyclic
voltammetry, relaxation time in GITT or PITT, � � � ). The
combination of all these variable factors is so broad that it is
not so surprising to notice discrepancies. Nevertheless, some
general trends can be drawn.
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6.3.1. Multiwalled Carbon Nanotubes
Typical E = f �Q� curves [133, 165], of the first discharge
and of the subsequent charge and discharge, are reported
in Figure 16. (N.B. Basically E = f �Q� is obtained by
the application of a current density in the order of 5 to
10 mAg−1 of nanotubes.) These data were collected on
MWCNTs produced by the electric arc (Fig. 15a) and by
catalytic decomposition (Fig. 16b) synthesis methods. From
these plots, it is possible to determine the irreversible
and reversible capacity. It can be noticed that they vary
greatly from one sample to another. Electric arc MWCNTs
exhibit much lower reversible (Qrev = 145 mAhg−1) and irre-
versible (Qirrev = 190 mAhg−1) capacities compared to cat-
alytic decomposition MWCNTs (Qrev = 190 mAhg−1 and
Qirrev = 1150 mAhg−1). It is noteworthy that very similar
E = f �Q� curves were reported elsewhere [23, 60, 154],
except that in some cases reversible capacities as high as
about 400 mAhg−1 were obtained [134, 155].

In almost every case, we can observe that the higher the
irreversible capacity, the higher the initial reversible capac-
ity. However, it seems that a high initial capacity is followed
by a more important decrease of the reversible capacity
upon cycling. Basically, it is observed that the irreversible
capacity is directly related to the specific area of the sample
whereas the reversible capacity is clearly dependent on the
ordering degree of the MWCNTs. When the nanotubes are
treated at high temperature, the suppression of the physi-
cal defects located at the sidewalls, as well as at the inner
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Figure 16. First discharge (D1), charge (C1), and second discharge
(D2) obtained on as-synthesized MWCNTs produced by the electric arc
technique (a) and by catalytic decomposition of acetylene (b). One can
note the huge irreversible faradic capacity measured in the second case
along with a larger hysteresis. In both cases, the current density applied
to the cell was equal to 10 mAg−1.

tube surface, is associated with a significant loss of reversible
capacity [23].

A deeper analysis of the E = f �Q� or dQ/dE = f �Q�
curves emphasizes that the only plateau noticed appears at
potentials higher than 0.5 V during the first discharge and
vanishes afterward. We demonstrated from various analy-
sis methods that at potentials higher than 0.2–0.1 V, though
the first discharge capacity is already large, there is no trace
of intercalated Li inside the tube [133]. A pseudo-plateau
(not really flat) was observed in electric arc MWCNTs, at
about 0.1 V. It was assigned to the intercalation of Li+ into
the CNT structure which turns out, in that case, to look
like a necklace of pearls (Fig. 17) as was already observed
by chemical insertion [144]. The only way to account for
this particular shape is to assume that Li+ penetrates the
tube via the physical defects present at the surface. The
∼0.1 V pseudo-plateau seems not to be exhibited by catalytic
decomposition MWCNTs (Fig. 16b). The different mecha-
nisms of insertion/intercalation in MWCNTs produced by
electric arc and catalytic decomposition can be seen on
the XRD patterns of the samples at the end of the dis-
charge (Fig. 18). Electric arc nanotubes exhibit new diffrac-
tion peaks which can be assigned to the occurrence of a new
phase similar to the stage 2 of graphite [61, 116, 117]. On
the contrary, no new peak appears in the lithiated MWCNTs
obtained by catalytic decomposition. The same trends are
observed from the Raman (Fig. 18) and from NMR (Fig. 19)
spectra.

Mukhopadhyay et al. [160] report, in a recent article,
cyclic voltammetry obtained at a very low scanning rate
(4 �Vs−1) on electric arc MWCNTs where distinct peaks
occur in the 0–0.3 V potential range. These peaks are inter-
preted as arising from various intercalation stages. This
is the only work where such a graphitelike behavior is
seen. Nevertheless, the reversible capacity (Q equals about

a

50 nm

Figure 17. TEM picture of an intercalated MWCNT produced by the
arc electric method. The “necklace” morphology indicates that Li+

intercalates the tube through its sidewall defects and not the central
channel. This intercalation mechanism leads to weak reversible capac-
ities but to weak overvoltages (see Fig. 16a) as in graphite. Reprinted
with permission from [133], G. Maurin et al., Chem. Phys. Lett. 312, 14
(1999). © 1999, Elsevier Science.
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Figure 18. X-ray patterns obtained on fully lithiated as-synthesized
MWCNTs produced by the electric arc technique (a) and by catalytic
decomposition of acetylene (b). ∗ denotes the peaks attributed to the
remaining cobalt particles. Comparison with XRD patterns plotted in
Figure 10 shows the occurrence of new peaks in case (underlined) (a)
but not in case (b).

160 mAhg−1) measured on these MWCNTs is again much
lower than in graphite.

The intercalation of Li+ in MWCNTs would not always
be, as we could have expected, similar to the intercalation in
graphite. Apart from the work of Mukhopadhyay et al. no
intercalation state has ever been observed. This result is dif-
ferent from the observation reported on the chemical inser-
tion where some well defined intercalated phases become
visible.

The correlation between the specific area and the capac-
ity is likely to be due to the irreversible and reversible redox
reactions of lithium with the surface of the tube. The ori-
gin of the irreversible capacity is usually assumed to be
related to the formation of a passivating layer, the so-called
solid electrolyte interphase (SEI). It can be made of various
lithium alkyl carbonates formed by the redox reaction of Li+

with the solvent molecules [167, 168] or from the reduction
of some oxygenated groups attached to the surface of the
CNTs. In the later case, lithium oxide can even be formed
[130, 169]. The formation of these compounds is highly irre-
versible and usually occurs at potentials ranging from 3 to
0.5 V. The better resolution of the E = f �Q� curves (or its
derivative) obtained by GITT enables us to point out the
subsequent redox steps associated with the formation of SEI
[70].

The other noticeable feature of the Li+ insertion in
MWCNTs, compared to graphite, is the large hysteresis

1200 1300 1400 1500 1600 1700

1590 cm-1

1330 cm-1

Raman Frequency (cm-1)

In
te

ns
it

y
(a

.u
.)

(a)

1200 1300 1400 1500 1600 1700

D2

G
D1

1610 cm-1

1327 cm-1

1579 cm-1

Raman Frequency (cm-1)

In
te

ns
it

y
(a

.u
.)

(b)

Figure 19. Micro-Raman (confocal technique) obtained on fully lithi-
ated as-synthesized MWCNTs produced by the electric arc technique
(a) and by catalytic decomposition of acetylene (b). Comparison with
Figure 12 denotes a significant variation of the Raman signal of the
electric arc nanotubes while the response of the catalytic decomposition
nanotubes remains unchanged.

measured between the discharge and charge potential (see
Fig. 16). It is quite clear that the amplitude of this effect is
much larger when the irreversible capacity is high. There-
fore, it must also be connected to some reactions at the
surface of the CNTs, that is to say, to SEI. As SEI contains
species which are electronically insulating, it strongly limits
the electron transfer between Li+ and the carbon structure.
This obstruction implies an increase of the redox potential,
so-called overvoltage, which makes the system unsuitable for
industrial applications. Frackowiak et al. [23] have also per-
formed cyclic voltammetry on their low temperature treated
(900 �C) MWCNTs and have detected a strong capacitance
character in the 1.5–3 V potential range. This capacitance,
equal to about 35 F g−1, acts as a thermokinetic barrier
which hinders the electronic transfer and thus enhances the
overvoltage. Although this effect is undesirable for battery
applications, it can be of great relevance for supercapacitors
[166].

The increase of capacity induced by the surface chem-
ical activity and the physical defects of the tubes incited
some authors [48, 157] to open their MWCNTs by mechan-
ical treatment. Unfortunately, though these treatments
increased the irreversible capacity, the reversible capacity
remains at about the same level as the closed MWCNTs.

The evolution of the Li+ diffusion coefficient upon dein-
sertion (Fig. 20a), calculated from GITT experiments in
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Figure 20. Diffusion coefficient as a function of the specific faradic
capacity measured from the GITT method on as-synthesized MWCNTs
produced by the electric arc technique (a) and by catalytic decomposi-
tion of acetylene (b). The diffusion coefficient is given with respect to �,
the length of the diffusion path. GITT was performed, upon charge, by
applying periodically a current density of 5 mAg−1 for 1 hour followed
by 2 hours of relaxation.

MWCNTs produced by electric arc, shows no strong depen-
dence [70]. This behavior is different for graphite which
exhibits a significant decrease of Dli+ along with the occur-
rence of the intercalation stages [170–173]. This decrease is
assumed to arise from the electrostatic repulsion between
the intercalated Li+.

The same experiment undertaken on MWCNTs produced
by chemical vapor deposition shows a rather distinct behav-
ior with Dli+ minima (Fig. 20b). These minima, already
observed in some disorder carbons [174], can be ascribed to
the different redox kinetics associated with distinct adsorp-
tion sites (i.e., functional groups or interstices) present at
the surface of the tube. This result corroborates that the Li+

insertion is, in that case, mainly related to the redox reac-
tions taking place at the surface of the tube.

To sum, Li+ insertion in MWCNTs is much more interre-
lated to the diverse surface reactions than to a “true” inter-
calation between the graphene layers or inside the central
channel of the MWCNT. Although there is some evidence
for Li+ intercalation and for the occurrence of different
intercalated phases, the reversible capacity, in that case,
is very low compared to the insertion at the surfaces and
much lower than the capacity (i.e., 372 mAhg−1) corre-
sponding to the intercalated LiC6 graphite-based compound.
The contrast of behavior between the electric arc and CVD
MWCNTs could be due to the fact that intercalation is pos-
sible only if the sidewalls have physical defects but no chem-

ical groups attached at the surface. The oxygenated groups,
present in much higher quantity on the CVD MWCNTs,
lead to the formation of SEI which hinders the Li+ diffusion
toward the sidewall of the tubes.

Finally, it must be emphasized that the experimental
observations summarized in this section are supported by
the theoretical predictions.

6.3.2. Single Walled Carbon Nanotubes
The E = f �Q� curves reported on SWCNTs look like those
exhibited by MWCNTs (see Fig. 16) [49, 57, 156]. The first
discharge is characterized by rapid decrease of the potential,
then a plateau at around 1 V, and finally a slow decrease
toward 0 V. However, in most of the reported results, the
1 V plateau is much longer than for MWCNTs. It can cover
several hundreds of mAh g−1. As for MWCNTs, this plateau
which does not occur on the subsequent charges and dis-
charges can be assigned to the formation of SEI. This essen-
tially contributes to the irreversible capacity which turns out
in some cases to be as large as 1000 mAhg−1. This huge
capacity is directly associated with the high specific surface
of SWCNTs which is on the order of 300 m2 g−1 (com-
pared to the 10–20 m2 g−1 generally reported for MWCNTs).
The electrochemical reaction involving functional groups at
the SWCNT surface is demonstrated by Barisci et al. [58]
from cyclic voltammetry in aqueous and organic solvent and
from the measurement of SWCNT electrical resistance upon
Li+ insertion in two different organic solvent [76]. Never-
theless, it is clear from all the published results that the
reversible capacity is larger in SWCNTs than in MWCNTs.
Values of about 500 mAhg−1 are often obtained in puri-
fied but nontreated SWCNTs. Because of the important sur-
face electrochemical activity of SWCNTs, large hysteresis is
always observed between the charge and discharge poten-
tial. Again, it seems that a correlation exists between the
irreversible capacity and the amplitude of the hysteresis
which makes the SWCNTs investigated to date unusable for
battery applications. Meanwhile, attempts to increase the
reversible capacity were carried out by opening or cutting
the samples. Although this solution yielded unsatisfactory
results for MWCNTs, it appeared to be very efficient in
the case of SWCNTs. First, Gao et al. [49] measured
much higher reversible capacities upon processing their
SWCNTs by ball milling. So reversible capacities as high
as 1000 mAhg−1 were obtained. Besides, the irreversible
capacity was lowered as a consequence of the specific sur-
face decrease induced by the ball milling process. This result
would mean that the opening of the tube allows Li+ to
reversibly intercalate the central core of SWCNTs. This
assumption is in agreement with the theoretical calculations
[153]. In a more recent article, Shimoda et al. [46] reported
reversible capacities of about 700 mAhg−1 (corresponding
to the LiC3 stoichiometry) when SWCNTs are etched by
strong acidic treatment which opens the tube and reduces
their length. It is remarkable that, for the first time, two
potential plateaus clearly appear on the E = f �Q� plots at
the second and further discharges when SWCNT lengths are
shortened to 0.5 �m. These plateaus would then be the sig-
nature of staging intercalation mechanisms and would then
confirm that the central core of the tube can be occupied
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by Li+ when SWCNTs are open and short enough. How-
ever, as these plateaus were not reported after ball milling
which is also assumed to open the tubes, confirmation of
Li+ intercalation in the central core and of defined staging
stoichiometry is still needed.

When SWCNTs have close caps, in-situ XRD studies
[76] showed that the insertion of Li+ irreversibly destroyed
the bundle triangular structure. This indicates that Li+ is
inserted in the interstices of the bundles, strongly modifies
the symmetry of the cohesion forces which ensure the stabil-
ity of the bundles, and as a consequence breaks their orga-
nized structure. It is noteworthy that the triangular structure
which is not recovered upon deinsertion can be recovered
after a thermal treatment.

No kinetic investigation has been reported from GITT or
PITT measurements. However, electrochemical impedance
spectroscopy has been used [67]. A diffusion coefficient
equal to about 10−12 cm2 s−1 was thus determined on
nontreated SWCNTs and assigned to the kinetic of insertion
into the interstices or at the surface of the SWCNT bundle.
This result supports the assumption that Li+ is only inserted
at the external and internal surface of the bundles but not
into the central channel of the pristine SWCNTs.

6.3.3. Discussion
To summarize, it can be said that nontreated SWCNTs
behave very similarly to MWCNTs since Li+ electrochemical
insertion mainly proceeds at the external surface of the tube.
The increase of reversible and irreversible capacities would
arise from the higher specific area of the SWCNTs, but it
is likely that the intercalation mechanisms which involve,
in both cases, the reaction of Li+ with the CNT exter-
nal surface, and more particularly with the chemical groups
attached to it, are the same. Intercalation in MWCNTs, via
the defects of the external wall, has also been reported, but it
appears as a secondary phenomena which does not enhance
significantly the capacity. However, intercalation of Li+ into
the central channel of SWCNTs when they are broken by
mechanical treatments or etched by a strong acid solution
seems possible and related to double faradic capacity, but
direct evidence has not been definitively provided yet.

In almost every case, overvoltage appears to be very
large. This characteristic which seems to increase with the
reversible capacity impedes the use of CNTs in Li+ batter-
ies. So far, though it was shown that the reversible capacity
was maintained upon a few charge/discharge cycles, no data
have been reported about the “real” cycling life of CNTs.
Industrial purposes require up to 1000 cycles. Longer tests
then have to be carried out in order to prove the ability of
CNTs to sustain such a long electrochemical life.

Finally, it can be emphasized that chemical and electro-
chemical routes for Li+ intercalation yield different results.
None of the well defined stoichiometry reported for the
chemical insertion has been reported for the electrochemical
one. This could result from (i) the chemical reaction which
implies the nanotube surface and the organic solvent used
for the electrochemical route and/or (ii) the fact that Li, in
the vapor or a liquid state, used in some chemical insertion
does not have the same chemical potential as Li+ dissolved
in the organic electrolyte.

7. CONCLUSION
Although we now have experimental evidence, supported by
theoretical calculations, that Li+ can undoubtedly be elec-
trochemically inserted into CNTs, it remains very difficult
to provide a simple and single image of the mechanisms
involved. By contrast with the case of graphite, it is not yet
clearly established whether CNTs can be intercalated step
by step with the occurrence of a well defined state. In this
way, only a few indications are given by the various authors
and it stays a subject of controversy.

This lack of clear understanding lies in the strong dif-
ficulty to compare the various samples with each other.
The ways they have been produced, purified, and eventu-
ally treated create so many different configurations at the
molecular scale that disparities occur. We are then facing,
to some extent, the same difficulties that have already been
encountered about the lithium insertion in the disordered
carbons for which various interpretation can be given [175].

However, some general trends can be drawn. First of all,
the specific faradic capacities Q, both reversible and irre-
versible, appear to be closely related to the specific area
of the studied sample. This indicates that the nature of the
physical and chemical defects existing at the surface of the
tubes plays a key role both in the quantity of lithium which
can be reversibly inserted and in the insertion mechanism
itself. The formation of the solid electrolyte interphase, by
reaction of the nanotube surface with the organic electrolyte,
would control most of the insertion process. If the nanotube
surface is covered with large quantities of oxygenated groups
then the SEI is likely to be thick and uniform and thus
to act as a barrier which hinders lithium intercalation. For
instance, Li+ intercalation between the walls of MWCNTs
has been observed but it was on nontreated tubes produced
by the electric arc method, that is to say, on MWCNTs hav-
ing the least possible amount of oxygenated groups at their
surface. Unfortunately, the amount of intercalated lithium
was much lower than in graphite because the tubes do not
have many “gates” through which Li+ can penetrate the
structure. The idea was then to create doorways (i.e., phys-
ical defects) by opening and cutting the tubes, but the pro-
cedures used, if they effectively create defects, also increase
the chance to cover the tubes with oxygenated group which
will then block the intercalation. In principle, it is possible
to get rid of the oxygenated group by treating the tubes at
high temperature under a controlled reducing atmosphere.
However, such a treatment, if efficient enough, would help
the tube to cure its physical defects and as a consequence
to close the access to its inner parts. The solution of this
dilemma is rather intricate and, as far as we know, has not be
found yet. Therefore, one could take advantage of the fact
that a non-negligible part of the lithium insertion at the sur-
face is reversible. CNTs could then be used, not because of
their apparently open hosting structure as was thought at the
beginning, but thanks to their surface properties. New forms
of “carbon-nanotube-like” structures with more favorable
mesoporosity and surface reactivity are under investigation
[176]. Larger capacities have even been recently reported
on oxidized CNTs [177]. The major drawback is, however,
that the reversible faradic capacity due to the insertion at
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the surface goes along with high thermodynamic irreversibil-
ity (i.e., the overvoltage), which makes their application in
Li-ion batteries irrelevant.

The solution could then be to produce CNTs coated or
assembled with chemically inert (viz. the electrolyte) com-
pounds which would be capable of inserting lithium in a
truly reversible manner. In such a case, CNTs could not
be seen as the electroactive matter but as a highly con-
ducting substrate able to drain electrons from the active
matter to the external circuit. Recent examples have been
reported where SWCNTs are mixed with vanadium oxide
[178] and Sn2Sb [163]. Further, the possibilities provided by
the electrofunctionalization [54] or metal electrodeposition
techniques should open new investigation routes.

Anyway, as was outlined in the Introduction, we are still
far from the industrial production of CNTs, doped or non-
doped, that will be able to supply materials whose the ratio
performance/price could compete with the actual carbons
used in lithium-ion batteries.

This is a rather pessimistic view, but it only concerns
the main application we could have expected for CNTs.
However, the electrochemical insertion of lithium, or other
species, into the various forms of CNTs, especially where
they are treated, remains an exciting subject for fundamental
research which will surely open new perspectives for various
applications.

GLOSSARY
Ab initio Or “from the beginning.” Resolution of
Schrödinger’s equation (fundamental equation of quantum
mechanics) when only the atomic number of the considered
atoms, the mass, and the charge of the electron are input
into the calculation.
Alkali The family name of the elements (from lithium to
cesium) of the first column of the periodic table.
Alumina Solid compound whose chemical formula is
Al2O3. It exists under various crystalline forms.
Amorphous It qualifies the absence of order or symmetry
of a solid network. Basically, it is the opposite of crystalline.
Carbon nanotube (CNT) A nanoscopic tubular structure
made of carbon (see Fig. 2).
Catalyst A chemical compound that makes possible a
chemical reaction which would not take place or would be
too slow without its presence.
Chemical vapor deposition (CVD) A widely used synthesis
technique for producing thin films or nanostructures. Basi-
cally, it consists of mixing gases in a reactor under well con-
trolled pressure and temperature conditions such as they
react or crack to form a solid or a mixture of solid phases.
Schematically, the reaction proceeds i) in the gas phase and
the materials thus formed are deposited onto the wall of
the reactor or ii) it takes place at the surface of a sub-
strate placed into the reactor and maintained at a suitable
temperature.
Cluster Small particle made of a few atoms.
Current density Defined by the ratio of the current over
the cross-sectional surface of the electrode. In principle,
electrochemical capacity should only be compared for a

given value of current density. Also bear in mind that the
surface of the electrode is a parameter which is not as simple
as it sounds, especially for porous electrodes.
Dli+ Diffusion coefficient of Li+ (m2 s−1). The diffusion
coefficient, defined from Ficks’ laws, accounts for the ability
of a given species (i.e., Li+) to migrate into a given matter.
It is the coefficient of proportionality between the current
density induced by the displacement of Li+ and the force
(electric field, gradient of concentration, � � � ) which gives
rise to this displacement.
DMC, EC, PC Dimethyl carbonate, ethylene carbonate,
and propylene carbonate are water-free organic solvents
with high dielectric constants (>40). They can then dissolve
a reasonably high content of lithium salts and therefore be
used as electrolytes for lithium batteries. Furthermore, they
are relatively inert viz. the materials used in the battery and
they are neither reduced nor oxidized upon charge or dis-
charge of the battery (under normal operation conditions).
Double layer capacitance Capacitance formed by one
layer of ions adsorbed at the surface of the current collector
and whose the charge is opposite to the collector.
Electrochemical It concerns chemical reactions which are
controlled by electron exchange at a current collector (usu-
ally a metal).
Electrochemical potential (V) (E) It characterizes the
ability of a species under given conditions (temperature,
concentration, oxidation state) to give (i.e., to be oxidized)
or to accept (i.e., to be reduced) electrons. In other words,
it schematically corresponds to the electrical measurement
of the energy needed for the oxidation or reduction of a
given species.
Electrolysis When a chemical compound is decomposed
by oxidation or reduction (i.e., water electrolysis gives oxy-
gen and hydrogen gases).
Electrolyte It can be a solution, a molten salt, or a solid
containing mobile ions. Its ionic conductivity must be as high
as possible whereas it must be an electronic insulator.
Electron energy loss spectroscopy (EELS) It is an elec-
tron beam microanalysis based on the energy loss (inelastic
diffusion) of the electrons which are transmitted through
the sample. The energy loss spectrum exhibits peaks which
identify the elements present in the sample. This analysis
method is coupled with TEM.
Electron spin resonance (ESR) A method whose principle
is to measure the response of unpaired electrons placed in
a magnetic field.
Energy dispersive X-ray spectrometry (EDX) It is an elec-
tron beam microanalysis based on the excitation of charac-
teristic X-rays which identify the element present (atomic
number >3) and whose the intensity is proportional to the
relative amount of the investigated element. This analysis
method is often coupled with SEM.
Galvanostatic intermittent titration technique (GITT) It
is a electrochemical method which consists of applying to
an electrode a constant current during a short period of
time and then of measuring the evolution of the electrode
potential when the current is switched off. This operation
can be repeated as many times as necessary. In other words,
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it is a step by step constant current charge or discharge
procedure.
Graphite This is the most stable form of crystallized car-
bon. It is a good electronic conductor, it is highly inert viz.
many chemical compounds. Its layered crystalline structure
allows the intercalation of small ions and chemical com-
pounds (see Fig. 1b).
Hartree–Fock Method for the resolution of Schrödinger’s
equation. It can also be called self-consistent field method.
It is a semi-empirical method where experimental values as
ionization energies are input into the calculation.
Insertion When molecules, atoms, or ions penetrate the
structure of a given solid. Structure as to be understood in
a very broad meaning; it can be the structure at the atomic
scale (insertion in empty sites in the bulk or at the surface of
the solid network) as well as at the nanometric scale (nano-
or mesoporosity, large defects at the surface, � � � ).
Intercalation As for insertion but in a more restricted way.
Intercalation is limited to the insertion of molecules, atoms,
or ions into the empty interlayer space of a layered struc-
ture. In CNTs, it corresponds to the insertion in between the
walls of MWCNTs or in the central channel of MWCNTs or
SWCNTs.
Laser ablation Sublimation of a solid compound when it
is irradiated with a laser beam.
Lithium It is the first alkali metal. Its atomic mass is 7 and
its ground electronic state configuration is 1s2 2s1. Its ability
to lose one electron (to be oxidized to Li+) is very high,
so that its redox potential (E0 = 3�04 V) makes it the most
appealing element for energy storage.
Multiwalled carbon nanotubes (MWCNT) Made of sev-
eral single walled carbon nanotubes fitted into each other
such as in a nesting or “Russian dolls” pattern (see Fig. 4).
Nuclear magnetic resonance (NMR) A widely used
method whose principle is to measure the response of a
given atomic nucleus when it is placed in a magnetic field.
This response strongly depends on the atomic electronic
state and its atomic environment, hence yielding fruitful
information about its surrounding structure.
Oxidation Chemical reaction which corresponds to a loss
of electron.
Polytetrafluoroethylene (PTFE) Also known as Teflon®. It
is a very resistive polymer. It is chemically and electrochem-
ically inert. Further, it exists in liquid suspension which can
be readily mixed, in very small quantity, to a powder in order
to form a paste. Once the paste is dried, it forms a bind-
ing network which ensures cohesion between the grains of
the powder, giving rise to a material with a reasonably good
elasticity. It is very often used as a binder in electrodes.
Potentiostatic intermittent titration technique (PITT)
As for GITT, except that in that case, the electrode is
submitted to a constant potential during a given period of
time and the information is contained in the time evolution
of the current.
Pyrolysis When a compound is thermally decomposed in
the absence of oxygen.
Q Faradic capacity (C or Ah; 1 Ah = 3600 C). It corre-
sponds to the quantity of electrons released or received by
the electrode. It is calculated by integrating the product i dt.

Raman spectroscopy The Raman effect is an inelastic scat-
tering of light. It occurs when energy is transferred between
the light and the vibrational modes of the solid network or
of the molecule.
Reduction Chemical reaction which corresponds to a gain
of electron.
Scanning electron microscopy (SEM) Images of a sample
from the secondary or elastically backscattered electrons
when it is submitted to an electron beam. The resolution is
about 2–3 nm.
Silica Solid compound whose chemical formula is SiO2. It
exists under various crystalline or amorphous forms.
Single walled carbon nanotubes (SWCNT) A narrow strip
of nanoscale graphene rolled up into a seamless cylinder
(see Fig. 2).
Solid electrolyte interphase (SEI) The phase formed at
the interface between the electrode material and the elec-
trolyte. This phase is not inert and can play a key role on
the electrochemical behavior of the electrode.
Sublimation Corresponds to the solid to gas transforma-
tion of a pure compound. Sublimation depends on the tem-
perature and the pressure.
Supercapacitor Power source made of high surface elec-
trodes separated by an electrolyte. When an electric field is
applied, the system is polarized by the accumulation of ions
at the surface of the electrodes. This usually corresponds to
a weak amount of energy. However, this system is capable
of releasing, when short-circuited, the accumulated charges
during a very short time and hence of giving rise to high
power delivery.
Transmission electron microscopy (TEM) Images of a
sample when an electron beam is focalized and sent through
it. The sample dimension must not exceed 1 �m thickness.
The resolution is about 0.2 nm.
X-ray diffraction (XRD) Probably the most widely used
technique for studying atoms arrangement in solids. It is
based on the diffraction principle of waves. In that case,
the wavelength is in the order of the atomic scale so that
the diffraction reflects the atomic building of the investi-
gated matter. Structure of crystals is determined by X-ray
diffraction.
X-ray photoelectron spectroscopy (XPS) X-ray beam
microanalysis based on the excitation of characteristic
photoelectrons which identify the element present and its
environment.
Zeolite Porous solid compounds built from silica and alu-
mina units. It exists under various crystalline forms which
can be found in soils and which can be synthesized.
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1. INTRODUCTION
Because of the progress in nanoscience and nanotechnology,
a new field—electrochemical nanotechnology—has recently
developed [1–4]. This chapter is a review focused on the
properties, fabrication technologies, and main applications
of nanoelectrodes (NEs) and nanoelectrode arrays (NEAs)
as working electrodes in an electrochemical cell; it does not
deal with NEs as electrical conductors in nanoelectronics or
molecular electronics.
The terms and dimensions of the electrodes are not

strictly delimited in the specialized literature. Generally,
one NE element has one dimension lower than 500 nm.
Electrodes with one dimension between 0.5 and 1 �m are
known as submicroelectrodes; electrodes with dimensions
of micrometers or tens of micrometers are ultramicroelec-
trodes (UMAs) or microelectrodes; other higher electrodes
are known as macroelectrodes.
Various scientific fields, such as nanofabrication tech-

nology, electrochemistry, surface and material sciences,
electronics, and biology, are involved in NE fabrication
and applications, including working electrodes or elements
of electrochemical or biochemical sensors (amperometric,
potentiometric, or conductimetric probes). The working
NEs can be individual (called NEs or nanoprobes), or
they can be connected in an array, and in this case they
are known as NEAs or nanoelectrode ensembles (NEEs).

There are various fields of application of electrochemical
micro- and nanoelectrodes, such as the study of chemical
reaction mechanisms; materials science; analytical chem-
istry (environment pollution control); medicine, biology, and
biochemistry; scanning electrochemical microscopy (SECM)
[5–12]; etc.

2. BASIC ELECTROCHEMISTRY
Two types of processes occur at the electrode-solution inter-
face. One involves electron transfer between the electrode
and the electrolyte; such processes are called faradaic. The
other involves processes such as adsorption and desorption,
where no charges cross the interface, called nonfaradaic.
Faradaic currents are proportional to the concentration of
the reactants and are of interest in sensor applications.
During nonfaradaic processes, although no charges cross
the interface, external transient currents can flow when the
potential, electrode area, or solution composition changes;
these currents flow to charge or discharge the interfacial
region between the electrode and the electrolyte. Both
faradaic and nonfaradaic processes occur when electrode
reactions take place. The transient currents due to non-
faradaic processes can be minimized with the use of micro-
and nanoelectrodes.
The faradaic currents or electrode reaction rates are gov-

erned by the rates of the following processes: (a) mass
transfer rate from the bulk solution to the electrode sur-
face; (b) electron transfer rate at the electrode surface;
(c) chemical reaction rates preceding or following the elec-
tron transfer; (d) other surface reactions such as adsorption,
desorption, or electrodeposition.
When a steady-state current is obtained, the rates of all

of these processes must be constant. The magnitude of the
current is limited by the slowest process in the sequence,
which is called the rate-determining step. The simplest reac-
tions are rate limited by the mass transfer of a reactant to
the electrode; this means that the kinetics of all electron
transfers and associated chemical reactions are very rapid
by comparison with those of the mass transfer process. This
allows for a relationship between the current magnitude and
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the quantity of reactant present. The mass transfer in solu-
tion is a function of three phenomena: diffusion, migration,
and convection. Diffusion is the motion of species under
the influence of a chemical potential gradient, for exam-
ple, a concentration gradient; molecules or ions move from
a region of high concentration to a region of low concen-
tration, to equalize concentration gradients in the solution.
Migration is the motion of charged species under the influ-
ence of an electrical field; charged particles move to equalize
potential gradients in the solution. Convection is an agita-
tion or hydrodynamic transport; material is moved by an
external force such as flow. Generally, the flow is induced
by natural convection (convection due to the density gradi-
ent) or by forced convection; this flow can be laminar or
turbulent.
Each of these three components can be described math-

ematically. The effects of all three modes of mass trans-
port can be summed with the generalized Nernst–Planck
equation. The flux Ji of species i given by the Nernst–Plank
equation is

Ji = −Di grad ci −
ziF

RT
Dici grad
+ ci�̄

where Di is the diffusion coefficient, ci is the concentration,
zi is the charge, grad ci is the concentration gradient of the
species i, grad 
 is the potential gradient in the solution, F is
the Faraday constant, and R, T , and � are the gas constant,
the temperature, and the hydrodynamic flow, respectively.
Diffusion is the preferred method of transport for analytical
measurements, as it ensures that the current magnitude is
proportional to the analyte concentration.
If the kinetics of electron transfer are rapid, the concen-

trations of the oxidized and reduced species at the electrode
surface can be assumed to be at equilibrium. Thermody-
namically reversible reactions correspond to an equilibrium
potential between the oxidized and reduced species, which
is described by the Nernst equation.
During a standard electroanalytical measurement, the

conditions are favorable for maximizing the diffusion cur-
rent, as opposed to the other two mass transport phenom-
ena, migration and convection.
To maintain a diffusion-controlled reaction it is important

that the diffusion rate is dominant over other mass transfer
processes. The following conditions must be fulfilled to have
a reaction under diffusion control: (i) an inert supporting
electrolyte of high concentration to be added in solution to
ensure a constant ionic strength during the measurement;
(ii) detection to be made in a stagnant solution or under
controlled convection.
Under these circumstances, the equation of the mass

transport is simplified and can be expressed by Fick’s laws:

(i) Fick’s first law expresses the relation between current
density (Ji) and concentration (ci):

Ji = −Di grad ci

(ii) Fick’s second law represents the evolution of concen-
tration as a function of time (t):

c

t
+ div�−Di grad c� = 0

Mass transport control implies fast kinetics; hence the sur-
face reaction is reversible and the potential is given by the
Nernst equation applied to the surface concentrations.

3. NANOELECTRODE
ELECTROCHEMISTRY

3.1. Nanoelectrode Properties

Normal electrodes used in electrochemistry are on the order
of millimeters. There are benefits to downscaling electrode
sizes toward micrometers and nanometers. There are a lot
of papers that deal with microelectrode properties [13–26].
These properties are also valuable for NEs, but because of
their low dimensions a lot of specific problems, deviations
from the theory and different behaviors, can occur; these
will be discussed separately.
By measuring the limiting current versus the applied volt-

age potential, it is possible to determine both the concentra-
tion and species type in a solution. One of the complicating
factors in this measurement is the existence of nonfaradaic
currents due to the charging/discharging of the double-layer
capacitance. This charging current is a source of noise and
becomes a significant part of the overall current when very
low concentrations of analyte are being measured. Since
the double-layer capacitance is directly proportional to the
electrode surface area, a reduction in electrode radius, r ,
will result in a capacitance decrease proportional to r2. The
decrease in electrode size also reduces the faradaic com-
ponent of the measured current, the limiting current. But
because the limiting current is directly proportional to the
radius, its value decreases at a slower rate and the ratio
of the limiting current to the charging current grows with
decreasing electrode size [14, 27].
So, although the total current goes down, the net result is

an increase in the signal-to-noise (S/N) ratio. On the other
hand, this magnitude can be increased with the use of arrays
as discussed below.
Another benefit of miniaturization involves the potential

drop in the solution. A reduction of the electrode surface
area also tends to decrease the quantity IRs by reducing
the current, I [28]. The steady-state limiting current can be
difficult to measure if the electrode is of nanometric size.
The very low steady-state limiting current of one NE can be
multiplied with NEAs, making it possible to take sensitive
measurements in nonaqueous and low-conductivity solutions
[29, 30].
When multiple electrodes are connected in parallel, the

original current will be broken into n equal parallel cur-
rents and the total voltage drop in solution will be lowered.
This configuration is known as an array. Summing these cur-
rents in parallel, via interconnection of a large group of NEs,
results in a measurable current output while maintaining a
high S/N ratio and a diminished potential drop. To maintain
the NE behavior, the individual NEs in the array must be
spaced far enough from each other so that their diffusion
layers do not overlap within the time scale of interest.
Fan and Bard [31] and Ingram [32] have shown a coulom-

bic staircase response by using electrodes of nanometer
dimensions.
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The NE, in a conducting liquid, represents a point with
spherical (radial) diffusion of the active species; this leads to
a decrease in the surface-to-volume ratio and to an increase
in the current density at the electrode surface [13–26, 33].
NEs offer higher sensitivity than macroelectrodes of

conventional size, because an electroactive molecule can
approach the NE from every direction (Fig. 1). Therefore,
the flux of electroactive molecules toward the electrode is
much greater for a micro/nanoelectrode than for a macro-
electrode, for which the diffusion is planar [34–38].
Mathematical solutions for each kind of electrode

response (macro and nano) predict the superior electrode
sensitivity of NEs [39, 40].
In Figure 2 a cyclic voltammogram (CV) of the NE with

spherical diffusion is presented. Generally, NE voltammo-
grams have a well-defined sigmoid shape, and the forward
and reverse scans retrace each other exactly. As expected,
the current associated with the charging/discharging of the
double layer is invisible. The shape of the wave indicates
that the current reaches a steady state in which the current
is independent of time.
The study of NE behavior involves not only electrode size

and shape, but also the kinetic parameters of the electroan-
alytical technique employed that govern the thickness of the
diffusion layer developed (e.g., the potential scan rate for
cyclic voltammetry). The sigmoid shape of the CV is main-
tained even at a potential scanning rate of 1 V s−1, indicating
that the NE tip is well sealed by the polymer insulation, as in
the case of a carbon microelectrode with an effective radius
of 1 nm [41].
Theoretical aspects related to coupled radial-linear diffu-

sion recessed electrodes were developed by Bond et al. [42].

3.1.1. NEAs
In the analysis of the diffusional regimes for NEAs, three sit-
uations are observed, depending on the kinetic parameters
of the electroanalytical technique employed [43]: (i) linear
regime (very high scanning rate, very short time) (at a suf-
ficiently short time, any planar electrode behaves as an
infinitely large planar electrode) (Fig. 3a); (ii) radial regime
(high scanning rate, short time) (at short analysis times
for an array of N NEs, the current response is dominated
by nonlinear diffusion to the individual NEs) (Fig. 3b);
(iii) overlapping regime (very low scanning rate, very long
time) (the value of the overlap factor depends on the elec-
trode geometry and the time of electrolysis) (Fig. 3c); at a
longer time, overlap of diffusion layers occurs and diffusion
becomes linear on the entire surface of the array [44]. Thus,
at low scan rates, the NEA behaves like a macroelectrode,

Figure 1. Radial diffusion of the electroactive molecules toward the
nanoelectrode.

Figure 2. The voltammogram for the nanoelectrode.

while at high scan rates the NEs act independently. This is
an important feature for real-time in vivo sensing and other
electroanalytical applications [8].
The nature of the faradaic currents observed at a NEA

depends on the distance between the electrode elements and
the time scale (in cyclic voltammetry, scan rate) of the exper-
iment [45–48]. Three principal cases can be distinguished

Figure 3. Diffusional regimes for nanoelectrode arrays. (a) Linear
regime. (b) Radial regime. (c) Overlapping regime.
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when the diffusional flux toward a NEA is considered [14,
45–51]:

(i) If the distance between two consecutive electrodes
(D) is wide compared with the diffusion layer thick-
ness (�), the electrodes do not affect one another
and the overall current measured is the sum of the
currents passing through the individual electrodes.

(ii) If D < �, the diffusion layers of the individual
electrodes partially overlap. The overall current is
smaller than the sum of the currents passing through
the electrodes when they operate independently.

(iii) If D � �, the diffusion layers of the individual elec-
trodes totally overlap. The behavior of such elec-
trodes is similar to that of macroelectrodes; under
these conditions, the signal is proportional to the sur-
face area of the whole array, while noise is propor-
tional only to the area of the electrodes. Thus, the
S/N ratio is greatly improved.

It can be summarized that the electrochemically active
area of the NEA depends on the electrode size and array
geometry and on the measurement conditions. As the dis-
tance between two electrodes increases, the current den-
sity decreases. Only at low current densities is the current
response optimum, as in theory.
Experimental works suggested that the separation dis-

tances should be 10 times the diameter of the electrode
[52, 53].
NEAs operating in total-overlap regime show enhanced

electroanalytical detection limits, as opposed to a conven-
tional macroelectrode [54]. This is due to the fact that
the faradaic current is proportional to the total geometric
area of the NEA, while the background currents (double-
layer charging currents) are proportional to the sum of the
areas of the electrode elements in the NEA [45, 55]. As
a result, the ratio of the faradaic-to-background currents
can be as much as three orders of magnitude higher for
the NEA than for the macroelectrode [45]. This enhance-
ment in signal-to-background ratio results in conventional
peak-shaped voltammograms and enhanced electroanalyti-
cal detection limits [45, 55, 56].
Several articles in the literature discuss the theoretical

analytical response of NEs and the parameters that affect
it [57–60]. Morf and de Rooij [58] presented theoretical
calculations for the current output of arrays of different
packing densities, using steady-state and chronoamperomet-
ric responses. In another paper, Morf [61] presented a the-
oretical approach to the steady-state behavior of multiple
electrode arrays consisting of spherical, hemispherical, and
disk-shaped or hemicylindrical electrodes. Rigorous analyti-
cal and numerical solutions for the transient current at the
hemirecessed and protruded electrodes have recently been
reported [62]. One special and very important feature of the
NE is that it allows for detection in a very confined space,
which has the same volume as a biological cell [63].
NEs have some useful properties because of the increased

importance of mass transport to the edges of the electrode.
Their main NE properties, as in the case of microelectrodes
[13, 14], can be summarized as follows:

• A steady state of the current for a faradaic process is
attained very rapidly.

• The small sizes of the electrodes permit measurements
in very small solution volumes.

• Voltammetry can be conducted at steady state where
the current (and hence the ohmic drop) is lower than
with a transient method; this means that NEs can
be used to perform electrochemistry in high resistive
media.

• The faradaic-to-charging current ratio, IF/IC, is
improved, as the charging current decreases in pro-
portion to the decrease of the electrode area, while
the steady-state faradaic current is proportional to the
same electrode area; this allows the use of higher scan
rates in potential sweep experiments such as cyclic
voltammetry.

• The limiting current density increases as the electrode
size decreases.

• The mass transport rate to a NE is higher than that
which can be achieved with larger electrodes.

• The detection limits are lower because of the higher
signal-to-background ratio.

• Chemical or electrochemical processes that are too fast
for larger electrodes can be studied with a NE; the
quick response of NEs allows for monitoring of the
low-frequency fluctuation of signals and rapid record-
ing of steady-state polarization curves.

• The very low level of Faraday current results in the
beneficial effect of a very small ohmic potential drop.

• The current output is practically insensitive to conven-
tional flow in solution.

Numerous advantages are attained by making the elec-
trodes smaller: faster equilibration with the solution, smaller
capacitance, higher packing density, and the ability to be
integrated into on-chip microanalytical systems.

3.2. Nanoelectrode Particularities
Some experimental works on voltammetric characteriza-
tion of NEs emphasized deviations from the microelectrode
theory. The deviations from the theory could be due to
the similar dimensions of the NE and the redox molecule
undergoing oxidation or reduction in addition to the effect
of molecular transport that takes place within the inter-
facial double-layer region where the fluid properties are
considerably different from those of the bulk electrolyte.
Moreover, the approximation of electroneutrality used in
developing models of the voltammetric response of elec-
trodes is believed not to be valid for electrodes of very low
dimensions because of charge separation in the depletion
layer caused by electric fields generated by the flux of ions
through the electrolyte and the comparable dimensions of
the depletion layer and the double layer [64, 65]. Some cases
of NE deviation behavior are presented in detail.

3.2.1. Steady-State Voltammograms
in the Absence of Supporting
Electrolyte

The steady-state voltammetric response at NEs in the
absence of a supporting electrolyte was theoretically pre-
dicted by incorporating the contribution of migration into
the steady-state current [66]; this theoretical assumption
was found to be applicable to the voltammetric behavior
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of most redox couples [67]. However, large deviations from
the expected theory have been reported in some cases [54,
68–74], as in the case of the reduction of ferricyanide on a
precious metal or carbon nanoelectrode. Penner et al. [69]
evaluated the rate constant of ferrocene at an electrode
1.6 nm in radius to be 220 cm s−1, which is much larger than
the value theoretically predicted. The ferricyanide reduction
in the absence of the supporting electrolyte is almost com-
pletely suppressed at electrodes with an electroactive radius
of about 100 nm, which is far greater than the characteristic
thickness of the diffuse layer at these concentrations.
In the case of ferricyanide reduction, it is not clear

whether the larger value of the rate constant is due to
an intrinsic increase in the rate at the molecular level or
an overestimation caused by the complicated processes of
diffusion and migration [70]. Moreover, steady-state voltam-
mograms, in the absence of supporting electrolyte, become
rather ill defined as the electroactive radius of the electrodes
decreases. Different interpretations of this behavior were
made. The Debye length, k−1, in diluted solution is on the
order of 1 nm, and the diffuse double layer is 5k−1, so the
inhibition effect should occur at an electrode size of about
10 nm. However, some authors [29, 67, 71] suggested that
the effect of the diffuse double layer on the NE reaction
in the dilute solution is the major reason for the inhibition
of the ferricyanide reduction in the absence of the elec-
trolyte. Furthermore, the electroneutrality assumption used
in developing the voltammetric theory is not valid in the
case of such small electrodes [72]. A similar behavior was
observed in the case of hexaamineruthenium (III) reduction
[69, 73]. If the reaction takes place in the presence of a sup-
porting electrolyte, the voltammetric curves showed close to
ideal electrochemical behavior, with the forward and reverse
branches overlapping, while in the absence of the support-
ing electrolyte a non-adsorbing redox couple with a high
rate of electron transfer was observed; however, in hexa-
amineruthenium (III) such deviation occurs only for elec-
trodes with effective radii of 20 nm or less [73].

3.2.2. Deviation from the Microelectrode
Theory in the Case of Single NE Tips

Deviation from the microelectrode limiting current is a gen-
eral trend in NEs and is the result of the NE dimension
being similar to the size of the redox probe. Deviation from
the theory in the case of nanoband electrodes in comparison
with microband ones has been extensively studied by various
authors [74–78].
White [75, 76], Fritsch [77], and Wightman [78] and

their co-workers have shown that nanoband electrodes with
widths less than approximately 25 nm exhibited limiting cur-
rents less than that predicted in the case of microband elec-
trodes. In 1985, Wightman and co-workers suggested [78]
that the equation of the current response of the electrode
with one geometric dimension in the micrometric range is
inappropriate for an electrode of small size (5 nm). White
and co-workers [75] proposed a theory that explains these
deviations. The proposed theory is based on the idea that
transport of the redox species to an electrode of near-
equivalent dimensions is strongly influenced by changes in
the fluid properties of the electrolyte near the electrified

interface. In addition, the diffusional transport equations
were derived for isotropic fluid structure [75]. The diffu-
sion property can be explained by stating that the diffu-
sion layer of a nanoscopic band electrode is similar to that
of the region near a surface where changes occur in the
viscosity and density of the electrolyte medium. With this
assumption, the change in concentration of a redox species
from the bulk value to a surface value of zero is incor-
rect. Redox species approaching electrodes of comparable
size encounter a buildup due to the highly structured sol-
vent/electrolyte environment and the physical impossibility
of having their concentration change from bulk values to
zero at the electrode surface over distances of a few molec-
ular diameters. Under these circumstances, it is clear that
the current response equation must be reassessed.
The observations of Caston and McCarley [74] are in

accordance with previous data recorded for Pt nanoscopic
band electrodes [75, 76]. The similarity of Caston’s results
obtained for Au bands [75] to those of White and co-workers
for Pt bands [75, 76] and those of Nagale and Fritsch for
Au micromachined bands [77] is important because the devi-
ation is not specific to the type of material used for the
nanoband electrode. Thus, the observed deviation from the
microelectrode limiting current is a general trend and is
the result of the dimension of the band being similar to the
size of the redox probe.

3.2.3. Deviations in the Case of NEAs
Pt-TiO2 composite materials can be considered ensembles of
NEs or Pt-NEAs, and the voltammetric curves recorded at
various electrode compositions display features typical for a
quasi-reversible electron transfer process [79]. In particular,
peak-to-peak separation, which is related to the reversibility
of the process, has been found to be, in all cases, greater
than the theoretical value (59 mV) for a fully reversible pro-
cess. Daniele [79] attributes the apparent kinetic limitation
of the electrode process to the size of each active site of the
various composites. This behavior can be explained, assum-
ing that the electron transfer process occurs only at very
small particles of platinum embedded within a TiO2 layer;
the fractional surface of the dielectric is probably inactive.
Similar voltammetric behaviors were reported for ensem-

bles of NEs [45, 80] and for self-assembled organized mono-
layers of surfactants on conventional electrodes, where only
a fraction of the total area was active [81]. Under these con-
ditions, because of the very small electrode size, a kinetic
limitation was apparent [80–82], and the heterogeneous rate
constant kap decreased to an extent that depended either on
the dimensions of the nanoelectrodes from the ensembles,
or on the fractional area blocked by the insulating material.
In the context of the above results, if the electron trans-

fer process occurs only in the case of small Pt particles,
the electron transfer process is inhibited to various extents,
depending on the TiO2 content, particles of which partially
block the electrode surface.
A strange behavior of interdigital ultramicroelectrode

arrays (ID-UMEAs) was reported by Min and Baeum-
ner [83]. The S/N was significantly different (S/N of gold
ID-UMEAs and platinum ID-UMEAs were 1000 and 11.6,
respectively, for 50 �M potassium ferro/ferrihexacyanide in
0.2 M potassium phosphate buffer); since the background
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signal of gold ID-UMEAs was negligible, that of platinum
ID-UMEAs was in the range of 20 nA. This is an unusual
result, since platinum is the better electrochemical material.
It was observed that the electrode height also influenced the
overall current and S/N. The overall signal height increased
with the height of the electrodes; however, the S/N was opti-
mal at a 50-nm height [83].

3.2.4. Electrochemistry in Small Volumes
Recent developments have shown that in ultrasmall volumes
(<100 pl), electrodes are reaching the limit of their standard
behavior [84, 85]. This distortion from classical microelec-
trode theory is also observed when the electrode is placed
close to an insulating wall (1 to 150 �m), as in the SECM
technique [86, 87].
Special attention has been paid to understanding the

effect of microchannel geometry on electrochemical detec-
tion with both experimental and numerical simulations,
which have recently been used to understand the electro-
chemical response of recessed [88] and protruding micro-
electrodes [89]. A comprehensive study of the numerical
simulation can be found in Ferrigno’s Ph.D. thesis [90].

4. NANOELECTRODE FABRICATION
Techniques of ultramicroelectrode fabrication were grad-
ually developed [91–99]. Recent nanotechnology develop-
ments allow the construction of NEs with well-known
geometries. Various technologies have been developed for
NE fabrication:

• Lithographic techniques for electrode definition
• Template-synthesized nanomaterials
• Carbon-based nanoelectrodes: single-walled carbon

nanotubes (SWCNTs), fullerenes, functionalized car-
bon nanotubes, synthetic nanowires, etc.

• Embedded nanoparticles
• Pyramidal NEs made on silicon-etched structures
• Self-assembled monolayers (SAMs) on metallic sur-

faces
• Single wire/band nanoelectrodes

4.1. Lithographic Techniques
for Nanoelectrode Definition

Photolithographic techniques are versatile and permit the
preparation of electrodes with a broad range of shapes and
sizes, in both single and electrode arrays. Most of the elec-
trodes realized through lithographic techniques reported in
the literature have micrometer dimensions [100–102].
Platinum and gold ID-UMEAs for electrochemical bio-

sensor transducers were recently reported [83]. Optimized
ID-UMEAs were made of gold and had 400 fingers with a
finger width of 2.7 �m, a finger height of 50 nm, and a gap
size of 0.3 �m.
Recent lithographic techniques led to new practical and

ultimate limits in the nanometric range [103–104] (Table 1),
and they are expected to penetrate more into the nanoelec-
trode fabrication technology.
The use of scanning tunneling microscopy (STM) has

demonstrated that ultrasmall structures of a single or a few

Table 1. Lithographic technique limits.

Practical limit Ultimate limit
Lithography type (nm) (nm)

Ultraviolet light 2500 125
contact/proximity

Ultraviolet light 150 150
projection

Extreme ultraviolet 150 30
projection
(soft X-ray projection)

X-ray proximity 70 10
Ion beam 30–50 10
Electron beam 40–50 7–20
(low-energy beam arrays)

Electron beam 90 35
(scapel)

Imprinting 20–40 8–10
Inking 30–50 10
Scanning probe methods 15 0�5
(STM/AFM)

atomic layers can be built on a semiconductor surface such
as silicon [105].

4.2. Template-Synthesized Nanoelectrodes

Many groups from all over the world are working in
the template-NE field. This involves two processing steps:
(i) template preparation as a dielectric support for NEAs and
(ii) filling the template pores with the electrode material.
Depending on the material and the chemistry of the pore

wall, this nanocylinder can be solid (a fibril or nanowire) or
hollow (a tubule). Nanofibers and nanotubules composed of
metals, polymers, semiconductors, carbons, and Li+ interca-
lation materials have been prepared. A schematic represen-
tation of a NEA obtained through this method can be seen
in Figure 4.
Dr. Martin’s group, from the University of Arizona

Department of Chemistry, developed a template method for
realizing nanopores in a host membrane as a dielectric sup-
port for monodisperse nanoscopic particles of a desired elec-
trode material [106, 107].

4.2.1. The Polymeric Template
Various polymeric membranes, such as polycarbonate, poly-
methylmethacrylate, polyethylene, etc., can be used as tem-
plates for NE preparation [8, 33, 45–47, 54–57, 108–116].

Polycarbonate Membrane as a Template Commer-
cially available polycarbonate filters that have cylindrical
pores with monodisperse diameters were used as template
membranes. The diameter of the pores in the template

Figure 4. Schematic representation of the nanoelectrode array.
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determines the diameter of the Au-disk nanoelectrode ele-
ments that make up the NEA. The density of the pores in
the template determines the number of Au-disk nanoelec-
trode elements per square centimeter of NEA surface and,
correspondingly, the average distance between the nanoelec-
trode elements [45, 46, 54, 56].
The nature of the faradaic currents observed at NEE

was discussed in section 1 [45–47, 57]. Most template mem-
branes used to prepare the NEAs have high pore densi-
ties (in excess of 108 pores cm−2), and the corresponding
NEAs operate in the total-overlap response regime. In this
regime, the diffusion layers at the individual electrode ele-
ments overlap to produce a diffusion layer that is linear
on the entire area of the NEA. As a result, conventional
peak-shaped voltammograms and enhanced electroanalyti-
cal detection limits, relative to a conventional macroelec-
trode, are obtained [45–47, 57].
An electroless plating method was used to prepare ensem-

bles of gold nanodisk electrodes with a disk diameter as
small as 10 nm within the pores of a polycarbonate mem-
brane; the plating process must be sufficiently long that solid
nanowires can be produced; if the plating is done for shorter
times, ensembles of gold nanotubules that span the com-
plete thickness of the template membrane can be obtained
[117–120]. The inside diameters of the Au nanotubules
can be controlled at will, down to molecular dimensions
(<1 nm), by control of the Au deposition time. Because the
nanotubules have inside diameters of molecular dimensions,
these membranes can be used to separate small molecules
on the basis of their molecular size. When an analyte with
molecules of dimensions comparable to the inside diame-
ter of the nanotubules is added to one of the half-cells,
these molecules enter the nanotubules and partially occlude
the pathway for ion conduction across the membrane. As a
result, the transmembrane current drops. The magnitude of
the drop in the transmembrane current is proportional to
the concentration of the analyte. Detection limits as low as
10−11 M were obtained [55, 108].

Copolymers as a Template Nanoporous array templates
can be prepared with the use of thin films of asymmetric
diblock copolymers of polystyrene and polymethylmethacry-
late (P(S-b-MMA)). The template can be made of any cho-
sen thickness in the range of 20 nm to 10 �m, since the
polymer is initially applied by spin-coating. Two methods
were developed to orient the PMMA cylinders perpendicu-
lar to the substrate, with the use of either controlled inter-
facial interactions [110] or an external electric field [111].
Subsequent UV or electron-beam irradiation followed by an
acetic acid rinse facilitates the removal of the PMMA while
simultaneously cross-linking the polystyrene. This results in
a film with a periodic hexagonal array of nanopores. These
geometric parameters can be controlled and tuned by the
copolymer molecular weight and block fraction.

4.2.2. Alumina and Zeolites as Templates
Other template membranes studied as a support for NEs
were alumina (Al2O3) [121–125] (Fig. 5) and zeolites [126].
Recently, Wang et al. [123] found a novel route for preparing

Figure 5. Scanning electron micrograph of the surface of a microporous
alumina template membrane prepared in the laboratory of Dr. Charles
R. Martin. Reprinted with permission from Dr. Charles R. Martin,
Department of Analytical, Bioanalytical, and Materials Chemistry, Uni-
versity of Florida.

nano-Hg2Cl2 in the pores of alumina membrane. This nano-
Hg2Cl2 structure has a potential application as a NE. Con-
ductive polymer (polyaniline) nanowires realized in zeolites
as templates were reported by Rolison and Bessel [126].
Zeolites can be modified with either redox solutes or nano-
crystalline particles [127].

4.3. Carbon-Based Nanoelectrodes

Carbon is a versatile electrode material that can undergo
various chemical and electrochemical modifications because
of its flexible surface, ranging from purely inert to highly
active. Carbon-based nanoelectrodes include SWCNTs/full-
erenes, nanoparticles chemically linked to carbon nanotubes,
carbon fibers with nanometric size tip, synthetic nanowires,
etc.
Water proved to be a suitable environment for studying

redox processes at the carbon/electrolyte interface because
of the dominant voltammetric wave of the water at half-
potentials close to −0�8 V relative to the Ag/AgCl reference
electrode. This is the well-known redox reaction of protons
in weak acids leading to reproducible voltammetric scans.

4.3.1. Carbon Single Nanoprobes
The development of microelectrodes for use in SECM has
demonstrated the utility and importance of such probes
at increasingly small length scales. Bard et al. [128] have
reviewed a wide range of important issues where the small
size of an electrochemical probe is critical in determining the
physics and chemistry of electrode surfaces. Very recently,
single-walled nanotubes, of precisely known atomic structure
with a specific chemical derivatization of the tip optimized to
the last atom for the intended probing purpose, were devel-
oped [129–130]. With the use of these molecular tips as a
direct replacement for the W and Pt STM wires, new prob-
ing techniques were developed, including nanoelectrodes for
electrochemical studies of living cells.
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The nanoscale thinness and great length of carbon nano-
tubes suggest applications in electrode technology for
direct probing of biological systems in vivo. For this pur-
pose means of applying an uniform insulating polymer to
the side of the nanotube were developed, so that the only
contact of the conducting electrode with the electrolytic
medium takes place at the tip. Nanometric-size electro-
chemical probes can be realized through this procedure.
Additionally, the feasibility of turning such probe into ion-
selective electrodes was explored, by leaving the tip of the
nanotube open and then sealing off this tip with an appro-
priate ion-selective membrane such as Nafion [131]. Such
nanoelectrodes have the potential of making a great impact
in a wide variety of areas.
New probes are based on fullerene nanotubes individually

mounted on macroscopic electrodes with the goal of devel-
oping these mounted nanotubes as transducers [132].
Carbon fibers were extensively used as single NEs [41,

133–140]. Generally, such NEs were fabricated with the use
of ion-beam, conically etched carbon fibers with tip diam-
eters ranging from 100 to 500 nm. Zhang et al. [136, 137,
139, 140] reported a cone-shaped, nanometric-sized, single-
electrode preparation from carbon fibers, as follows: carbon
fibers (7 mm in diameter and 15 mm in length, Goodfellow,
Oxford, UK) that had been cleaned and dried were posi-
tioned in the center of the target of the ion beam thinner
and etched with an argon beam. A single etched carbon fiber
was mounted on the end of a copper wire (0.2 mm in diam-
eter and 8 cm in length) and fixed by means of high-purity
silver epoxy resin.
Carbon fiber NEs 10–100 �m long, with tip diame-

ters of about 100 nm, can be uninsulated [133] or insu-
lated by a polymeric film. NE insulation was ensured by
the electrochemical deposition of polyaniline [134] or poly-
acrylnitrile [135] films on the carbon fiber nanometer-size
electrode. The polyaniline film was deposited from HCl
solution containing the aniline monomer, by cycling the
potential between −0�2 and +1�0 V [134].
Recently, Chen and Kucernak [41] developed a new tech-

nology for the fabrication of carbon electrodes with a 1-nm
radius by using electrochemically etched carbon fibers, par-
tially insulated by a polymeric film that was electrophoreti-
cally deposited.
Carbon microband electrodes with one dimension less

than 50 nm were also reported [141].

4.3.2. Carbon Nanoelectrode Arrays
Plasma-assisted catalytic chemical vapor deposition (CVD),
in combination with well-defined nanoporous template
methods, was used to grow micropatterned multiwalled car-
bon nanotube arrays with controlled densities and purities
for nanoelectrode ensemble applications (Fig. 6).
The aligned carbon nanotubes from the nickel nanopar-

ticles were grown by plasma-enhanced hot filament chemi-
cal vapor deposition [142] or by CVD [143]. Pulse current
electrochemical deposition has been used to prepare nickel
nanoparticles that are used as the catalysts for the growth
of aligned carbon nanotubes. The nucleation site density
of the nickel nanoparticles was controlled by the amplitude
and duration of the pulse current. The site density of the

Figure 6. Scanning electron micrograph of an array of CVD template
synthesized carbon nanotubes prepared in the laboratory of Dr. Charles
R. Martin. Reprinted with permission from Dr. Charles R. Martin,
Department of Analytical, Bioanalytical, and Materials Chemistry, Uni-
versity of Florida.

aligned carbon nanotubes varied from 105 to 108 cm−2 [142].
The achievement of controlling the site density is significant
for applications of carbon nanotube NEAs. Electrochemical
properties of carbon nanotube ensembles were described by
various authors (Nguyen et al. [144], Ren et al. [145–148],
etc).
Carbon nanofiber electrode arrays for integration into on-

chip electrochemical biosensor systems were also developed
[149].

4.3.3. Nanostructured Carbon Electrodes
New electrode nanostructured materials, such as boron-
doped diamond (BDD), were recently developed [79,
150–157] for various electrochemical applications [152–156];
BDD is structurally and chemically robust [157], allowing it
to be useful over a wide potential window (about 3.5 V) in
aqueous media. BBD film electrodes were used for lead and
copper determination [158]. By the doping of diamond-like
carbon (DLC) films with metals, a two-dimensional array of
metal clusters within the DLC matrix was obtained. Such
composite nanostructures are also of interest for use as NEs
in electrochemistry [69].
Chromium-doped carbon films were studied by Fan et al.

[159]. DLC films of 0.1–5.0-�m thickness were grown on
alumina substrates with a plasma chemical deposition tech-
nique [159]. The doping of chromium (Cr) was performed
by co-evaporation of chromium into the reactor volume
while the carbon film was grown [160–161]. At low dop-
ing (∼6 at.% Cr), Cr was uniformly distributed within the
C matrix; at high doping (∼12 at.% Cr), chromium car-
bide clusters were formed. The structure and chemistry
of Cr-doped DLCs were investigated with Z-contrast elec-
tron imaging and electron energy loss spectroscopy (EELS).
It was found that Cr tends to be metallic-like when it
is uniformly distributed in a C matrix and carbide-like in
the Cr-rich clusters. The carbon is more diamond-like at
low doping and more graphite/carbide-like at high doping
according to the sp2/sp3 electron percentage measurements;



Electrochemical Nanoelectrodes 801

the residual Cr between the clusters remains metallic-like,
but C loses its sp3-type bonding [161].

4.4. Nanoparticles Dispersed
in a Dielectric Layer

NE arrays can be prepared in a very simple way by dis-
persing sufficiently small particles of a conductive material
in an insulator [9, 162–167]. From an electrochemical point
of view, small metallic aggregates, such as Pt, Pd, Au, Co,
Cu/Au, or RuO2 particles, separated by a dielectric layer,
form an ultramicro- or even nanoelectrode array. Such elec-
trodes with dimensions smaller than the Nernst diffusion
layer have some important advantages, which were pointed
out earlier.
Recent research related to Pt nanoparticles embedded in

TiO2 has been done by Battiston and Gerbasi [79, 163].
Pt-TiO2 films were grown at a temperature of 400 �C
with the simultaneous use of platinum bisacetylacetonate
(Pt(acac)2) and titanium tetraisopropoxide (Ti(OiPr)4) as
precursors in the presence of oxygen. With varying platinum
precursor sublimation temperature (130–155 �C) or TiO2
precursor evaporation temperature (50–60 �C), thin films
were obtained over a Pt:Ti atomic ratio range of 1:10 to 1:80.
The voltammetric behavior of these nanostructured elec-
trodes has been investigated with the Ru(NH3)

3+/2+
6 redox

couple. These electrodes behave as ensembles of Pt NEs,
and electrochemical measurements have shown that the
active sites of the investigated composites are smaller than
10 nm [163].
Gold nanoparticles as NEAs were extensively studied by

Foss’s group [109, 164–166].
Another interesting approach is related to carbon

ceramic nanocomposite electrodes. As an example, car-
bon ceramic electrodes bulk-modified with nanoparticles
of ferrocenebutyrate-intercalated Mg-Al layered double
hydroxide were reported [167]. Nanoparticles of ferrocene-
butyrate anion (FcLDH) in deionized water were first
adsorbed to the surface of graphite powder to prepare
graphite powder-supported FcLDH, which was then dis-
persed into methyltrimethoxysilane-derived gels to yield a
conductive composite. The composite was used as an elec-
trode material to fabricate highly stable ceramic nanocom-
posite electrodes containing the electroactive ferrocenyl
group.
Nanoscale Pt or RuO2 particles as ensembles of ultra-

microelectrodes for controlled potential electrolyses were
enclosed in the structure of zeolites [168]. Pt and RuO2 NE-
modified zeolites were reported by various groups [168–171].
The surface of the Au (111) electrode was modified with

Cu nanoclusters with a STM [172].

4.5. Pyramidal Nanoelectrodes
Made by Silicon Etching

Pyramidal NEs were realized on the pyramidal shape struc-
tures SiO2/Si or Si3N4/Si fabricated by standard Si device
processes on Si wafer substrates [173–179]. A schematic rep-
resentation of the pyramidal NEA can be seen in Figure 7.
It is important to point out some advantages of these

electrodes: (i) this kind of NEs can be fabricated through

Figure 7. Pyramidal nanoelectrode schematic structure.

the common photolithographic technique of ultraviolet light
proximity and does not involve other special lithographic
techniques; (ii) these electrodes are never recessed; (iii) the
array consists of a series of NEs separated by an insulat-
ing material with sufficient spacing to avoid overlap of the
diffusion layers.
The technological sequences are presented in Figure 8.

The electrode material, gold (Au), plasma vapor-deposited
film (200 nm), or platinum (Pt), was deposited on the
pyramidal dielectric structures through physical vapor depo-
sition (PVD) or metal oxide chemical vapor deposition
(MOCVD). These structures were covered by a dielectric
layer, and finally the structure tip was uncovered. If the
radius of the electrode top is higher than 20 nm, a short
UV exposition process without a mask was performed, to
release the top of the electrode. For structures that have the
radius of the electrode top lower than 20 nm, the dielec-
tric layer was etched through the photoresist cracks that
occurred because of stress.
In such electrode arrays, all electrodes are at the same

potential and the active electrode aria is constituted by the
sum of the little pyramidal areas from the structure top.
Various NE array geometries were realized by this method,
with top radii of 5–250 nm. The scanning electron micro-
scopic (SEM) image of a NEA after the etching of the SiO2
isolation layer on the structure top can be seen in Figure 9.

4.6. Organic Monolayers
on Metallic Surfaces

In the field of interfacial electrochemistry, the formation of
organic monolayers, such as Langmuir-Blodgett films, poly-
meric films, and self-assembled monolayers, on metallic sur-
faces has attracted much attention.

Figure 8. Technological sequences of the pyramidal nanoelectrode
array fabrication.
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Figure 9. SEM image of one nanoelectrode from the NEA in different
fabrication sequences. (a) Si pyramidal structure. (b) Pt/Si structure. (c)
SiO2/Pt/Si. (d) Final structure.

A promising approach to the preparation of micro- and
nanoelectrode arrays involves the passivation of the elec-
trode surface with a nonconductive Langmuir-Blodgett film
and the formation of conductive channels in the film by uni-
formly dispersing in it molecules of a suitable substance.
Single-molecule electron and ion gate sites can thus be
obtained, forming a random array [180, 181].
Clay-modified carbon ultramicroelectrodes were realized

by Thurzo et al. [182]. Carbon fiber ultramicroelectrodes
(d = 7 �m) were coated by 10 monolayers of Laponite clay
with the Langmuir-Blodgett method. The electrochemical
behavior of both untreated and clay-coated working elec-
trodes was tested by means of double-step voltcoulometry
and steady-state and derivative voltammetry in deionized
water (pH ≈ 5.8). The clay-coated electrodes, if compared

Figure 10. SEM image of the nanoelectrode array after the etching of
the SiO2 isolation layer on the structure top.

with the virgin ones, exhibited not only significantly lower
steady-state limiting (faradaic) currents, but also strong
changes in the kinetic coefficient of the transient charge.
Ugo et al. [56] demonstrated that a NEA coated with a

thin film of Kodak ion-exchange polymer shows enhanced
electroanalytical detection limits relative to an uncoated
NEA.

Self-Assembled Monolayers on Metallic Surfaces
Molecules such as n-alkanethiols spontaneously assemble
into ordered SAMs on gold surfaces [183, 184]. The forma-
tion of SAMs is partly driven by the strong Au-S covalent
bond and partly by hydrophobic effects of the long alkyl
chains.
SAMs of poly(3-alkylthiophene) on gold electrodes were

examined by cyclic voltammetry in solutions containing elec-
troactive species [2, 4, 185]. Two well-separated electron
transfer processes, electron tunneling through the mono-
layer and electron exchange at pinholes (defects) of the
monolayer, were observed. The voltammetric responses of
the pinhole electron transfer process take place around the
standard potential of the electroactive species and resem-
ble those of a NE ensemble of independent individual NEs
[185].
The electrochemical behavior of organothiol monolayers

on gold surfaces was studied by Sabatani and Rubinstein
[81]. They demonstrated an improved S/N ratio on a
SAM-coated electrode for the voltammetry of Ru(bpy)2+/3+

3
(bpy = 2�2′-bipyridine) in the presence of gold oxidation and
oxide reduction.
For practical applications it is necessary to control the

density and size of the pinholes in the SAMs [186]. Mixed
SAMs composed of a long-chain alkane thiol and a short
thiol form phase-separated domains of the short thiol.
The mixed SAMs show a preferential response to neutral
redox species over charged ones, suggesting the presence
of adsorption or permselectivity through the hydrophobic
SAMs [187–189].
These SAM electrodes exhibit greater response for

hydrophobic redox couples than for hydrophilic ones.
Kind and co-wokers [190] have investigated Pd and Co

nanometer-sized islands. They experimented with Pd grow-
ing by electroless deposition (ELD) in nanometer-sized
islands on self-assembled aminothiolate layers on Au(111)
electrodes. The Pd island density has been varied over
a large range by changing the amine concentration. On
these Pd islands nanometer-sized Co islands were deposited
through ELD. The size of such islands, from 1–3 nm up to
60 nm in diameter, can be controlled by the oxygen concen-
tration in the Co plating bath.
Another interesting approach for NEA fabrication is

related to SAMs prepared on a gold electrode surface, using
thiolated �-cyclodextrin (�-CD) and n-alkanethiol, mixed
in appropriate proportions [191–197]. The thiolated �-CD
molecules make an almost ideal SAM when the unoc-
cupied space between �-CD molecules is sealed with
n-hexadecanethiol molecules that are also strongly adsorbed
to the gold surface. Recently, Lee and Park [192, 197] have
demonstrated that �-CD cavities can be separated from
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each other by controlling the molar ratios of thiolated �-CD
and n-hexadecanethiol. Each �-CD cavity can be isolated
in thick forests of n-hexadecanethiol and, therefore, can act
as a nanoelectrode array. In such SAMs, n-hexadecanethiol
molecules act as an electron- and mass-transfer blocking
layer, while the �-CD molecules act as electron-transfer
sites, introducing openings in the alkanethiol SAMs. When
thiolated �- and �-CD molecules formed SAMs on gold
electrodes, they showed molecular size selectivity for elec-
troactive compounds. Choi’s results [196–198] suggest that
chemical selectivity can be successfully designed by employ-
ing appropriate molecules for the formation of SAMs on
gold electrodes.
A new method of preparing nanopores in a SAM of alka-

nethiol has been developed by Oyamatsu et al. [199] on the
basis of their previous findings that underpotential deposi-
tion of Ag on alkanethiol SAM-coated Au makes numerous
islands of Ag atomic monolayers; also, the underpotential
deposition of Ag or Cu on SAM-coated Au stabilizes the
adsorbed alkanethiol molecules against their reductive des-
orption in an alkaline solution. The analysis of the resulting
electrode surface with a STM revealed that the size and
number of the nanopores can be controlled by changing the
Ag deposition time. This method was also made available for
nanopore preparation in other alkanethiol SAMs by replac-
ing decanethiol with the desired alkanethiol [199].
Moreover, SAM techniques can be used to fabricate

silicon-based devices with appropriate ligands, enzymes, and
other chemically functional arrays, directly on-chip [200–
203].

4.7. Single Tip Nanoelectrodes/Nanoprobes

The simplest and most popular single-wire electrode is the
nanodisc electrode, which can be made by sealing a fine
wire in glass/plastic and polishing the end. Another popular
geometry is the nanoband. This can be fabricated in a sim-
ilar way—by sealing a thin layer of foil between two blocks
and polishing the edge. Alternatively, nanobands can be fab-
ricated by lithography. Such electrodes require an elevated
insulation procedure, and many groups deal with this. Single
carbon-based nanoprobes are presented in Section 4.3.1.

4.7.1. Single-Wire Nanoelectrodes
Single metallic NEs are essentially metal STM tips coated
with an insulating polymer layer so that only a nanometer-
size fraction of the sharp end of the tip is exposed to the
solution. Instead of measuring the tunneling current, this tip
is used as an electrode [204]. This kind of electrode was
developed for SECM and is discussed in Section 5.4. Differ-
ent tip geometries (hemispherical, conical, spherical, ring)
have been considered, particularly for those electrodes in
the nanometer range [29, 69, 70, 98, 205–211].
Individual Pt electrodes with electrochemically active radii

as small as several tens of nanometers, and even down to a
few nanometers, have been reported [29, 69, 70, 98].
Several insulation methods were used, such as translat-

ing with controlled speed the etched tip in a molten glass
[69], or using a laser micropipette puller [70]. Compared

with these approaches, the method employing the elec-
trophoretic deposition of a polymer paint (EDP) [29, 98,
210] is more practical since a complicated experimental
setup is not required.
The deposition of electrophoretic paint, a method called

the “inverted deposition” technique, developed by Chen
[41], allows for a complete insulation of the whole body of
the NE except the tip, leaving an electrochemically active
area with an effective diameter as small as a few nanometers.
Thus, nanometer-sized electrodes were fabricated by elec-

trochemically etching a Pt wire with a 20-�m diameter
and then coating the Pt tip with anodic-electrophoretic
paint (ZQ84-3225) including polyacrylic acid, according to
the procedure developed by Slevin et al. [98]. Chen and
Aoki [68] further developed the electrophoretic insulation.
According to their procedure, the exposed portion of the
Pt wire tip was immersed in dilute aqueous paint solution
(50:1) and positioned at the center of a Pt coil; a DC poten-
tial of +2�1 V was applied between the Pt wire and the
Pt coil to initiate the oxidation of water; the coating took
place from the support of the Pt wire toward the tip; finally,
the paint was treated and stabilized. In this process [68],
the paint can only cover the junction between the insulating
glass and the Pt wire, leaving the tip exposed to air, because
the paint shrinks during the heating. For a better covering,
iterative coating processes are required.
A new single NE (for potential measurements), based on

an electrochemically etched Pt/Ir needle, has been produced
by Schwank et al. [212]. In accordance with their proce-
dure, the needle was electrically insulated with a thin (15 to
20 nm) insulation film made of diamond-like carbon (DLC),
deposited on the electrode by a plasma deposition process.
In order for the needle to be used as an electrode, the tip
had to be made conductive again with the use of a local oxy-
gen plasma. The localization of the plasma was achieved in a
specially designed STM, working in a high-pressure oxygen
atmosphere.

4.7.2. Nanoband Electrodes
Only a few papers on Au bands (<50 nm) have been
reported [75, 77]. This relatively low number of voltam-
metric studies with Au electrodes is most likely due to
the fact that evaporated Au tends to form discontinuous
films (islands) below a 15-nm gold thickness [213]. How-
ever, with the use of appropriate modifiers on glass surfaces,
it was shown that small-grained, electrically conductive Au
films as thin as 3 nm can be obtained [214]. These films
can be used to construct nanoband electrodes by merely
insulating the top side of the Au film with an appropriate
dielectric. Enzyme-modified nanoscopic band electrodes for
electrochemical sensors show great promise for use in small
volumes [215].
Most of the reported NEs [45, 69, 70, 77, 98, 216], except

those reported in [136], are housed in large insulating and
supporting electrode bodies. As a result, the overall physical
tip dimensions are in the millimeter range and therefore
cannot be used for measurements in small volumes or at the
single-cell level.
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5. NANOELECTRODE APPLICATIONS

5.1. Nanoelectrodes and the Electrochemical
Reaction Mechanism

The invention of ultramicroelectrodes and NEs had a sig-
nificant impact on the field of electrode kinetics. More-
over, NEAs offer advantages for both analytical and kinetic
studies because the electrode capacitance is greatly reduced
and mass transfer is greatly enhanced relative to micro-
and macroelectrode faradaic processes. Heinze [217, 218]
extensively investigated the electrode processes. The rate of
mass transport to and from the electrode surface increases
with decreasing electrode size; the high transport rates
mean that with very small electrodes this process can take
place faster than in the case of heterogeneous charge trans-
fer; in these conditions the reaction becomes kinetically
controlled, as opposed to being diffusion controlled [217].
Unlike the diffusion-controlled case, the corresponding sta-
tionary current-voltage curves shift with minor changes in
their shapes, depending on the rate of electron transfer; the
transfer rate, kS, can be determined from the potential shift
of the curves [22, 23, 25, 219]. By applying a suitable set
of NEs of different sizes to obtain steady-state voltammo-
grams, one can determine the kinetic parameters of the het-
erogeneous charge transfer (the transfer coefficient � and
the transfer rate kS), as well as the thermodynamic standard
redox potential [218].
For fast reactions, most of the analyte will react at the

working electrode surface. This type of reaction is reversible,
and no advantage will be gained by increasing the applied
potential. For slow reactions, not all of the analyte that
reaches the working electrode surface has time to react. To
drive the electrolytic reaction at a faster rate, a much higher
potential must be used. Slow reactions are essentially irre-
versible. This results in a greater noise and a poorer limit of
detection.
In the past, the time constant of the cell was in the range

of 100 �s or more, and electrode kinetics were restricted
to investigations of processes that were much slower than
that studied in other areas of chemical kinetics. With the
use of NEs, the time constant could be reduced to nanosec-
onds and the rates of electrode reactions could be investi-
gated up to the diffusion jump limit [219]. Thus NEs can be
used to study fast chemical reactions. Consequently, micro-
and nanoelectrodes are powerful tools for understanding
the behavior mechanism of an electrochemical reaction and
the kinetics of fast reactions [3, 23–26, 32, 34, 69, 70, 75,
220–224]. More recently, NEs have been introduced in the
study of ultrafast electrode processes. The time constant of
the NE may be even as small as 1 ns. This opens the possi-
bility for the study of solvent relaxation phenomena at the
electrode surface [75, 204, 220].
The use of NEAs for the determination of standard het-

erogeneous rate constants was reported for the first time by
Brunetti et al. [54].

5.2. Nanoelectrodes in Biomedicine

The most important NE development is related to the
biomedical field, and it is presented in this section. However,
because of the huge quantity of information, the examples

that are described are not exhaustive, the purpose of this
section being only to demonstrate the diversity of applica-
tions.

5.2.1. The Importance of Nanoelectrodes
for Biological Investigations

Recently, the bionanoscience field has developed rapidly
and found many novel applications. The high number of
recent workshops, conferences, symposia, congresses (the
Conference on Molecular Nanotechnology; BioMEMS &
Biomedical Nanotechnology World; the Symposium on
Bio-Nano Electronics; Nanotechnology and Biosience for
the 21st Century; the International Meeting on Nanobi-
ology; the International Conference on Molecular Elec-
tronics and Bioelectronics; the International Congress on
Bio-Nanointerface; Summer School: Cell Adhesion and
Migration, the Interface with Tissue Engineering; EuroCon-
ference: Computational Biophysics, Integrating Theoretical
Physics and Biology; the European Conference on Bio-
materials; the Annual Protein Informatics; BIOMED—the
International Symposium on Biomedical Science & Technol-
ogy; the International Biomaterials Days; the Asian Sym-
posium on Biomedical Optics and Photomedicine), reviews,
and books [26, 225, 226] attest to the fact that many of
these novel developments will be extended rapidly in the
near future, especially in the fields of biochemical sensing
and analyses, molecular recognition, and signal transduction
[227].
The connection between biological self-assembly and non-

biological molecules is very important for nanotechnol-
ogy applications. Biological molecules and systems have
a number of properties that make them highly suitable
for nanotechnology applications [225]. Enzymes and pro-
teins (hirudin, mellitin, actinoxanthin, cytochrome b and
c, flavodoxin, azurin, high potential iron protein, plas-
tocyanin, hemoglobin, leucine-binding protein, galactoze-
binding protein, myoglobin, uteroglobin, calcium-binding
protein, b-lactamase, pepsin, immunoglobulin, etc.) have
sizes in the 5–10-nm range. Very small NE structures, with
dimensions less than the Stokes radius of a small protein
(which is approximately 2–3 nm), can be obtained through
STM [104, 105].
On the other hand, new measurement tools make use of

current developments and the recent progress in the fields of
micro- and nano-manufacturing and nanodevices, molecular
design, and polymer technology.
An excellent review of Lawrence et al. [228] including 206

references, in the field of voltammetric analysis of small bio-
logically relevant compounds, reveals the problems that will
require more attention in the future: (i) insufficient selectiv-
ity; (ii) overlapping signals; (iii) an unresolved voltammetric
peak in a multicomponent mixture, if one component is in
excess; (iv) poor electrode sensitivity as a consequence of
slow electrode kinetics or electrode surface contamination.
There is also a need to move detection away from the

ensemble, to the single-molecule scale. This includes driving
instrumentation toward single-molecule spectroscopy, chem-
ical analysis of nanoliter volumes [229], nanoscale electrode
and chemical probes, chemical sensing and detection tech-
nology [230], and chemical analysis of single cells [225].
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The high flexibility in the design and shape of nanoprobes,
as well as the large number of various probe materials and
functionalization layers, offers a high potential for a wide
variety of applications, such as (i) biomedical detection, in
diagnostics and analysis of various fluids, including on-line
analysis of blood electrolytes like K+, Na+, and Ca2+ and
blood metabolites like glucose and L-lactate, and measure-
ments of the intracellular free ion concentrations of impor-
tant inorganic ions; (ii) cell investigation: membrane cell
properties study, including the level of single ion channels,
and study of cell architecture and connections between cells
by injection of markers; (iii) investigation of the mechanism
of transducing DNA hybridization into electronic signals by
electrochemical methods; and (iv) the integration of nano-
electrodes into genoelectronics-based genechips.
New methods of fabricating nanomaterials such as carbon

nanotubes and mesoporous catalyst templates were devel-
oped in recent years, and these materials were integrated
into useful nanodevices by combining nanofabrication and
chemical functionalization, particularly NE assemblies inter-
faced with biomolecules.

5.2.2. Electrochemical Measurements
in the Field of Biology

Voltammetric Analysis in Small Volumes NEs allow for
detection in very confined spaces with the same volume as
a biological cell [228, 229]. For example, the integration of
NEs in picoliter vials has been investigated for single-cell
analysis [69, 216, 231–237] or for measurements in living
tissue, as they cause minimal physical damage [216].
Recent advances in the development of nanoscale analyt-

ical techniques have allowed minute amounts of compounds
of biological interest to be monitored in microenvironments.
Voltammetric NE techniques, such as amperometry and fast-
scan cyclic voltammetry, are ideally suited for monitoring
transiently occurring chemical events in cellular and sub-
cellular processes because of their rapid response times
and small structural dimensions [238]. The principles and
applications of these techniques in single-cell analysis have
been presented by Chen and Ewing [239]. The redox-active
species were measured as a function of cellular dynamics.
For these electrochemical measurements in microvol-

umes, two main strategies have been proposed, either
precisely positioning external nanoelectrodes in the small
volume or integrating the electrodes in the nanoliter device.
The first approach has the advantage of being easier to
implement in microvolumes but requires very precise and
reproducible placement of the NEs [84, 232]. The second
strategy provides a better stability in the measurements and
does not require a difficult placement procedure before the
analysis [231].
Recent research has exploited steady-state voltammetry

for very small electrodes and ion transfer to micropipettes,
to facilitate the study of binding small molecules to DNA
[240–242].
Pantano and Walt [243] developed optical sensors with

nanovials for immuno- and DNA sensors attached at the
ends of fiber optics.
Redox cycling of an individually addressable electrode

array can provide an enhanced current intensity [244–246].

The analyte is oxidized at one electrode (referred to as the
generator) and is subsequently reduced at the neighboring
electrode (the collector). The small distance between elec-
trodes within the array (typically nanometer to micrometer)
allows for the diffusion of the analyte between the elec-
trodes, thus inducing a redox cycle that amplifies the current.
NEs for sensitive measurements of very small amounts

of important molecules such as neurotransmitters, carbo-
hydrates, pollutants, and proteins can be incorporated into
“labs on chips”—microdevices capable of reactions, separa-
tion, and detection.
As was previously specified, most of the reported NEs

are housed in large insulating and supporting electrode bod-
ies and therefore cannot be used for measurements at the
single-cell level.

Analyses in vitro and in vivo In vivo measurements in
the central nervous system constitute a new and exciting
direction of modern electrochemistry [247, 248]. The small
sizes of micro- and nanoelectrodes allow novel applications
in vitro and in vivo, where neurotransmitters can be accu-
rately analyzed [249–252]. Such electrodes can be used to
stimulate or monitor the response of individual nerve cells,
allowing experimental research into the central nervous sys-
tem in both medicine [250] and zoology [251]. Voltammetric
techniques may then be used to monitor the concentration
of neurotransmitters in the extracellular fluid space follow-
ing stimulated synaptic release.

In vivo voltammetry provides unique information con-
cerning the kinetics of drug administration or emphasizes
changes in the brain chemistry related to physiological pro-
cesses such as drinking or feeding. Carbon fiber microelec-
trodes that support enzyme-containing redox polymer gels
permit the amperometric detection of glutamate, choline,
and glucose. These devices are of interest for in vivo neuro-
chemical monitoring because their small dimensions permit
highly localized measurements within small brain nuclei.
Ultramicroelectrodes also find applications in the study of

secretion of molecules such as histamines or neurotransmit-
ters from a single biological cell in vitro.
A new Pt/Ir nanoprobe for intracellular potential mea-

surements was developed [158]. The functioning of this new
type of electrode was tested by measuring the transmem-
brane potential of mouse liver cells in vitro.

5.2.3. Electrode Material for
Biological Applications

A number of excellent reviews have been compiled on the
electroanalytical versatility of the electrode materials used
in the field of biology; the reader is directed to these for
more comprehensive information [253, 254].
In biology, the appropriate choice of the electrode mate-

rial is critical. For example, carbohydrates [255–257] and
amino acids (with the exception of tyrosine, tryptophan,
and cysteine) [258–262] cannot be electrochemically investi-
gated with conventional electrode materials, but they display
marked reactivity at copper surfaces.

Metallic Nanoelectrodes for Biomedical Applications
Metal alloys (Cu/Ni [263], Pt/Ir [264], Ni/Cr [265], Ni/Ti
[266]) give poorer performances, and their use is limited to
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specific areas. Min and Baeumner [83] have developed a
biosensor for the detection of pathogenic organisms at the
single-cell level, based on Au and Pt ID-UMEAs with the
following sizes: gap sizes of 0.3, 0.9, 1, 2, 5 �m; widths of
2.7, 3.7, 5.7 �m; and heights of 10, 25, 50, 100, 150 nm.
Applications of ID-UMEAs for the quantitative analysis
of dopamine, one of the most important neurotransmit-
ters, have been reported [267]; in this system, a detection
limit of 100 pM was reported [268]. Subfemtomole detec-
tion of dopamine with an IDA carbon microelectrode was
reported [102].

Carbon-Based Nanoelectrodes for Biomedical Applica-
tions Carbon electrodes have a wider potential window
and larger overpotential for water than noble metal elec-
trodes; in most cases their electrochemical reaction is faster
and they are expected to improve sensitivity for redox-active
biological molecules.

Carbon Nanotubes (CNTs) offer the potential of mak-
ing probes with very precise mechanisms. The use of CNTs
as NEs in the field of biomedicine includes both poten-
tial measurements and ion concentration determinations.
The main research in this field is focused on (i) measur-
ing the potential across a cell membrane, focusing on the
quality of the electrical seal between the nanotube and the
membrane; (ii) measuring the potential across organelle
membranes, particularly the nucleus and mitochondria; (iii)
measuring the local neurosecretion upon stimulation of a
neuron; (iv) locally measuring specific ion concentrations in
the cytoplasm (e.g., Ca2+) by appropriately derivatizing the
nanotube tip.
CNTs can be used as connections between the elec-

trode and the active center of the enzyme. The purification
of SWCNTs with oxidizing acids such as nitric acid cre-
ates surface acid sites that are mainly carboxylic and pos-
sibly phenolic on both the internal and external surfaces
of the oxidized nanotubes [144, 269–271]. The CNT high
surface area, possessing abundant acidic sites, offers special
opportunities for the adsorption and entrapment of chem-
ical/biological molecules [272–277]. The immobilization of
DNA, proteins, and enzymes on CNT and the helical crys-
tallization and interaction of proteins with CNT contributed
to the development of new biosensors [272–278]. In such
devices the CNT acts as a host by trapping and support-
ing the biological molecules, and the surface acidic sites can
serve to enhance the binding of the biomolecules.
Chen et al. [279] reported CNTs aligned on a cysteamine-

modified gold electrode. The enzyme or enzyme active
center can be attached to the other end of the tube. The ini-
tial immobilized enzyme was microperoxidase, which has an
active site close to the surface, thus facilitating a direct elec-
tron transfer to the enzyme. A direct electron transfer where
the redox active centre is located deep within the proteins
was also reported [279].
Malinski’s invention [280] is related to the microelectrode

sensors and NE sensors, using, for example, the edges of
carbon films and suitable metal films, as well as carbon
fibers. Because of their mechanical properties as well as
the possibility of controlled miniaturization, carbon fibers
are the preferred support materials for microsensors in

single-cell applications [281–282]. Zhang et al. [133] devel-
oped a glucose nanosensor based on Prussian-blue-modified
carbon-fiber cone nanoelectrodes. Much research is related
to carbon fiber surface modifications for biological purposes
[283–289].

Electrode Surface Derivatization for Biological Pur-
poses The molecular building blocks of life—proteins,
nucleic acids, lipids, carbohydrates, and their nonbiological
counterparts—are examples of materials that possess unique
properties determined by their size, folding, and nanoscale
patterns. The most common groups that are exploited as
quantifiable redox labels are phenolics, aromatic amines,
thiols, heterocyclics, quinoids, and the nitro and nitroso
groups. Redox modifying compounds can be immobilized on
a nanoelectrode surface to improve the selectivity and sen-
sitivity of the electrode arrays to biological agents.
To study electron transfer processes in individual pro-

teins, Pemberton et al. [290–292] proposed the follow-
ing procedure for NE fabrication: (i) the attachment
of 3-mercaptopropyl trimethoxysilane (3MPT) on a Ag
or Au/Si support; (ii) the deposition of a tetramethyl
orthosilicate (TMOS)-based sol–gel on the Ag/Au surface;
(iii) the atomic force microscope (AFM) NE definition;
(iv) the protein attachment. After the protein attachment
to the NE, the electrochemistry of a small number of
cytochrome c molecules is probed by SECM, which also pro-
vides spatial resolution of these surfaces [290–292].
Submicron-sized domains of a carbon surface can be

derivatized with antibodies by biotin/avidin technology
[253, 293]. These sites are spatially segregated from and
directly adjacent to electron transfer sites on the same elec-
trode surface. The distance between these electron trans-
fer sites and enzyme-loaded domains is kept to a minimum
(e.g., less than a micrometer) to maintain the high sensitivity
required for the measurement of enzyme-linked cofactors in
an enzyme-linked immunoassay.

5.2.4. Nanoelectrode Biosensors
Nanostructures with biomaterials such as enzymes, DNA,
receptors, and antibodies are coupled to nanobiosensors.
Several reviews have been written on this subject [294–297].
Molecular biosensors, based on antibodies, enzymes, ion

channels, or nucleic acids, are briefly reviewed in [298]. The
first application of nanofibers in the field of biosensors was
reported by Alarie and Vo-Dinh [299]. They developed and
characterized antibody-based nanobiosensors for the detec-
tion of benzo[a]pyrenetetrol (BPT), a DNA adduct of the
carcinogen benzo[a]pyrene. A simple three-step procedure
was used to create these biosensors. The first step involved
pulling and coating a nanofiber with a thin coating of Ag
(∼200 nm) to optimize the delivery of light to the end of
the fiber. After this, the fiber was silanized to create attach-
ment sites for the antibodies; the antibodies were attached
to the fiber by covalent binding. It was found that the abso-
lute detection limit of these nanobiosensors for BPT was
∼300 zeptomoles (10−21 moles).
Although enzymes had previously been exploited in the

field of biosensors for their ability to be regenerated,
Vo-Dinh and Cullum [294] realized for the first time an
enzyme nanosensor. This sensor represents a significant tool
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for the field of neurophysiology. Glutamate is one of the
major neurotransmitters in the central nervous system, and,
through monitoring of the glutamate levels produced by
individual cells, a better understanding might be achieved
of the mechanisms by which sensations are transmitted
throughout the human body. When glutamate is bound to
glutamate dehydrogenase, NAD is reduced to NADH and
the fluorescence of the NADH can be readily measured
[294]. Because the receptor of this biosensor is an enzyme,
it should be possible to continuously monitor glutamate
release from individual cells.
Electrochemical sensors based on enzyme-modified

nanoscopic band electrodes show great promise for use
in small volumes [214]. To achieve direct communication
between enzymes and electrodes the electrode must be
brought inside the enzyme to the redox active center [279].
Several other optical nanobiosensors have been developed

over the past few years for the analysis of various biologically
relevant species [300–306]. These have included nanobiosen-
sors for the detection of nitric oxide through fluores-
cence detection of cytochrome c9 or fluorescently labeled
cytochrome c9 [300], as well as enzyme-based nanobiosen-
sors for indirect detection of glutamate [301].
Nanobiosensors for intracellular measurements have been

developed. Measurements involving the smallest cells to be
probed with a fiber-optic nanosensor have been reported in
a study by Vo-Dinh et al. [302], in which nanobiosensors for
BPT were prepared as described earlier and used to measure
intracellular concentrations of BPT in the cytoplasm of two
different cell lines, human mammary carcinoma cells and
rat-liver epithelial cells.
A pH NE sensor for body fluids (serum, urine) and low-

ionic-strength water samples (rain, deionized water, and tap-
water) was developed by Zhang et al. [134]. The proposed
pH NE displayed a high ion selectivity for K+, Na+, Ca2+,
and Li+. The proposed pH NE demonstrates attractive prop-
erties and seems particularly promising for use under phys-
iological conditions.
Zhang et al. [137] developed a new NO nanosensor, with

a tip dimension as small as 100 nm. This sensor technology
is based on the etching of a carbon fiber electrode, which
is further modified with multiple membranes. A compos-
ite polymer of nafion and NO selective membranes demon-
strates superior sensitivity, selectivity, and stability for NO
detection. The new nanosensor displays a high sensitivity to
NO with a detection limit of 2 nM. It is free from most inter-
fering species found in biological samples. The use of this
nanosensor is very promising in applications for the in-situ,
in vivo, and real-time detection of NO at the single-cell and
microcapillary levels.
NE arrays can serve as individual electronic protein

“receptors” (or detectors); they can be used to detect, char-
acterize, and quantify many different proteins on a single
chip. NEAs were used by Brunetti et al. [54] to investigate
the electrochemistry of three electron-transfer mediators:
two phenothiazines (Azure A and B) and methylviologen
in biosensors based on reductase enzymes. They investi-
gated the effects of background currents associated with
proton reduction on the detection limits. The lower detec-
tion limits obtained with the NEA allow the use of lower

mediator concentrations, and the unwanted adsorption pro-
cess observed at macroelectrodes can be eliminated in the
case of NEAs. The use of lower concentrations of reactants
(both mediator and enzyme) in a NEA-based sensor offers
some important advantages: (i) it can be beneficial because
the employed mediators are often toxic, (ii) it can be ben-
eficial because enzymes are often expensive and difficult to
purify, and (iii) problems associated with protein aggrega-
tion are minimized.

5.2.5. SECM Development in
the Field of Biology

SECM was used for biological applications such as the trans-
port of species through membranes, tissues, and pores [307].
Specific applications were developed related to the quanti-
tative imaging of transport through dentine [308] and to the
imaging of the localized transport and permeability in car-
tilage [309]. The charge transfer through bilayer lipid mem-
branes was also investigated by SECM [310].
The combination of AFM and SECM makes it possible to

obtain more information on transport phenomena through
membranes (e.g., biological tissues). Hence, a combined
probe with improved lateral resolution permits biomedical
investigations, including drug delivery through membranes
(e.g., cell membranes), cellular communication processes
(e.g., exocytosis), and neurophysiologically relevant signaling
events. Fields of application include cancer research, neuro-
physiology, pharmaceutical applications, and mental disease
research (Parkinsonism, Alzheimer’s disease).
The ultimate detection limit of the single molecule has

already been achieved [311, 312]. Recent research is related
to detection with the use of biomolecules or biomodified
electrodes and probe redox couples in solution. Opportu-
nities for establishing calibration and measurement stan-
dards lie in the determination of concentrations, diffusion
coefficients, and electron transfer rates for electroactive
biomolecules in solution and a morphological current map
of biosamples attached to modified electrodes.
SECM was applied to image the localized mass transport

of oxygen and electroactive ions in cartilage and ionic fluxes
through skin. SECM was used to map the concentration pro-
file of hydrogen peroxide [313, 314], cell activity [315], and
enzymatic activity [316]. Other studies on the fluxes of cal-
cium and other ions from the cells known as osteoclasts,
which are responsible for the resorption and remodeling of
bone, are reported [317–319]. The SECM NE is positioned
over an osteoclast attached to a bone slice, to monitor the
resorptive activity of the cell in response to various biochem-
ical stimuli.
Various chemical processes occurring in living cells (e.g.,

electron transfer reactions, molecular diffusion of oxygen,
proton pumping across the membrane) have been imaged
with a submicrometer spatial resolution. The imaging is dif-
ficult because the SECM probe is small (i.e., the tip radius
is much smaller than the cell dimensions). At the same
time, such small probes are required to obtain high (sub-
micrometer scale) spatial resolutions [128]. The mapping
of intracellular redox activity, combined with potentiometric
measurements employing a scanning pH probe, can provide
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information about cell metabolism, respiration, photosyn-
thesis, and other important biochemical processes [315, 320–
331]. The topography and redox reactivity of human breast
cells have been imaged by SECM [321]. SECM was used
to probe the redox activity of purple bacteria (Rhodobac-
ter sphaeroides). The two groups of redox mediators (i.e.,
hydrophilic and hydrophobic redox species) were used to
shuttle the electrons between the SECM tip electrode in
solution and the redox centers inside the cell [328, 329].

5.2.6. New Hybrid Techniques
The applicability of a recent technique, sonoelectrochem-
istry, which aids the analysis of organic compounds (ascor-
bate [330], dopamine [331], and 5-aminosalicylic acid [332]),
has been demonstrated. Liquid chromatography and capil-
lary electrophoretic systems with electrochemical detection
in biological media are described in [333–335].

5.3. Electroanalytical Detection

Voltammetry is useful for both qualitative analysis (identifi-
cation of analytes) and quantitative analysis (concentration
measurements). Moreover, the oxidation state of the analyte
(e.g., how much Fe(II) and how much Fe(III) are present)
can be determined through voltammetry analyses. A very
interesting review related to microelectrode contributions
to analytical studies employing voltammetric detection has
been written [336].
NE voltammetric techniques have come to be used more

and more in metallic trace analysis. At trace levels, most
elements are essential to life. However, some of them, espe-
cially heavy metals, are toxic even at very low concentrations;
they do not degrade with time and thus tend to accumulate
in living organisms. Maximum heavy metal contents should
be in the range of 1 to 50 ppb (parts per billion or �g/liter)
[337].
Quantitative measurements are usually obtained with

spectroscopic analytical techniques such as atomic absorp-
tion or fluorimetry, but these methods require expen-
sive equipment and are not easily adaptable as portable
probes for in-situ determinations. In contrast, electrochem-
ical methods require nonsophisticated instrumentation and
are well adapted to quantitative measurements [338].
Voltammetry, including polarography, presents many

advantages for trace metal determination in water or in liq-
uid food:

• The simultaneous determination of more than one
metal (e.g., the determination of lead and cadmium in
food through anodic stripping voltammetry (AVS) is
very common). Cu, Cd, Zn, and Pb can be determined
during the same polarographic scan. The time saved
by determining two or more metals simultaneously is
evident.

• The trace metal technique (<100 ppb) is performed
with the same instrumentation that is used to deter-
mine many other ions, such as ascorbic acid or nitrate.
Subfemtomole detection of dopamine with an IDA car-
bon microelectrode has been reported [102]. Stripping
voltammetry is a very common analysis technique that
can also be considered in the case of NE tools; in

this case, the size of a single Hg hemispherical droplet
formed on a flat surface, calculated from the deposi-
tion charge and from the limiting CV current, is about
4�5× 10−6 m [339–340], which could limit its usage.

In Table 2 some of the detection limits in voltammetric
analysis using electrodes of various materials and sizes and
various voltammetric techniques are presented. Because of
the different measuring conditions, it is not possible to com-
pare these data. In any case, the sensitivity can be improved
by a suitable choice of the electrode and electrochemical
measurement conditions. It is remarkable that some types of
NEs are developed as commercial products with very high
performances related to the detection limits [341–343].

5.4. Nanoelectrodes in Scanning
Electrochemical Microscopy

SECM provides in-situ electrochemical, chemical, and bio-
chemical information on surfaces and interfaces. The unique
advantage of integrating NEs into conventional AFM tips
is based on the fact that complementary electrochemical or
activity information is obtained in combination with any of
the state-of-the-art measurement techniques in AFM, such
as chemical force imaging, force imaging, or phase imaging.
The scanning electrochemical microscope is a scanned probe
microscope (SPM) related to the familiar STM and AFM.
All SPMs operate by scanning the surface to be imaged
with the tip of a small probe. In SECM, imaging is per-
formed in an electrolyte solution with an electrochemically
active UME or NE; the nanoprobe signal is a faradaic cur-
rent obtained from the electrolysis of solution species. This
NE can then be used to scan a surface, and the current,
measured as a function of position, can be used to acquire
an electrochemical topographic map of the substrate. Obvi-
ously, the response of the SECM is governed by the mass
transport characteristics between the UME and the sample
and the electrochemical reactions occurring at the sample
surface. Although not as spatially resolved as in the case of
an AFM or STM, because of the relatively long range of the
tip (electrochemical substrate interactions accounting for a
poorer resolution), the SECM can probe both the topogra-
phy and reactivity of the surface with a resolution governed
by the tip dimensions.
In 1998, Fan and Bard [344] have shown that the detection

of a ferrocenyl molecule in solution is possible with a tip of
nanometer proportions.
Fabricating techniques for submicroelectrodes have been

gradually developed [69, 70, 73, 235, 345–349], which has
led to the extensive development of SECM techniques using
nanoprobes [2, 29, 130, 136, 350–359]. Some SECM experi-
ments use an ion-selective electrode as a tip [360].
Two features distinguish SECM from related methods

such as electrochemical STM or AFM: the chemical sensi-
tivity of the SECM tip and the use of solution phase ions or
molecules as the imaging signal. The surface properties of
the substrate influence the electrochemical response of the
electrode, providing information on the nature of the sub-
strate. Because of the difficulty in positioning electrodes at
a nanometer range, SECM offers limited lateral resolution
compared with STM and AFM [361–362].
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Table 2. Detection limits in voltammetric analysis using various electrodes.

Reference Electrode type Technique Detection limits

�METROHM Unspecified DP, SWV, CV
ion analysis Ltd.
CH-9101 Herisau
(Switzerland) [341]

SbIII/Sbv 500 ppt; AsIII/Asv 100 ppt; Bi
500 ppt; Cd 50 ppt; Cr 25 ppt; Co 50
ppt; Cu 50 ppt; Fe 200 ppt; Pb 50 ppt;
Hg 100 ppt; Mo 50 ppt; Ni 50 ppt; Pt
0.1 ppt; Rh 0.1 ppt; Tl 50 ppt; W 200
ppt; U 25 ppt; Zn 50 ppt

Trace detect [342] Nanoband electrode ASV, CSV, CV Part per million is instantaneous
Part per billion in 20 s or less
Part per trillion takes 1–3 min
Pb, Cu, Zn, Cd, Tl, Bi, Sn, Sb, As, Ag,

Ga, Se, Co, Ni, Cr, S, Cl, Br, I

Min et al. [83] Interdigital UMEA 0.1 �M ferro/ferrihexacyanide

Takahashi et al. [268] Interdigital UMEA CV 100 pM for dopamine
IDA carbon electrode 0.5 fmol for 5 �l of dopamine (100 pM)

Prado et al. [158] Boron-doped diamond CV 2�5× 10−5 M solution of Pb2+ in 0.1 M
film macroelectrodes ASV HNO3, scan rate 50 mV s−1

SWV 2�5× 10−5 M solution of Cu2+ in 0.1 M
HNO3, scan rate 50 mV s−1

Brunetti et al. [54] Macroelectrode CV 2.4 �M Azure A
2.5 �M Azure B
10 �M Methylviologen

NEA CV scan rate: 20 mV s−1 10−2 M 2.4 �M Azure A
phosphate buffer at pH 7.4. 2.5 �M Azure B

10 �M Methylviologen

Zhang et al. [137] Nanoelectrode tip Amperometric measurements
diameter of 100 nm

10 nM to 1 �M NO in stirring 0.1 PBS
buffer solution (pH 7.4).

Gamma analysen Hanging mercury drop All typical
technik GMBH, electrode (HMDE) voltammetric/polarographic
Bremerhaven, analysis methods
Germany [343]

Cd 0.05 ppb; Cr 0.01 ppb; Cu 0.05 ppb;
Hg 0.03 ppb; Ni 0.01 ppb; Pb 0.05 ppb;
Zn 0.05 ppb; Co 0.01 ppb; As 0.1 ppb;
Se 1 ppb; Mn 0.5 ppb; Tl 0.03 ppb;
Fe 30 ppb; NO−

2 10 ppb; NO−
3 50 ppb;

NH+
4 60 ppm; Cl− 1 ppb; PO3−

4 20 ppm;
SO2−

4 20 ppb; S2− 10 ppb;

Kleps et al. [176] NEA (900 electrodes) SWV Pb2+, Cd2+-10−9 M
tip diameter of 100 nm; 0.1 M HCl

The trend of using nanoelectrodes for enhanced spatial
resolution and the use of micro/nanosensors as SECM tips
demand innovative approaches to the manufacture and posi-
tioning of the SECM probe.
Recent attempts to combine SECM with AFM have been

reported in the literature [363].
Lugstein et al. [361, 364] introduced the concept of

integrated multifunctional scanning probes. They realized
the first reproducible integration of submicro- and nano-
electrodes in commercial AFM tips through microfabri-
cation techniques. Using such a system, laterally resolved
electrochemical information on homogeneous or heteroge-
neous electron transfer processes at the sample surface can
be obtained simultaneously during AFM imaging. Micro-
or nanoelectrodes are integrated into standard AFM can-
tilevers through nanofabrication techniques. Consequently,
electrochemical processes can be imaged or induced at the
nanoscale during simultaneous AFM measurements [364].
Recently, Lugstein et al. [361] proposed the extension

of this concept to multifunctional scanning probes/sensors,
combining, for example, SECM with AFM and scanning

near-field optical microscopy (SNOM) into a single trifunc-
tional tip or integrating multiple electrode/sensor systems.
The construction of SECM/AFM tips is based entirely

on micro- or nanofabrication processes [361–364]. The main
processing steps include the deposition of the electrode
material (60–100 nm) on a cantilever surface by sputter-
ing. In the case of a conducting tip, a prior deposition of
an insulation layer is required. Commonly used electrode
materials include gold, platinum, and modified carbon. Sub-
sequent insulation is achieved by chemical vapor deposition
of silicon nitride, mixed silicon nitride/oxide, or parylene.
Exposing the micro/nanoelectrode at the required working
distance to the sample surface is achieved by means of a
three-step focused ion beam (FIB) cutting/milling process.
SECM can be applied to the measurement of fluxes of

ions [365] and redox-active molecules [366] through porous
media [98]. Slevin et al. [98] have obtained SECM Pt
nanoprobes with effective radii varying from 1 �m to 10 nm,
with a technology presented in Section 4.7.1. When the tip
is an ion-selective electrode, it can be used to map the con-
centration of an ion and to monitor particular reactions
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occurring at the substrate, for example, the activity of immo-
bilized enzymes and cells such as the osteoclast [321, 367–
368].
SECM employs a very low-dimension electrode above the

sensing surface. The diffusion and generation of redox-active
molecules are perturbed by the conductivity of the surface.
Since SECM uses a scanning electrode, the time resolution
is limited by the mechanical scanning speed. Other meth-
ods employing a multimicroelectrode array have also been
reported [369–371]. These kinds of image measurement pro-
vide a huge number of discrete measurements instantly.

5.4.1. Nanocluster Deposition
The electrochemical nucleation and growth of metal clus-
ters and low-dimensional metal structures can be achieved
locally at predefined positions on a substrate surface by
using the tip of a STM as an electrochemical nanoelectrode.
The deposition of nanometer-sized clusters and the local
etching of a metal surface have been achieved by apply-
ing ultrashort voltage pulses between the SECM probe tip
and the surface [221, 372–374]. Schindler [375–377] demon-
strated that nanostructures such as Co on Au(111) and Pb
on n-Si(111):H can be grown with a controlled aspect ratio
and with lateral diameters even below 10 nm. The width and
height of the clusters were determined by the diameter of
the tip apex, the distance between the tip and the substrate,
the substrate potential, and the amount of Co transferred to
the substrate through the tip [131].

6. CONCLUSIONS
The spotlight in this review is on electrodes or probes as
well as electrode arrays of nanometric dimensions. How-
ever, there are some reasons to occasionally mention higher
size electrodes, such as UMEs, microelectrodes, and sub-
microelectrodes: (i) behavior and applications of NEs are
very close to those of microelectrodes; (ii) the chronologi-
cal development of the electrode fabrication technology was
from the micro to the nano domain; (iii) one aim is to com-
pare or emphasize advantages or drawbacks.
The general properties of microelectrodes are extensively

reviewed in the literature and can be considered as well for
NEs. Moreover, the microelectrode theory and modeling of
microelectrode processes are well consolidated.
The flux of electroactive molecules toward the electrode

is much greater for a NE than for a macroelectrode, because
of the radial diffusion. This confers important properties on
the NE: (i) the steady state for a faradaic process is attained
very rapidly; (ii) the applied potential can be scanned very
rapidly because the charging current is suppressed; (iii) with
the use of NE arrays, the amperometric signal (i.e., the cur-
rent intensity) is enhanced; (iv) there are lower detection
limits due to the higher signal-to-background ratio; (v) the
small sizes of the electrodes permit measurements in very
limited solution volumes.
Unlike microelectrodes, the use of NEs confers more sen-

sitivity to the electrochemical measurements and the possi-
bility of integration into nanosensors. Sometimes NE/NEA
behavior is greatly different from microelectrode theory,
depending on many factors: the electrode size, geometry,

and material; the distance between two consecutive elec-
trodes in an array; the kinetic parameters of the electroana-
lytical technique employed, etc. Some NE particularities and
deviations from the theory described in the literature are
presented.
The recent improvement in nanotechnology tools and

procedures permits the preparation of very small electrodes,
in the range of 100–10 nm, or even 1 nm. Actually, nano-
electrodes of different sizes and geometries can be fab-
ricated with lithographic techniques, template-synthesized
nanomaterials, silicon-etched pyramidal structures, embed-
ded nanoparticles, carbon nanotubes, etc. In the case of
NEA, an optimum current response occurs at low current
densities, and for high distances between the electrodes.
Only NEAs realized by lithographic techniques, or those
fabricated on silicon-etched pyramidal structures, behave in
accordance with the theory. The fabrication of the pyra-
midal NEAs is very simple, being based on standard Si
device processes on Si wafer substrates. Pyramidal NEAs
can be fabricated with a common photolithographic tech-
nique, ultraviolet light proximity, and does not involve other
special lithographic techniques.
There are some drawbacks of electrochemical NE tools,

as follows: (i) the difficulty of achieving an efficient NE insu-
lation, in order to release only the tip of the electrode in
contact with the solution; (ii) the discordance between the
NE size and the dimensions of the mounting case; (iii) devi-
ation from the ideal behavior, due to many causes; (iv) not
enough reproducibility of the measurements; (v) the diffi-
culty of systems using arrays of NEs in achieving widespread
application, due to the complexity of their construction.
Nevertheless, NEs represent an exciting domain and a

real challenge because of their unique performance, high
sensitivity, and low dimensions that allow in vivo measure-
ments.
NEs have applications in various fields: electroanalyt-

ical determinations, bioanalyses, medicine, scanning elec-
trochemical microscopy, and investigation of the chemical
reaction mechanism. More recently, NEs have been intro-
duced to study ultrafast electrode processes. The time
constant of the NE may even be as small as 1 ns.
Great attention was given to NE biomedical applications,
a field with a huge potential for expansion in the future.
Voltammetric NE techniques, such as amperometry and
fast-scan cyclic voltammetry, are ideally suited for moni-
toring transiently occurring chemical events in cellular and
subcellular processes. Furthermore, applications of NEs in
diagnostics, biomedical detection, and analysis of various flu-
ids are becoming common. NEAs with high NE densities,
such as template-synthesized nanoelectrodes, nanoparticles
embedded in dielectric layers, or SAM electrodes, can be
easily functionalized for biomedical applications.
NEAs that behave in accordance with the theory, such as

those realized by photolithographic processes, or on pyrami-
dal structures or single NEs, are very appropriate for elec-
troanalytical determinations; NE voltammetric techniques
are coming to be used more and more in metallic trace anal-
ysis; NEs are even commercial tools for selective identifi-
cation of toxic chemical compounds at ultratrace levels in
liquid media.
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Single NEs or nanoprobes are widely used in SECM tools.
The recent NE applicability in new hybrid techniques, such
as AFM/SECM, AFM/SNOM/SECM, sonoelectrochemistry,
liquid chromatography, and capillary electrophoresis with
electrochemical detection, will increase the interest in the
advance of NE technology.
The varied and immense quantity of information related

to NE use, especially in biomedical or SECM fields, made a
very strict classification of applications difficult; the purpose
of this review is only to emphasize the great potential and
the large aria of applicability.
Some commercial NE tools have been developed; how-

ever, it may be unrealistic to expect in the near future a
widespreading use of all NE-based electrochemical tools or
devices.
Nevertheless, based on the continuous improvements in

this field, it is reasonable to be confident about NE perfor-
mance and implementation; it is obvious that the methods
discussed and continuing advances can eliminate some mis-
conceptions concerning the inapplicability of NEs. The great
interest in NEs and nanoprobes is proved by the huge num-
ber of review papers and book chapters, as well as confer-
ence, symposium, and workshop sessions being organized in
this emerging field.

GLOSSARY
Bionanosensors Combine the selectivity of biology with
the processing power of modern micro/nanoelectronics and
optoelectronics to offer powerful new analytical tools with
major applications in medicine, environmental diagnostics,
and processing industries.
Biosensor An analytical tool combining a biochemical
recognition component with a physical transducer. The bio-
logical sensing element can be an enzyme, antibody, DNA
sequence, or even a microorganism. The transducer converts
the biochemical event into a measurable signal, thus provid-
ing the means for detecting it.
Electrochemical nanoelectrode (NE) The working elec-
trode in an electrochemical cell, having one dimension in
the nanometric range, usually lower than 500 nm. Opera-
tional definition: A nanoelectrode is any electrode whose
characteristic dimension is, under the given experimental
conditions, comparable to or smaller than the diffusion layer
thickness. Under these conditions, a current steady state or
a pseudo-steady state is attained.
Electrochemical nanoprobe Similar to the nanoelectrode;
this term is used specially in microscopy; it is also widely
used in biomedicine and in bioelectrochemistry.
Electrode surface derivatization Redox modifying com-
pounds that can be attached to the nanoelectrode surface to
improve the selectivity and sensitivity of the electrode array
to various agents.
Nanoelectrode array (NEA) The working electrode consti-
tuted of a group of many electrodes at the same potential,
separated from each other by dielectric material; the area of
the active electrode is the sum of the areas of all electrodes
from the array.

Pyramidal nanoelectrode Nanoelectrode realized by insu-
lating pyramidal shape nanostructures such as metal/
dielectric/Si.
Scanning electrochemical microscopy (SECM) Micro-
scopic technique that can provide information on both
the topography and reactivity of a surface or an interface
(liquid/solid, liquid/liquid, and liquid/gas), with a resolution
governed by the dimensions of the electrochemical tip.
The SECM tip is a submicronic-size electrochemical probe,
and the tip signal is a faradaic current generated by the
electrolysis of the solution species.
Self-assembled monolayers (SAMs) Ordered, chemically
and thermally stable two-dimensional aggregates that are
formed spontaneously by the adsorption of surface active
molecules to a solid; the spontaneous molecular adsorption
brings molecules close enough together and allows for the
short-range van der Waals forces to become important.
Single-wire nanoelectrode Nanoelectrode realized by ade-
quate insulation of the carbon fiber or metallic wire with a
nanometric size tip.
Template-synthesized nanoelectrode Nanoelectrode real-
ized by filling the pores of a dielectric material template with
the electrode material.
Voltammetry An electrochemical measuring technique
used for electrochemical analysis or for the determination
of the kinetics and mechanism of electrode reactions. The
potential of the working electrode is typically controlled with
a potentiostat, and the current flowing through the electrode
is measured. Cyclic voltammetry (CV) is a linear-sweep
voltammetry with the scan continued in the reverse direction
at the end of the first sweep. Voltammogram: Graphical rep-
resentation of the results of a voltammetric measurement.
Working electrode One of the electrodes in a two-
electrode/three-electrode cell where the electrochemical
reaction takes place. It can serve as either an anode or a
cathode, depending on the applied polarity. The working
electrode can be the “measuring,” “indicator,” or “sensing”
electrode, for example, in a potentiometric electroanalytical
setup where the potential of the measuring electrode (rela-
tive to the reference electrode) is a measure of the concen-
tration of a species in the solution.
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1. INTRODUCTION

1.1. Interest in Nanocrystalline Electrodes

Studies on dye-sensitization in the field of photoelectro-
chemistry began in the late 1960s by using a single crys-
tal zinc oxide (ZnO) electrode in an aqueous electrolyte
solution containing the photosensitizer dyes [1, 2]. Although
spectral sensitization of semiconductors had been known
much earlier from photographic technologies, dye-sensitized
photocells evoked high interest among researchers because
they provide means to utilize wide bandgap semiconductors
for solar energy conversion which showed to be quite resis-
tive against otherwise considerable photocorrosion. How-
ever, early systems provided quite poor efficiency, because
most of the photons incident on the cell were absorbed by
dye molecules in the solution, which do not serve as sen-
sitizers but tend to decompose. As it had been revealed
that only the dyes directly adsorbed on the semiconduc-
tor surface act as sensitizers [3], Tsubomura et al. signif-
icantly improved the cell performance by using a sintered
pellet of ZnO with a large surface area and adsorbing dyes
before it was put into an aqueous I−/I−3 redox electrolyte [4].
However, no substantial improvements were made later

and the studies on dye sensitization virtually ceased in the
1980s, despite the fact that the importance of the elec-
trode porosity had been known [5] and the idea of using
a carboxylated polypyridine Ru complex for firm chemical
attachment of the sensitizer on the oxide surface had been
reported [6]. The revival of dye sensitization had to wait
until the 1990’s, when O’Regan and Grätzel developed a
new electrode material with an extremely high surface area,
that is, a porous thick film made by spreading colloidal paste
of TiO2 nanocrystals on transparent conductive substrates
such as F-doped SnO2 (FTO) coated glass and sintering it
between 400 and 500 �C [7, 8]. They also developed specially
designed polypyridine Ru complexes as sensitizers and used
water-free electrolyte solutions. From these improvements,
a light to electric power conversion efficiency of 10% has
been achieved and the dye-sensitized photocells, which now
can be called dye-sensitized solar cells (DSSCs), have finally
demonstrated their high promises as solar power devices.

There have been a lot of active studies on DSSCs in the
last decade. Thanks to the development of pulse laser spec-
troscopy and time-/frequency-resolved photoelectrochem-
ical techniques, significant progress has been made in
understanding how DSSCs operate [9–26]. Unique fea-
tures of charge separation/recombination and charge trans-
port in nanoporous networks have been elucidated. On the
other hand, there have also been a lot of studies seeking
alternative materials for DSSCs including other semicon-
ductors [28–36], dyes [30, 33, 37–47], and electrolytes (hole
conducting materials) [34, 48–54]. Various kinds of metal
oxides such as ZnO [27, 28, 32, 33], Fe2O3 [29], In2O3 [32,
33], SnO2 [30, 32, 33], CeO2 [31], Nb2O5 [32, 33], and
their combinations either as mixtures [34] or as core–shell
structured composites [35, 36] have proven their capabil-
ity as electrode material for DSSCs when they are used as
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porous films. Although their performance often appeared
to be inferior to TiO2, comparisons under exactly the same
conditions especially for the crystal size and the film poros-
ity have barely been possible, so that “the best material”
is still in question. Various dyes, some of them already
studied decades ago, were investigated again as sensitiz-
ers of nanocrystalline porous semiconductor electrodes and
were found to perform much better than in early studies
[33, 39, 42]. Molecular engineering was used to substitute
the anchoring groups for firm attachment of the sensitizers
on the semiconductor surface and to modify the energetic
structure of the chromophore to broaden their spectral sen-
sitivity. Improved cell efficiencies were obtained, indicating
a further potential to improve the performance of DSSCs by
appropriate design of the dye molecules [37, 38, 40]. Among
promising dyes, also several naturally occurring molecules
have exhibited rather high activities as sensitizers and were
discussed to be cheap and nontoxic alternatives [46–48]. On
the electrolyte side, aside from optimization of the elec-
trolyte composition for maximum output of the cells [8],
(quasi)solidification of the cells has been studied in an
attempt to improve the long-term stability of the cells, using
molten salt electrolytes [49], polymer gel electrolytes [34,
50, 51], solid hole-conducting polymers [52, 53], or inorganic
p-conductors [54, 55]. Simply speaking about the efficiency
of the cell, however, none of these new systems has exhib-
ited superior performance when compared with the “Grätzel
cell” [8].

It should be mentioned that almost all of the recent
studies related to DSSCs employed the same preparation
method for porous oxide semiconductor films (i.e., colloid
coating on FTO glass followed by sintering). The history in
the field, however, may teach us that substantial improve-
ments occurred only when new methods were adopted for
the preparation of semiconductor electrodes [1, 4, 7].

Improvement of the cell performance, however, is not
the only driving force to study new synthetic methods.
In order to provide alternatives of manufacturing DSSCs,
recently several new methods of film preparation were
reported such as low temperature (=100 �C) sintering of
spin-coated aqueous TiO2 sol [56], electrophoretic depo-
sition of semiconductor nanoparticles [57], electrodeposi-
tion [58, 59], sputtering [60], and compression of powdered
samples at high pressure [61]. Although these methods did
not yield better cell characteristics than the conventional
technique, such new techniques, especially those allowing
low temperature fabrication of porous semiconductor films,
are important in order to realize flexible DSSCs using con-
ductive plastic substrates [56, 61]. Since the conventional
technique needs a heat treatment at 400 to 500 �C, the
choice of transparent substrates is essentially limited to
glass. Since the cost of glass sheets typically occupies a
significant part of the total cost [62], elimination of the
heat treatment for substitution of glass by plastic films is
an important step to reduce the cost of a device. Beyond
this, however, it will reduce the weight and will also allow
newly accessible geometries of solar cells. Another impor-
tant feature of these new methods in the case of electrode-
position and sputtering consists in the aspect that the film
growth occurs in an ordered structure, because these pro-
cesses “build up” a film from very small units such as ions

or clusters [59, 60]. The colloid-based methods inherently
results in a formation of randomly structured films since pre-
formed particles are used, unless the shape and size of the
particles are well controlled, so that their physical contact
leads to an ordered packing [63]. Control of film structure
especially with respect to the pore size distribution is highly
relevant for the performance and stability of DSSCs. Limita-
tion of the photocurrent by the transport of redox electrolyte
through narrow pores can decrease the efficiency in spite of
a high surface area and desorption and decomposition of
the oxidized dye molecules can lead to degradation of the
cells [64].

1.2. Level of Control
in Electrochemical Depositions

Electrochemically induced depositions of solids are well-
established technical procedures and play key roles in a
number of technologies [65]. Most prominent here are pro-
cesses of metal plating. Electroplating has been established
as a traditional way of coating any conductive substrate in
particular by Cu. In the past these techniques have been
well established and optimized and a number of additives
were found that led to an increased smoothness and more
shiny finish of the coatings which were desired in most
cases. A scientific understanding of the role of these addi-
tives [66] evolved considerably later and to date today it
remains of highly relevant research interest [67]. Beyond flat
coatings on a given sample geometry, electroplating of met-
als in channels or pores has become a very important step
in modern microprocessor technology because a number of
interconnects, vertical or lateral, can be prepared by elec-
troplating [68–72]. Here it has become of major importance
to be able to deposit through narrow pores, deposit metal in
the trough of a pore first, and then subsequently fill it to the
opening and beyond it (super conformal deposition). Since
interconnect pores get more and more narrow with decreas-
ing chip dimensions (i.e., increased microprocessor perfor-
mance), dimensions have become so small that the diffusion
profile and the heterogeneous deposition kinetics have to
be controlled in great detail, both on a microscopic [73–81]
and reactor [82] level. An understanding of the traditional
additives and of newly developed additives was obtained
on a molecular level which was essential to tune the mor-
phology of the deposited metal to the extent necessary in
this demanding field. This can serve as an example of the
level of control that can be obtained in electrochemical
depositions.

Of course other metals can also be electrodeposited
cathodically and a similar level of control is often needed.
Super conformal or at least conformal depositions have also
been worked out for Ag [83] and Ni [84]. Sequential and
alternating depositions even from a single, mixed electrolyte
can be obtained by careful tuning of the reaction rates and
diffusion profiles by means of the applied potential [85].
Pulsed depositions, for example, are established methods to
control diffusion profiles in a well defined way, as shown, for
example, to deposit nanoparticles [86], metal alloys [87–89],
or metal multilayers [85, 87–90] from a given mixed bath.
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1.3. Electrochemical Crystallization
of Oxide Films

To form oxide films by eletrochemical means one would
at first sight think of anodic reactions at a given metal
electrode. This concept is well established [91] and often
studied in corrosion reactions and in the case of passive
oxides (e.g., Al2O3 or TiO2). On the other hand, com-
pound semiconductor thin films can be directly deposited
from solutions and, aside from their economical advantage
and versatility in application to various materials in com-
plex shapes [92–98], solution phase techniques often allow
highly ordered crystal growth, when they are properly con-
trolled [93]. Epitaxial growth of several metal sulfides [93,
94, 99], selenides [100, 101], and oxides [102, 103] has been
observed, which is a clear manifestation of the high qual-
ity of the materials grown from solutions. Heteroepitaxial
deposition using substrates with geometrical matching to the
deposit is the usual way to achieve precise control of the
film structure [104]. However, such an approach typically
limits the choice of the substrates to expensive single crys-
tals. Moreover, such a heteroepitaxial effect typically is valid
only for extremely thin films. As the films grow thicker, the
anisotropy of the stability of the deposits caused by surface
adsorption of coexisting ions, molecules, and even simply by
solvation becomes so enormous that the control of the film
growth by such chemical events at the solid/solution inter-
face comes into play [98]. Precipitation from solutions can
be performed under equilibrium conditions, if the chemical
stability of the solvated ions and that of the solid are compa-
rable. Under such conditions, film growth can occur under
active control of the film structure. As examples of such an
approach to control of the film structure, we have demon-
strated electrochemically induced chemical deposition [93,
97] of nanoparticulate cadmium sulfide (CdS) thin films
by introduction of mercaptoethanol to the bath [95], which
strongly coordinates to the surface reaction sites of CdS, and
by using acetonitrile as solvent [96], which permits only lim-
ited solubility of CdS, as in both cases the growth of bulk
CdS is suppressed.

Because of the interesting features and practical advan-
tages to growing semiconductor films electrochemically from
solutions, the films prepared by such methods are attrac-
tive candidates as photoelectrode materials for DSSCs.
Anodic [105] and cathodic [106] electrodeposition of TiO2
from aqueous solutions has been reported and we have
recently proven that electrodeposited TiO2 thin film elec-
trodes have decent properties for application to DSSCs [58].
To obtain reasonably porous, crystalline films, however, the
as-deposited amorphous films had to be heated above 300 �C
and this heat treatment does not permit the use of plas-
tic substrates, making the electrodeposition technique not
very attractive in the case of TiO2. Zinc oxide (ZnO), on
the other hand, can be directly crystallized by cathodic elec-
trodeposition from solutions owing to a higher solubility
than TiO2 [107–112], and it is one of the most promis-
ing materials for DSSCs, probably next to TiO2 [28, 33].
The electrochemical growth of ZnO thin films proceeds in
an atomic layer-by-layer fashion, as evident from the fact
that a long-range epitaxial growth was possible [102]. Such
a character of the film growth provides a good chance to

control the structure of ZnO thin films, including the crys-
tal size, crystal orientation, and pore size. Recently, as in
the case of metal depositions, nonstationary conditions have
also been applied to modify the morphology of ZnO either
toward porous or smooth electrodes [113, 114]. ZnO nano-
particles were deposited by an electrophoretic method to
yield nanowire arrays [115]. Boron could be incorporated
into the ZnO crystalline thin films by means of a mixed elec-
trolyte [116]. Reaction conditions were worked out to fur-
ther contact the ZnO layer by subsequent metal deposition
on top of it [117]. These conditions provide a good starting
point to utilize electrochemically deposited ZnO layers as
dye-sensitized electrodes.

1.4. Control by Structure-Directing Agents
in Chemical Crystallizations

The level of control that can be reached in the structure
and morphology of mineral crystallization is most impres-
sively shown in fields as different as biomineralization and
the synthesis of molecular sieves. In both of these exam-
ples the growing mineral network is constructed by means
of templates (i.e., molecules that are critical during syn-
thesis but that are not included into the covalent oxide
network and are dispensable at the end of the synthesis).
Acid–base and metal–ligand interactions are dominating
the bonds between template molecules and mineral pre-
cursors that then lead to the structure–directing character
of the template molecules on the resulting mineral. Pep-
tides and (glyco)proteins as well as phospholipids play the
most important roles in the mineralization in biological sys-
tems [118, 119] whereas in the synthesis of mesoporous
materials or molecular sieves the most important structure-
directing agents consist of aliphatic amines, tetraalkylammo-
nium salts, or oligoethers [120, 121]. It is far beyond the
scope of this chapter to review the literature in these fields
but some aspects should be highlighted that carry a signifi-
cance for electrochemical self-assembly.

Those molecules controlling many reactions in biomin-
eralization, for example, carry acidic functionalities. The
kinetics of site-specific nucleation and crystal growth as well
as the interface energy as reflected in the surface tension
are influenced by these molecules [122, 123]. This control
works to an extent that even chiral morphologies can be
obtained for nonchiral crystals, just by such an influence
of a chiral molecule (e.g., aspartic acid) [118, 124]. Such a
level of control over the morphology of crystals and films
is challenging the traditional chemistry of materials. Con-
cepts based upon chemical reactions with or under control
of biomolecules already have entered the field of materi-
als science [125, 126], even using the enormous complexity
of information provided by molecules like DNA. Interfacial
interactions with biomolecules also have to be considered in
purely inorganic crystallization reactions when interaction of
a medically implanted material with biominerals is discussed
(e.g., in the growth of TiO2 on implanted Ti and subse-
quent biomineralization of hydroxyapatite and fluorapatite
on TiO2) [127].

The use of covalent or coordination bonds of oxides and
of organic molecules can, aside from the template effect
mentioned, lead to the formation of hybrid materials. Very
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well-defined mixed crystals could be obtained for an inter-
action of an aromatic ligand like 2,6-bis(hydroxymethyl)-p-
cresol with Ti (IV) alkoxides [128]. Further, if such hybrid
organic/inorganic precursors are used in condensation reac-
tions similar to the sol–gel route, highly ordered hybrid
materials can be obtained with the organic portions still in a
covalent backbone network [129]. Also dye molecules could
be incorporated into mesoporous materials already during
their synthesis, if the dye molecules were soluble in the
reaction mixtures, carried functional groups that were com-
patible with the template molecules, and could chemically
withstand the rather harsh environment of molecular sieve
synthesis [121]. In turn the incorporated dye molecules can
also influence the structure of the host molecular sieves. If
the size of the dye molecules, for example, exceeded the
pore size of the molecular sieve, mesopores were formed
as defects of the molecular sieve or even new oxide phases
were formed as a consequence of chemical interactions with
the dye molecules [121].

2. ELECTROCHEMICAL
CRYSTALLIZATION OF OXIDE/DYE
HYBRID FILMS

The electrodeposited ZnO electrodes appeared to be
potentially useful candidates for dye-sensitized electrodes,
because of their high crystallinity which is usually beneficial
to an efficient charge transport. In an attempt to adsorb
dye molecules to electrodeposited ZnO films, however,
dye adsorption could not be observed at an appreciable
amount, most likely due to a rather small surface area of
the electrodeposited crystalline ZnO films. Only when the
dye molecules were already added into the Zn(NO3�2 bath
of the electrode synthesis, did we succeed in obtaining
crystalline ZnO thin films intensively colored by the added
dyes [17, 18, 130–140]. Various water soluble dyes have
been tested and resulted in formation of thin films with
various colors, proving the versatility of this method. The
formulae of the dye molecules are shown in Figure 1
which includes tetrasulfonated metallophthalocyanines
(TSPcMt) [17, 18, 130–132], the family of xanthene dyes
such as eosinY (EY) [133–136], the triphenylmethane dye
tetrabromophenol blue (TB) [137, 138], cis-dithiocyanato
bis(4,4′-dicarboxylic acid-2,2′-bipyridine)ruthenium(II) (N3)
[139, 140] which is known as the best sensitizer in the
Grätzel cell [8], and riboflavin 5-phosphate (R5P) which
is one of the few commercial phosphonated dyes. These
dye molecules have carboxylic, sulfonic, or phosphonic acid
groups which are not only needed to provide solubility in
water but also are expected to act as anchors of the dyes
to the ZnO surface. Because dye adsorption takes place on
the growing surface of ZnO during the electrodeposition,
the added dye molecules modify the structure of ZnO in
various ways as it is revealed in the following sections. The
act of dye molecules in this respect finds similarity to the
role of organic additives in electrochemical metal plating or
the templates and structure-directing agents in the solution
processing of molecular sieves. In case of ZnO/dye hybrid
electrodeposition, however, the dye molecules do not need
to be removed as their function can be directly utilized in
the resulting materials.
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Figure 1. Formulae of the dyes used.

2.1. Impact of Dye Addition
on Crystallization of ZnO

2.1.1. Electrochemical Aspects
Cathodic electrodeposition of crystalline ZnO from an aque-
ous Zn(NO3�2 bath proceeds at temperatures above 60 �C
and at electrode potentials more negative than −0.7 V rel-
ative to the saturated calomel electrode (SCE) [107, 131].
Although the reaction turned out to consist of a multi-
component complex equilibrium it can be thought of as a
sequence of steps for the purpose of simplicity. As a first
step, nitrate is reduced to nitrite and partly to ammonia to
generate hydroxyl ions [131]:

NO−
3 + H2O + 2e− → NO−

2 + 2OH−

�E0 = −0�240 V vs� SCE� (1)

NO−
3 + 6H2O + 8e− → NH3 + 9OH−

�E0 = −0�373 V vs� SCE� (2)

The E0 values are calculated from the Gibbs free energy
of formation (�Gf � of each chemical species appearing in
the equations. The hydroxyl ions are expected to react with
Zn2+ to precipitate as zinc hydroxide, which subsequently is
dehydrated to give ZnO [109];

Zn2+ + 2OH− → Zn�OH�2 → ZnO + H2O (3)

However, there is no evidence of Zn(OH)2 formation as an
intermediate. Since the elemental reaction steps are difficult
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to know, we prefer to describe in overall expressions as
follows:

Zn2+ + NO−
3 + 2e− → ZnO + NO−

2

�E0 = +0�246 V vs� SCE� (4)

5Zn2+ + NO−
3 + 2H2O + 8e− → 5ZnO + NH+

4

�E0 = +0�213 V vs� SCE� (5)

It is noticed from the calculated E0 values that these reac-
tions are thermodynamically feasible owing to the high sta-
bility of ZnO.

The addition of dye molecules to the solution often hin-
ders the crystal growth of ZnO. In some of the systems stud-
ied, the film deposition was completely inhibited when the
deposition was carried out under moderate overpotentials
and when dyes were added at high concentrations [131, 135,
140]. The effect of dye addition to the current during the
electrodeposition in case of EY is shown in Figure 2 [135].
Chronoamperograms measured during the electrolyses at
−0.7, −0.8, and −0.9 V (vs SCE) in the absence and pres-
ence of 55 
mol dm−3 EY (Fig. 2A) show that the current
decreases by the addition of EY at all potentials. When the
electrode potential is fixed at −0.9 V (vs SCE) and the con-
centrations of EY is varied (Fig. 2B), a systematic decrease
of current is seen upon increasing the concentration of EY.
Colorless and translucent thin films of ZnO can be deposited
at all potentials in the absence of EY. In the presence of EY,
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Figure 2. Chronoamperograms measured during cathodic electrolyses
at indium tin oxide (ITO) coated glass electrodes in aqueous solutions
of 0.1 mol dm−3 Zn(NO3�2 with or without addition of 55 
mol dm−3

EY and at different electrode potentials of −0.7, −0.8, and −0.9 V
(vs SCE) as indicated in (A), those measured at −0.9 V (vs SCE) in
solutions containing different concentrations of EY as indicated in (B).
All measurements were carried out under air and at 70 �C. Reprinted
with permission from [135], T. Yoshida et al., Electrochemistry 70, 470
(2002). © 2002, Electrochemical Society of Japan.

the electrolysis at −0.7 or −0.8 V (vs SCE) led to the deposi-
tion of red colored thin film, although the film at −0.7 V (vs
SCE) was only partly covering the substrate. The electrolysis
at −0.9 V (vs SCE) in the presence of EY at concentra-
tions below 100 
mol dm−3, on the other hand, resulted in a
deposition of colorless thin films, which, however, gradually
turned into red when kept in air after the deposition. This
color change is caused by the electrochemical reduction of
EY molecules during the film deposition and its importance
to the hybrid formation will be discussed later in detail.

In the absence of EY and at −0.9 V (vs SCE) [Fig. 2A(a)],
the current sharply rises at the beginning of the electrolysis
and falls to a steady value of ca. 1 mA cm−2, creating a cur-
rent peak at t = 1�5 min. This behavior is typically expected
when the film growth takes place by initial nuclei formation
and subsequent growth of these seed crystals [141]. At the
high concentration (0.1 mol dm−3� of Zn(NO3�2 used in the
present study, the observed small current can not be ascribed
to the limitation by the transport of Zn2+ or NO−

3 [109] but
is limited by the kinetics of charge transfer and crystalliza-
tion. This is interesting to note since it points at the complex
reaction conditions mentioned that the reduction of nitrate
cannot be seen as independent of the “subsequent” reactions
with Zn2+. Formation of ZnO is a crucial step in the overall
electrochemical reaction and it is this step which limits the
current: at the beginning of the deposition, the seed crys-
tals grow three-dimensionally to increase the active surface
area, thus leading to the observed increase of current. As the
crystals grow, they merge together so that the lateral crystal
growth ceases and the film growth becomes one-dimensional
(i.e., in the direction perpendicular to the substrate). Con-
sequently, the current falls to a constant value. When more
positive potentials were applied, the current peak was broad-
ened and moved toward later times, along with a decrease
of the steady-state current. A smaller number of nuclei can
be formed at a smaller overpotential, so that the transition
from the three-dimensional to the one-dimensional growth
occurs at a later time [141]. The smaller steady-state cur-
rent is also expected by the slowdown of the charge transfer
kinetics under a smaller overpotential.

If eosinY is added to the bath, the current peaks are broad-
ened and shifted to larger t, compared with the correspond-
ing reaction without dye, and a decrease of the steady-state
current is noticed. The partial coverage of the substrate in the
case of −0.7 V (vs SCE) is explained by a significant decrease
of the current by inefficient seed formation and slow rate
of the subsequent growth due to local inhibition by the dye
molecules. When the potential was fixed at −0.9 V (vs SCE)
and the dye concentration was changed, systematic broaden-
ing of the nucleation peak, its shift to larger t, and a decrease
of the steady-state current were observed upon increasing
the dye concentration (Fig. 2B). When the dye concentra-
tion was higher than 100 
mol dm−3, no film was deposited.
These results indicate that the addition of EY hinders the
nucleation as well as the crystal growth of ZnO and it clearly
confirms that no independent reduction of nitrate occurs.

2.1.2. Change of Surface Morphology
The addition of dye to the deposition bath significantly
affects the crystal growth of ZnO and alters the film mor-
phology in various ways. Figure 3 shows scanning electron
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Figure 3. Variation of surface morphology of the electrodeposited
ZnO/dye hybrid thin films; pure ZnO thin film electrodeposited at
−0.9 V for 60 min from a 0.1 M Zn(NO3�2 aqueous solution (70 �C)
(a), ZnO/TSPcZn hybrid thin film (b), ZnO/TSPcAl hybrid thin film (c),
ZnO/TSPcSi hybrid thin film (d), ZnO/EY hybrid thin film (e), ZnO/PB
hybrid thin film (f), ZnO/TB hybrid thin film (g), ZnO/N3 hybrid thin
film (h), and ZnO/R5P hybrid thin film (i).

microscopy (SEM) images of films prepared under differ-
ent conditions. Figure 3a depicts the pure ZnO thin film
electrodeposited from a dye-free Zn(NO3�2 bath which con-
sists of hexagonally shaped particles. The film morphology
is completely changed when the same electrolysis is car-
ried out after minor addition of TSPcZn (b) [130, 131],
TSPcAl (c) [131], TSPcSi (d) [131, 132], EY (e) [133–135],
PB (f) [134], TB (g) [137], N3 (h) [138], and R5P (i) [140].
All of the dye loaded films consist of crystalline ZnO as
seen in X-ray diffraction (XRD) measurements, although
they are colored by the dyes unlike the pure ZnO. As shown
in the previous section, the electrodeposition of ZnO is not
completely hindered when proper concentration of dye is
chosen. In fact, the films prepared in the presence of dyes
are often thicker than the pure ZnO under the given depo-
sition conditions, because the films often become porous in
structure. The hybrid films with dyes such as TSPcAl (c)
and N3 (h) are obviously porous. However, one should pay
attention to the fine internal structure seen in the deposits.
For example, the ZnO/PB hybrid thin film (f) appears rather
flat and dense in Figure 3. But careful observation reveals
a nanosized internal structure within the grains which are
several micrometers large [134]. The film with EY (e)
has a disordered structure as a whole, but domains which
appear as assemblies of nanosized particles can be recog-
nized [133, 135]. The structure of ZnO/TSPcSi hybrid thin
film (d) is particularly interesting as the deposits look like
stacked thin platelets which stand with their edge on the
substrate [131, 132]. These unique morphologies reflect the
history of the film growth, more precisely, the anisotropy of
the crystal growth of ZnO caused by the addition of dyes.
The observed film morphologies in the micrometer regime
do relate to the crystal shape, size, and orientation of ZnO,
which in some cases were still observed on a nanometer
scale.

2.1.3. Crystallographic Orientation
As predicted in the previous section, the orientation of ZnO
crystallites in the ZnO/dye hybrid thin films differs from
that of pure ZnO. The change of the crystallographic ori-
entation by the dye addition can be studied by analyzing
the relative peak intensities in the XRD pattern of the
films and an example is given for the series of hybrid thin
films with TSPcZn, TSPcAl, and TSPcSi in comparison with
the pure ZnO in Figure 4. All films show sharp diffrac-
tion peaks assigned to ZnO, aside from the peaks arising
from the ITO substrate. It is noticed that the relative inten-
sities of major diffractions arising from (100), (002), and
(101) planes for the ZnO/TSPcMt films are different from
those for the pure ZnO. While the peak intensity from the
(002) planes decreases, the (100) peak becomes larger for
the films deposited with TSPcMts. This indicates the ten-
dency that the ZnO crystallites in the hybrid thin films are
oriented with their c-axis parallel with the substrate so that
the diffraction from the (100) planes increases since they
lie parallel to the substrate. When the degree of such pref-
erential orientation is estimated quantitatively by calculat-
ing orientation indices taking the standard powder sample
as the reference, the highest influence has been found for
TSPcZn, which is followed by TSPcSi [131]. The observed
preference of the crystallographic orientation implies that
the edge of the disklike deposits found in the SEM picture
of Figure 3d corresponds to the (100) face of ZnO, while
the plane of the disk to the (002). This was confirmed by
observing the microstructure of the deposits by transmission
electron microscopy (TEM) (Fig. 5). The samples were pre-
pared by mechanically scratching the ZnO/TSPcSi thin film
off the ITO substrate. Several large particles which do not
permit penetration of electron beams were found as seen in
the lower part of Figure 5, and they correspond to the disk
stacks. Fortunately, several thin and flat platelets were also
found as shown in the upper part of Figure 5. It supposedly
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Figure 4. X-ray diffraction patterns of the pure ZnO (a), ZnO/TSPcZn
(b), ZnO/TSPcAl (c), and ZnO/TSPcSi (d) hybrid thin films electrode-
posited at −0.9 V. Reprinted with permission from [131], T. Yoshida
et al., Chem. Mater. 11, 2657 (1999). © 1999, American Chemical
Society.
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Figure 5. TEM photograph of the “discs” consisting the ZnO/TSPcSi
thin film seen in Figure 3d in a view vertical to the disc plane together
with the high magnification image (lower inset) showing the lattice
fringe with ca. 2.8 Å interspace corresponding to the (100) planes of
ZnO and the complementary SAED pattern (upper inset) showing six-
fold diffraction spots indexed by taking the [001] zone axis. Reprinted
with permission from [131], T. Yoshida et al., Chem. Mater. 11, 2657
(1999). © 1999, American Chemical Society.

is the building unit (the disk) of the disk stack. In the high
magnification image of the disk can be found a uniform lat-
tice image with ca. 2.8 Å spacing over the entire deposit, as
shown in the lower inset of Figure 5. This corresponds to the
lattice fringe created by lateral projection of the (100) planes
of ZnO. The complementary selected area electron diffrac-
tion pattern is shown as the upper inset of Figure 5 and it
clearly exhibits diffraction spots in a six-fold symmetry. They
are indexed by taking the [001] zone axis as shown in the
figure. The spot pattern assignable with unique zone axis
indicates the single crystalline nature of the disklike deposit.
The relationship between the zone axis and the structure of
the deposit confirms that the disk plane corresponds to the
(002) face of ZnO as expected from the SEM photograph
and the XRD. This structure was also confirmed from the
TEM image for a lateral projection of the disk stacks [131].

It is interesting to note that the crystallinity of ZnO in
the electrodeposited ZnO/dye hybrid thin films is generally
as high as that of the electrodeposited pure ZnO, although
the adsorption of dye molecules is expected to hinder the
crystal growth of ZnO. In many cases, the XRD peaks of
the hybrid thin films do not exhibit any broadening even
for the ZnO/EY hybrid thin film which appears to consist
of nanosized particles (Fig. 3e). These nanosized building
blocks in fact are interconnected to form spongelike porous
crystals, as confirmed from the TEM image of this film,
which showed continuous lattice fringes appearing over the
assembly of nanosized structures [135]. The stacking of the
disklike ZnO for the ZnO/TSPcSi system mentioned also

indicates a certain driving force to assemble these platelets.
The addition of a dye significantly modifies how the crystals
grow but does not block the crystal growth completely, so
that these building units grow to be connected and maintain
a complete structure of ZnO in their assembly.

2.1.4. Growth Model of ZnO/TSPcMt
Hybrid Films

Considering the impact of dye addition to the crystal growth
of ZnO, a model for the growth of hybrid thin films can
be derived as depicted in Figure 6 for the case of the
ZnO/TsPcMt system. The attachment of a TSPcMt molecule
onto the surface of ZnO is expected to occur through its sul-
fonic acid groups, since a formation of sulfonic ester linkage
was also indicated in the Fourier transform infrared analysis
of a sol–gel processed TiO2/TSPcCo composite [142]. The
adsorption of dye through a sulfonic acid group was also
suggested in the ZnO/TB hybrid thin film prepared by one-
step electrodeposition, for which the pH-dependent color
change along with the change of molecular structure into
the lactone form was prohibited [137]. Such adsorption of
dye molecules in the case of TSPcMts seems to take place
preferentially onto the (002) faces of ZnO, so that the crys-
tal growth along the c-axis is hindered. Consequently, the
crystal growth occurs predominantly along the a- and b-axes.
Following the initial period of seed formation, the growth
direction is defined by reactant transport and hence pro-
ceeds vertical to the surface. Therefore those ZnO crystal-
lites with their a- and b-axes perpendicular to the substrate
will grow faster and represent the preferential crystal orien-
tation of the final film.

The stability of dye adsorption to each crystallographic
face of ZnO is expected to differ from dye to dye and these
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Figure 6. Illustration of the electrochemical self-assembly of the
ZnO/TSPcMt thin films, showing the preferential adsorption of TSPcMt
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the substrate. Reprinted with permission from [131], T. Yoshida et al.,
Chem. Mater. 11, 2657 (1999). © 1999, American Chemical Society.
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differences lead to the characteristics in the anisotropy of
the crystal growth. The variation of the film morphology
shown in Figure 3 can therefore be explained as arising from
the different interactions of the dye molecules with the sur-
face of ZnO.

2.2. Ordered Dye Assemblies in ZnO/Dye
Hybrid Films

The added dye molecules not only interact with the sur-
face of ZnO but also among themselves to form molecular
assemblies in ordered structures. The intermolecular elec-
tronic interaction can be nicely studied by measuring
ultraviolet-visible (UV-vis) absorption spectra, because the
interaction of the chromophores in condensed dye assem-
blies leads to specific changes of the electronic struc-
tures [143–145]. This was discussed in detail for the
electrodeposited ZnO/TSPcZn hybrid thin film [131].

In Figure 7 are shown the absorption spectra of the
ZnO/TSPcZn thin films electrodeposited at −0.7 and −0.9 V
(vs SCE), compared with those of the pure ZnO thin film, an
aqueous solution of TSPcZn, an aqueous solution of TSPcZn
with added CTAC (=cetyltrimethylammoniumchloride), a
dry mixture of solid TSPcZn and ZnO powders, and ZnO
powder to which TSPcZn is adsorbed by refluxing it in an
aqueous solution of TSPcZn.

The electrodeposited pure ZnO thin film only exhibits
a sharp increase of the absorption below ca. 380 nm
attributable to the bandgap absorption of ZnO, aside from
the gradual increase of apparent absorption with decreas-
ing wavelength due to light scattering (a). Both of the
ZnO/TSPcZn thin films deposited at −0.7 and −0.9 V were
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Figure 7. UV-vis absorption spectra of the ZnO thin film electrode-
posited at −0.9 V (a), the ZnO/TSPcZn hybrid thin films electrode-
posited at −0.7 V (b) and −0.9 V (c), the aqueous solutions of TSPcZn
in its monomeric form measured in the presence of cetyltrimethylam-
monium chloride (CTAC) (d), and dimeric form without CTAC (e), the
physical mixture of dry powders of ZnO and TSPcZn (f), and the ZnO
powder to which TSPcZn is chemically adsorbed from its aqueous solu-
tion (g). Reprinted with permission from [131], T. Yoshida et al., Chem.
Mater. 11, 2657 (1999). © 1999, American Chemical Society.

blue and more transparent than the pure ZnO. However,
a clear difference can be noticed in the character of the
absorption peaks in the visible range, namely those aris-
ing from the loaded TSPcZn molecules. The film deposited
at −0.7 V obviously contains a higher amount of dye and
exhibits absorption maxima at 337 and 639 nm, and a shoul-
der at around 680 nm (b), whereas the film deposited at
−0.9 V was pale blue and has a Q-band absorption peak at
690 nm and a shoulder at around 630 nm, as clearly seen in
the enlarged spectrum (c). The relative intensity of the blue
side and the red side peaks of the Q-band clearly oppose
these two films.

The intermolecular attraction due to the strong
�-electronic affinity between TSPcZn molecules leads to the
formation of dimers in a face-to-face arrangement of the
Pc ring system even when dissolved in water [145]. Forma-
tion of such assemblies of Pc molecules can be character-
ized by a blueshift of the Q-band absorption peak from that
of the monomer, due to the �-electronic interaction in a
parallel arrangement of the chromophores [143, 144]. This
�-stacking of TSPcZn molecules can only be suppressed
in the presence of a cationic detergent (CTAC) [145]. An
absorption spectrum of monomeric TSPcZn is therefore
obtained only for an aqueous solution mixed with CTAC,
which exhibits a sharp Q-band absorption peaking at 678 nm
and a Soret-band absorption at 347 nm (d). The absorp-
tion spectrum of dimeric TSPcZn is obtained for an aqueous
solution of TSPcZn without CTAC, for which both of the
two absorption peaks are blueshifted to 635 and 336 nm,
respectively (e).

Clear resemblance between the absorption spectra of the
ZnO/TSPcZn film deposited at −0.7 V and the dimeric
TSPcZn in water indicates formation of �-stacking aggre-
gates for the TSPcZn molecules in the ZnO/TSPcZn
film. The aggregates in the film obviously differ from
solid TSPcZn which was precipitated in water by adding
ethanol (f). The solid TSPcZn exhibits an absorption peak
at 679 nm, close to that of monomeric TSPcZn in water,
although the absorption peak is significantly broadened.
Such spectral characteristics speak for an amorphous struc-
ture of solid TSPcZn, for which random intermolecular
interaction is expected to cause a simple broadening of
the absorption spectrum. The electrodeposition obviously
does not result in the formation of such a random solid of
TSPcZn but generates ordered aggregates.

Formation of ordered assemblies of TSPcZn on the ZnO
surface was further proven by preparing a TSPcZn-modified
ZnO powder by refluxing commercial ZnO powder in an
aqueous solution of TSPcZn. Its absorption spectrum has a
very similar character to the ZnO/TSPcZn film deposited at
−0.7 V, exhibiting absorption maxima at 633 and 681 nm (g).
TSPcZn is again adsorbed as �-stacking aggregates on the
ZnO surface. Formation of such ordered dye aggregates
on inorganic surfaces was also reported by Nüesch et al.
for merocyanine dyes adsorbed on TiO2, Al2O3, and ZrO2,
as a consequence of chemical interactions between the dye
molecules and the ordered surface of inorganic materials as
well as that among the neighboring dye molecules [146].

Chemical adsorption of TSPcZn to ZnO and the elec-
trodeposition of ZnO/TSPcZn hybrid thin films with a small
overpotential allowed formation of ordered dye aggregates.
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On the contrary, the electrodeposition with a high overpo-
tential, namely, at −0.9 V, results in a dye loading in its
monomer form as noticed from the Q-band absorption char-
acter similar to that of the monomer (c and d). It should
be noted that TSPcZn is dissolved as dimers in the depo-
sition bath, since it does not contain CTAC. Dimers of
TSPcZn in this case are split into monomers during the film
growth probably because of the increased pH at the vicin-
ity of the electrode due to the reduction of nitrate, which
should result in a higher solubility of TSPcZn [145]. It is
interesting to note that washing the ZnO/TSPcZn hybrid
thin film deposited at −0.7 V and TSPcZn modified ZnO
powder prepared by reflux treatment with CTAC solution
lead to partial desorption of TSPcZn molecules and con-
verted their absorption spectra to those very similar to that
of the hybrid thin film deposited at −0.9 V [131]. Such a
change clearly indicates formation of dye multilayers due
to the dye/dye interaction in the as-deposited films. At the
bottom of such dye multilayers, however, TSPcZn molecules
are present that are chemically attached to ZnO and that
cannot be washed away by the CTAC treatment.

Besides TSPcZn, many of the dyes we studied such as
EY [133, 135] and TB [137] also showed a tendency to form
ordered aggregates in the electrodeposited ZnO/dye layer.
The added dye molecules not only act as structure-directing
agents for the crystal growth of ZnO but also self-assemble
in ordered structures. The process can therefore be consid-
ered as an electrochemically induced self-assembly of three
dimensional ZnO/dye hybrid structures determined by the
constituent ions and molecules.

2.3. Role of Electrochemical Reductions
of Dye Molecules

It has been elucidated in the previous sections that the addi-
tion of surface adsorbing dye molecules in the bath results in
electrochemical self-assembly of ZnO/dye hybrid thin films.
The added dye molecules in fact are not simply passively
adsorbed but also can actively participate in the electro-
chemical charge transfer processes since some of the dyes
can be reduced at the potentials typically used for the depo-
sition of ZnO.

Among such dyes, the family of xanthene dyes shows espe-
cially unique electrochemical behavior in the presence of
Zn2+. Figure 8 shows a set of cyclic voltammograms mea-
sured in aqueous solutions containing EY of a constant con-
centration and Zn(NO3�2 with various strengths [135]. In the
absence of Zn2+, a couple of reversible redox peaks cen-
tered at −1.07 V (vs SCE) are seen, which correspond to
the reversible reduction and reoxidation of EY. Increase of
the Zn2+ concentration causes a systematic positive shift of
the cathodic peak of EY reduction, aside from the increase
of the cathodic current in the more negative potential range,
which is related to the formation of ZnO. At the same time,
the reoxidation peak of EY disappears. The cathodic peak
potentials are plotted vs the logarithm of the Zn2+ concen-
tration in the inset of Figure 8. It is clearly seen that the
peak potential remains almost constant up to a certain con-
centration of Zn2+ and the further addition of Zn2+ causes a
linear positive shift. The slope of the shifting part has been
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Figure 8. Cyclic voltammograms measured at an ITO coated glass elec-
trode in aqueous solutions prepared by mixing 0.1 mol dm−3 Zn(NO3�2
and 0.2 mol dm−3 KNO3 at various ratios to maintain an ionic strength
of 0.2 mol dm−3 while varying the strength of Zn2+ as 0 (a), 0.4 (b),
1 (c), 10 (d), 60 (e), and 100 (f) mmol dm−3. All of these solutions con-
tain EY at a constant concentration of 0.5 mmol dm−3. The solutions
were saturated by Ar and maintained at 70 �C. Potential sweep rate
was fixed to 500 mV s−1. The inset shows the relationship between the
cathodic potential of EY reduction and logarithmic strength of Zn2+.
The slope of the shifting part is 64 mV/decade and thus indicates cou-
pling of a Zn2+ ion with electrochemical reduction of an EY molecule.
The borderline Zn2+ strength is referred to the stability of the resultant
complex between reduced eosinY and Zn2+ (pKZn = 3�76) (see text).
Reprinted with permission from [135], T. Yoshida et al., Electrochemistry
70, 470 (2002). © 2002, Electrochemical Society of Japan.

determined as ca. 64 mV/decade, which indicates a Nerns-
tian behavior of a Zn2+-coupled reduction of EY under high
concentrations of Zn2+ that can be written as

EY + e− + Zn2+ → �EY−��Zn2+� (6)

The reduced form of EY is stabilized against reoxidation
by complex formation with Zn2+. Such complex formation
can well explain why these molecules can be loaded into
the film at a high amount [135]. Since electrodeposition of
ZnO/EY hybrid thin films is typically carried out at −0.9 V
(vs SCE) in a 0.1 M Zn(NO3�2 containing EY, electrore-
duction of EY molecules does take place during the film
growth. The freshly deposited thin film is in fact colorless
and it only gradually turns into red on its exposure to air,
because the reduced EY molecules are reoxidized by atmo-
spheric oxygen [135].

The borderline between the regions where the reduction
potential of EY is dependent and independent on the Zn2+

strength is referred to the stability of the (EY−�(Zn2+� com-
plex, which dissociates into free EY− and Zn2+ at an equi-
librium constant, KZn, as written by the equations

�EY−��Zn2+� � EY− + Zn2+ (7)

KZn = �EY−��Zn2+�

��EY−��Zn2+��
(8)

The stability constant of pKZn = 3.76 is therefore deter-
mined from the borderline between the [Zn2+] dependent
and independent parts in Figure 8. In a series of similar
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experiments, a pKZn value of 2.8 has been determined for
the complex formation of phloxineB (PB) which is also a
member of xanthene dyes [134]. The higher value of pKZn
for the (EY−�(Zn2+� complex indicates its higher stability
than the (PB−�(Zn2+� complex. The electrochemical reduc-
tion of EY generates the nucleophilic EY− species which
form stable and colorless complexes with Zn2+. The EY
molecule stays reduced when attached to ZnO during the
film growth but can be slowly reoxidized to the red form by
atmospheric oxygen when the film is exposed to air after the
deposition is finished.

2.4. Extraction of Dye Molecules

The process of electrochemical self-assembly can yield
highly crystallized porous ZnO and achieve dye loading at a
high amount. Now, a question arises about the location of
dye molecules in the hybrid structure, because dye molecules
have to be attached to the surface of ZnO and not entrapped
inside of ZnO grains in order for them to perform as photo-
sensitizers for the solar cell applications. Although the exact
hybrid structure on the molecular level has not been deter-
mined yet, the accessibility of the dye molecules can be eas-
ily checked by dipping the films in mild alkaline solutions,
to cleave the ester bond between the dye and ZnO and to
detect the dye in the solution.

When a ZnO/EY hybrid thin film electrodeposited at
−0.9 V (vs SCE) from a 0.1 M Zn(NO3)2+55 
M EY mixed
aqueous solution was dipped in a 0.1 M KOH solution, the
EY molecules were almost completely extracted from the
film. The film was completely bleached by this treatment as
one can see in the change of the UV-vis absorption spectra
shown in Figure 9. The absorption peak in the visible range
arising from the loaded EY molecules almost completely
disappears after the alkaline treatment. In this process, the
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Figure 9. UV-vis absorption spectra of a ZnO/EY hybrid thin film
electrodeposited at −0.9 V (vs SCE), for 60 min, under air and at
70 �C from an aqueous mixed solution of 0.1 mol dm−3 Zn(NO3�2 and
55 
mol dm−3 EY measured at its fully reoxidized state (a), and the
same sample measured after dye extraction by dipping the film in a
0.1 mol dm−3 aqueous KOH solution (b). Reprinted with permission
from [135], T. Yoshida et al., Electrochemistry 70, 470 (2002). © 2002,
Electrochemical Society of Japan.

film thickness (about 1.2 
m for this sample) did not change,
since dissolution of ZnO does not take place at this pH.
The undamaged ZnO structure can also be seen in the SEM
picture of the film after the alkaline treatment (Fig. 10).
The surface morphology of the film is almost unchanged
before and after the treatment. These results clearly indi-
cate that the loaded EY molecules exist only on the sur-
face of ZnO accessible from the KOH solution. This is
encouraging in view of its application to solar cells, because
the redox electrolytes used there should also reach the dye
molecules. It is supposed that the stable complex formation
between the reduced EY molecule and Zn2+ ion mentioned
previously locally terminates the crystal growth of ZnO, so
that the adsorbed EY molecules are not trapped inside of
ZnO. However, this is of course not always the case for
all kinds of dye molecules. For example, only a part of the
loaded dyes could be extracted by the alkaline treatment of
ZnO/TSPcMt hybrid thin films.

2.5. Chemical Composition of ZnO/Dye
Hybrid Films

Finally, the chemical and volumetric compositions of
ZnO/dye hybrid thin films are discussed for the example of
ZnO/EY hybrid thin films.

Cathodic electrolysis at −0.9 V (vs SCE) for 60 min in
a 0.1 M Zn(NO3�2 + 55 
M EY aqueous mixed solution
consumed about 2.7 C cm−2 of cathodic charge. The thick-
ness and the dye loading for the resultant film were 1.7 
m
and 4�8 × 10−8 mol cm−2, respectively. The dye concentra-
tion in the solid film assuming homogeneous distribution of
dye molecules is calculated as 0.28 mol dm−3, which is far
greater than that of the Ru complex adsorbed on the porous
TiO2 films prepared by colloid based processes as those typ-
ically used in DSSCs (0.13 mol dm−3� [7]. The dye loading
at a very high amount is a unique feature of the electrode-
posited ZnO/EY thin film. In fact, simple chemical adsorp-
tion of EY to a 9 
m thick colloid based porous ZnO film

Figure 10. Change of surface morphologies of a ZnO/EY hybrid thin
film before (a) and after (b) dye extraction. The same samples as
those in Figure 9 were observed. Reprinted with permission from
[135], T. Yoshida et al., Electrochemistry 70, 470 (2002). Electrochemical
Society of Japan.
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allowed dye loading only at 0.029 mol dm−3, suggesting a
rather poor stability for the chemical adsorption of EY in
its neutral oxidation state onto ZnO. The high loading of
dyes in the electrochemical self-assembly process could be
explained by the stable complex formation between reduced
EY molecules and Zn2+. The amount of deposited ZnO
determined by inductively coupled plasma atomic emission
spectroscopy was ca. 8�0× 10−6 mol cm−2. Since the amount
of charge consumed for dye reduction should be negligi-
bly small, a faradaic efficiency of 57% for ZnO formation
according to Eq. (4) is derived from the comparison of the
consumed charge and the amount of ZnO for the electrode-
position of the ZnO/EY hybrid thin films, which is somewhat
smaller than that for the pure ZnO growth from solutions
of Zn(NO3�2 (around 70%).

Judged from the amounts of electrodeposited ZnO and
EY in the hybrid material, its composition can be deter-
mined as EY:ZnO = 1:170 in molar ratio. However, their
volume ratio is quite different from this. The volume of elec-
trodeposited ZnO calculated by using the formula weight
(=81.46) and the density (=5.606 g cm−3� of bulk ZnO
reveals that about 66% of the total volume of the film is
occupied by ZnO. If we approximate the density of adsorbed
EY by a value of 1 g cm−3, a typical bulk value for halo-
genated aromatic compounds, the volume of the loaded EY
is calculated as 1�66×10−5 cm3 per cm2 of the projected film
area, which is as much as 10% of the total film volume. It
is therefore concluded that the remaining 24% corresponds
to the overall pore volume in the film.

In summary of the structural characterization, we can con-
clude that the process of electrochemical self-assembly can
yield ZnO/dye hybrid thin films which are highly crystal-
lized, are highly porous, and contain high amounts of dyes
adsorbed on the inner surface of ZnO. All of these char-
acteristics are favorable for their applications as photoelec-
trodes in dye-sensitized solar cells.

3. PHOTOELECTROCHEMICAL
CHARACTERIZATION

The general goal in the ongoing and future photoelectro-
chemical work can be summarized in the task of preparing
highly porous electrodes of high structural order covered
by a monolayer of strongly absorbing dyes [147]. Ultrafast
electron transfer from the dye to the electrode and a sup-
pression of backtransfer to the dye (recombination) or the
electrolyte as compared to hole transfer from the dye to the
electrolyte are further prerequisites for efficiently working
and chemically stable electrodes [10, 12–14, 19, 64, 148–150].

Kinetic information about charge transfer, trapping in
interface states, and recombination can be best obtained by
time-resolved measurements, or by the frequency-resolved
methods of IMPS (intensity-modulated photocurrent spec-
troscopy) or IMVS (intensity-modulated photovoltage spec-
troscopy). These methods have turned out to be valuable
tools in studies of charge transfer at semiconductor sur-
faces [15, 16, 151] in the case of molecular semiconduc-
tors [152–154] and especially in the case of dye-sensitized
oxide semiconductors [14, 22, 23, 155–157].

The sensitization properties of electrochemically self-
assembled ZnO/dye composite films were studied in detail

by photocurrent spectra, time-resolved photocurrent mea-
surements, IMPS, and IMVS [17, 18, 133–135, 137–140,
158]. One important parameter is the incident-photon-to-
current-conversion efficiency (IPCE). It is calculated from
photocurrent spectra as the ratio of the transferred elec-
tron density (calculated from Faraday’s constant and the
photocurrent at the working electrode) to the photon den-
sity incident on the cell. An entity similar to a quantum effi-
ciency is obtained. However, incident rather than absorbed
photons are considered. The IPCE characterizes the over-
all efficiency of an electrode in its light absorption, electron
injection to the semiconductor, charge transport therein, and
hole transfer to the electrolyte.

3.1. Nanoparticulate ZnO–TSPc
Hybrid Electrodes

The TSPc/ZnO hybrid films were intensely colored by
adsorbed dye molecules. Intermolecular interactions in
assemblies of organic molecules can be monitored conve-
niently in optical spectra. Whereas monomeric solutions
of phthalocyanines are characterized by narrow absorption
bands in the Soret- (about 350 nm) and especially in the
Q-band region (about 680 nm), samples of dimers already
showed a considerable shift to around 630 nm of the Q-band
maximum [145]. A strongly broadened and split Q-band is
typical for solid crystalline samples [143]. The absorption at
640 nm seen in Figure 11a showed the dominance of aggre-
gated dye only in the case of TSPcZn when grown at −0.7 V
vs SCE [17, 18, 130, 158]. Under these conditions the growth
rate of ZnO is still rather low, allowing the formation of
dye aggregates. Under identical conditions, but at −0.9 V
vs SCE, the rate of film formation was enhanced obviously

Figure 11. Optical absorption spectra (lines) and photocurrent action
spectra in the oxidation of iodide at −0.2 V vs Ag/AgNO3 (circles)
measured at films of ZnO–TSPcZn grown at −0.7 V vs SCE (a) and at
−0.9 V vs SCE (b), ZnO–TSPcAl(OH) (c), and ZnO–TSPcSi(OH)2 (d),
both grown at −0.9 V vs SCE. Reprinted with permission from [158],
D. Schlettwein et al., Proc. SPIE 4465 (2002). © 2002, The International
Society for Optical Engineering.
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leading to lower steady-state concentrations of the dyes and
hence monomer adsorption.

Light absorption of the adsorbed phthalocyanine
molecules led to sensitized photocurrents in contact to an
organic I2/I−3 electrolyte. Many experiments were performed
in a conventional three-electrode arrangement with the
deposited hybrid thin films as working electrode, a Pt
counterelectrode, and a Ag/AgNO3 reference electrode as
the electrolyte, 0.5 M KI in acetonitrile/ethylenecarbonate
(1:4 by volume) was used.

Results of photocurrent spectra are directly compared to
the optical absorption spectra in Figure 11. Among TSPc of
different central groups, significantly higher conversion effi-
ciencies were found for monomeric as compared to aggre-
gated TSPc adsorbed on the ZnO surface [17, 18, 158].
This was also the case for electrodes having mostly aggre-
gated TSPcZn, although these aggregates dominated the
absorption spectra. A considerably higher quantum effi-
ciency of monomeric dye when compared with aggregated
dye was thereby shown.

When the values of the IPCE are considered it has to
be noted that the values reached by ZnO–TSPc hybrid
thin films were generally low. Among the materials, how-
ever, clear differences could be detected showing the strong
influence of the central group. TSPcSi(OH)2 proved to be
the most efficient sensitizer since a peak IPCE of 0.4%
was reached at an absorbance of only 0.04. This indi-
cated a quantum efficiency about a factor of 3 higher
when compared to monomers of TSPcZn (0.12% at simi-
lar absorbance) and about a factor of 17 higher when com-
pared to TSPcAl(OH) reaching the lowest values of the
TSPc monomers in spite of the highest absorbance. These
differences are only in part explained by a more suitable
position of the frontier orbitals of TSPcSi(OH)2 and it has
to be assumed that a stronger interaction with the ZnO sur-
face through interactions with the additional OH- groups of
TSPcSi or an enhanced accessibility of the sensitizers caused
by differences in the morphology of the films played a deci-
sive role [18, 158].

Time-resolved photocurrent measurements in the ms
regime were performed to analyze the kinetics of light-
induced charge transfer at the ZnO–TSPc thin film
electrodes and to discuss the role of charge-carrier recombi-
nation (Fig. 12). A fast increase of the photocurrent shortly
after the beginning of illumination was seen for the elec-
trodes. The maxima of the photocurrents appear about
10 ms after the beginning of illumination. This reflects
the opening time of the shutter (i.e., the time needed to
achieve full illumination of the electrode). Although the
size-quantization effect should only significantly decrease
the conduction in nanocrystalline semiconductors below a
particle size of about 10 nm [159], a slow electron transport
can often be observed in nanocrystalline oxide electrodes,
which leads to a slow increase of the photocurrent during
a light pulse and photocurrent rise times of several tens
or hundreds of milliseconds have been reported in these
cases [16]. The photocurrent rise time of ≤10 ms, how-
ever, shows that electron transport in ZnO is not hindered
significantly in the electrodes investigated here. When the
photocurrents observed at electrodes of TSPcZn monomers
on ZnO were compared with those of aggregates on ZnO,
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Figure 12. Photocurrent transients observed at −200 mV vs Ag/AgNO3

in contact to 0.5 M KI in acetonitrile/ethylenecarbonate (1:4 by
volume). Comparison between aggregated and monomeric forms of
TSPcZn (a), and of the influence of the central group in monomeric
TSPc (b). Reprinted with permission from [158], D. Schlettwein et. al.,
Proc. SPIE 4465 (2002). © 2002, The International Society for Optical
Engineering.

a significantly different shape was observed. The monomer
electrodes led to a more pronounced overshoot of the pho-
tocurrent above the stationary value when the light was
switched on and significant cathodic currents when the beam
was shut, whereas the electrodes in which also aggregates
were present showed a more rectangular response consist-
ing of anodic currents only. This behavior is consistent with
the assumption of a more facile transfer of electrons from
I−3 to the aggregates compared with the monomers [17].
The slower re-reduction of the oxidized dye following elec-
tron transfer from the excited dye to the conduction band
of ZnO led to a significantly higher concentration of oxi-
dized dye in the stationary state with the consequence of
the observed cathodic currents during the re-reduction by
electrons from the ZnO valence band when the light beam
was shut. The low efficiency of TSPcZn aggregates is not
caused by slow electrode kinetics but either by a low con-
centration of excited dye molecules due to fast radiation-
less decay within TSPcZn aggregates or by a slower electron
injection rate into the conduction band of ZnO. Although
electron transfer from I−3 to the aggregates occurred
significantly faster, the electrodes were significantly less
efficient.
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The different TSPc monomers showed transients which
were qualitatively similar in shape indicating rather simi-
lar relative rates of electron injection and re-reduction. As
compared to ZnO–TSPcSi(OH)2, however, smaller ratios of
charging/steady-state and discharging/steady-state currents
were observed at ZnO–TSPcZn and ZnO–TsPcAl(OH)
electrodes (Fig. 12) [17, 18, 158]. This would speak for a
faster charge transfer from TSPcZn or TSPcAl(OH) to the
electrolyte. On the other hand, lower steady-state values are
observed when compared with TSPcSi. Since the crystallinity
of ZnO and the preference of its orientation were found
to be comparable for ZnO–TSPcZn, ZnO–TSPcAl(OH),
and ZnO–TSPcSi(OH)2 films [131], differences in the con-
ductivity of the ZnO are unlikely to be the reason. It is
therefore suggested that a faster and more efficient elec-
tron injection from TSPcSi as compared to TSPcZn and
TSPcAl(OH) into ZnO led to the higher efficiency of the
ZnO–TSPcSi(OH)2 electrodes. The more efficient charge
transfer to the electrolyte from TSPcZn and TSPcAl(OH)
compared with TSPcSi(OH)2 can be explained by differ-
ences in the morphology of the films [131]. ZnO–TSPcZn
films showed a porous morphology similar to that of ZnO–
TSPcAl(OH) (Fig. 3), so that it can be assumed that most
TSPcZn and TSPcAl(OH) adsorbed on ZnO is accessible
from the electrolyte. On the other hand, ZnO–TSPcSi(OH)2
showed a much lower surface area (Fig. 3). Furthermore, it
has to be assumed that most of the TSPcSi(OH)2 molecules
are located between the disklike ZnO stacks seen in Fig-
ure 3, with no or small contact to the electrolyte. These
molecules were able to inject electrons into the conduction
band of ZnO, leading to a charging current, but the holes
remaining in these molecules cannot undergo charge trans-
fer to the electrolyte and will recombine eventually.

3.2. ZnO–Eosin Porous Single Crystals

Films which were prepared in the presence of Eosin Y in the
deposition bath also were intensely colored by the character-
istic red color of Eosin Y (Fig. 13). Aqueous solution spectra
of the dye showed a single absorption band at 518 nm with
only a small shoulder at 490 nm [133]. The characteristics
of this spectrum were almost preserved but redshifted and
broadened when Eosin Y was adsorbed at ZnO powder sam-
ples from solutions [133]. For Eosin adsorbed during the film
preparation (Fig. 13), however, a spectrum was observed
with the shoulder at shorter wavelength now being of almost
identical intensity when compared with the main absorption
band [133, 135, 158]. For dimers of Eosin Y the absorption
at shorter wavelength was predicted to be the main absorp-
tion band [160] and we conclude that during electrochem-
ical deposition of the ZnO–Eosin Y hybrid films Eosin is
adsorbed in a relative arrangement of chromophores simi-
lar to that in dimers. The photocurrent spectrum (Fig. 13)
almost matched the absorption spectrum indicating that only
one form of Eosin aggregates exists in the films rather than a
mixture of monomers and dimers since it is rather unlikely to
observe identical quantum yields for monomers and dimers.

The IPCE observed for ZnO–Eosin Y films was signifi-
cantly higher than that in the case of ZnO–TSPc films by
about a factor of 100. When compared with TSPcSi(OH)2,
the most efficient TSPc, it is seen that this increase is mainly
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Figure 13. As in Figure 11, but for ZnO/EY grown at −0.9 V vs SCE.
Reprinted with permission from [158], D. Schlettwein et al., Proc. SPIE
4465 (2002). © 2002, The International Society for Optical Engineering.

caused by an increased absorption at almost constant quan-
tum efficiency. It is remarkable that a high quantum effi-
ciency of photocurrent generation cold be preserved at such
significantly increased dye load, and in fact for aggregated
Eosin Y.

Facile electron transfer from Eosin Y to ZnO and from
I−3 to the oxidized Eosin Y could also be concluded from
time-resolved photocurrent measurements (Fig. 14) [133,
135, 158]. An almost rectangular photocurrent response was
obtained with almost no overshoot above the stationary
value indicating only a small amount of surface charging.
When the illuminating beam was shut, a small cathodic cur-
rent was observed speaking for a somewhat hindered elec-
tron transfer from I−3 to the oxidized Eosin Y. Based on the
considerably higher currents, however, the reaction can be
estimated to occur significantly faster when compared with
the transfer to TSPc. It may be coincidence, but it should be
kept in mind that Eosin exists as aggregates in the films and
that also for aggregates of TSPcZn the transfer of electrons
from I−3 to the oxidized dye was found to be considerably
faster when compared with monomers of TSPcZn. A gen-
eral trend may be observed here which would be reason-
able since an aggregate has a distribution of energy levels
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to offer as opposed to quite well-defined individual levels of
monomers.

Also compared in Figure 14 are results obtained during
illumination with the visible part of the lamp spectrum only
as opposed to the full lamp spectrum which also contained
a contribution in the UV. As opposed to light in the vis-
ible part in the spectrum, UV light is efficiently absorbed
in ZnO. ZnO is known to be an efficient photoelectrode
and for TSPc, for example, the photocurrent that could be
reached under illumination in the visible range always was
much lower than that obtained under illumination by the
full lamp spectrum, caused by the small IPCE (albeit in part
high quantum efficiency) of ZnO–TSPc electrodes in the vis-
ible range. From Figure 14 it becomes clear, however, that
the IPCE reached with ZnO–Eosin is high enough to let the
sensitized photocurrents dominate over the photocurrents
obtained by direct excitation of ZnO [135, 158].

Since the Eosin-modified electrodes looked quite promis-
ing in their photoelectrochemical characteristics, also IMPS
and IMVS have been used to analyze in detail the underly-
ing photoelectrochemical kinetics [135]. These experimental
techniques have proven to be very useful in the analysis of
photoelectrochemical reactions at pure inorganic semicon-
ductors and, in particular, at dye-sensitized electrodes [15,
16, 22, 23]. In these methods, a modulated light beam is
superimposed to a continuous source of illumination and the
change (amplitude A and phase �) of either the photocur-
rent (IMPS) or the photovoltage (IMVS) that is caused by
this modulated part of the illumination is registered, typi-
cally by a lock-in amplifier or a frequency response analyzer.
By means of these methods, electrode kinetics are studied
for electrodes that are permanently illuminated allowing one
to study the electrochemical kinetics at an almost constant
electrical situation of the electrodes, different from the situ-
ation of transient measurements during illumination pulses.
Another big advantage is the fact that the modulation fre-
quency of the light can be easily varied in a frequency range
spanning 0.1 Hz to 100 kHz, allowing one to study reac-
tion rates in a wide range of time scales. Results of IMPS
or IMVS are typically presented as plots in the complex
plane with the amplitude A of the signal corresponding to
the distance of a given data point (at a given modulation
frequency) from the origin and the phase � correspond-
ing to the angle of a line from the origin with the real
axis [16]. For dye-sensitized electrodes, IMPS is in partic-
ular suitable to quantitatively study recombination steps in
photoelectrochemical reactions beyond the level of transient
methods whereas IMVS can be used to analyze the lifetime
�n of free electrons in the semiconductor electrode [15, 16,
22, 23]. The results of IMPS and IMVS at electrodes of
ZnO/Eosin Y in contact to an organic electrolyte with iodide
as the redox- active component are represented in the com-
plex plain plots of Figures 15 and 16 [135].

In Figure 15 a series of frequency-dependent experiments
is shown for different electrode potentials. Generally higher
photocurrents were observed at more positive potentials
leading to circles of higher radii. The maximum in the first
quadrant shows the recombination current also indicated in
the photocurrent transients. For a given light intensity, the
maximum was found at a constant modulation frequency (in
the example of Fig. 15 at 133 Hz). It was thereby shown
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Figure 15. IMPS plots of a ZnO/EY hybrid thin film electrodeposited
at −0.9 V (vs SCE) with a deposition time of 60 minutes and a dye
concentration of 55 
mol dm−3 in the bath. IMPS was performed in
contact to 0.5 mol L−1 KI in a mixture of acetonitrile/ethylenecarbonate
(1:4 by volume) illuminated with 530 nm light of 0.3 mW cm−2 that was
modulated by 10% in order to detect the corresponding modulation of
the photocurrent. The currents were plotted as vectors from the origin
of the plot. The length of the vector corresponds to the amplitude of the
photocurrent, the angle with the real axis to the phase shift relative to
the light intensity. The electrode potentials were −100 (square), −300
(inverted triangle), −500 (circle), and −700 mV (triangle) (vs Ag/Ag+�.
The results at 501 Hz are plotted as solid symbols as an orientation
mark. Reprinted with permission from [135], T. Yoshida et al., Electro-
chemistry 70, 470 (2002). © 2002, Electrochemical Society of Japan.

that no electric field exists in the porous electrodes that
would change with the applied potential and thereby lead
to changes in the concentration of free electrons at the sur-
face. A decreased light intensity, however, directly leads to a
decreased surface concentration of free electrons, as shown

Figure 16. Complex plane plots (see explanation in the legend of
Fig. 15) of the open-circuit photovoltage measured in an IMVS exper-
imental series at a ZnO/EY hybrid thin film electrode in contact to
0.5 mol L−1KI and 1.5 mmol L−1I2 in acetonitrile/ethylenecarbonate
(1:4 by volume) measured with 0.1 mW cm−2 of 530 nm light. The
measurements were made under front side or back side illumination
as indicated. Reprinted with permission from [135], T. Yoshida et al.,
Electrochemistry 70, 470 (2002). © 2002, Electrochemical Society of
Japan.
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by maxima at lower modulation frequencies, speaking for
a decreased rate of recombination [135]. The frequency of
the minimum in the fourth quadrant of the IMPS plot was
discussed as characteristic for the RC time of the cell since
in this case no systematic dependence on the light inten-
sity could be detected and a clear potential dependence was
observed. An RC time of about 0.3–0.4 ms was derived, a
value typical for nanoporous electrodes [20]. The finding
further speaks for a transit time faster than the RC time,
showing fast diffusion of electrons in the porous single- crys-
talline ZnO [135]. The frequency of the minimum imaginary
part of the photovoltage at open circuit in an IMVS plot
can be used to determine the average lifetime of free elec-
trons, determined only by the backreaction of free electrons
with the acceptor in solution, I−3 [22, 23]. Values of the elec-
tron lifetime of about two seconds were determined from
the data in Figure 16 for ZnO/Eosin Y [135]. A slightly
lower frequency and hence a slightly longer electron lifetime
were found for illumination from the back side of the elec-
trode, probably caused by a slightly less efficient illumina-
tion. When compared with previous data, it was concluded
that the lifetime of the free electrons in the porous sin-
gle crystal of ZnO is considerably larger than that in nano-
particulate ZnO [20] and comparable to TiO2 typically used
in the most efficient dye-sensitized solar cells [26]. Also from
this analysis, the thin films of porous single crystals of ZnO
as obtained by electrodeposition of ZnO under structural
control by Eosin Y can be considered promising electrode
materials.

4. CONCLUSIONS
The electrodeposited colored ZnO thin films can perform
as sensitized photoanodes [17, 18, 133–135, 137–140, 158].
Since dyes with various absorption ranges can be loaded, the
hybrid thin film photoelectrodes can be furnished in many
color variations. Deposition of stacked layers with dyes in
three primary colors, yellow, magenta, and cyan, can create
any desired color without mixing the dyes. Such an aspect of
the hybrid electrodeposition process gives a unique feature
in the design flexibility of the solar cells unlike the conven-
tional inorganic solar cells. Because the process does not
need any heat treatment at high temperatures, the material
is directly applicable to non-heat-resistant substrates such as
conductive plastic films for the realization of flexible DSSCs.

GLOSSARY
Dye-sensitized solar cells (DSSC) A concept to utilize
chemically stable wide-bandgap semiconductors as charge-
transporting part and highly colored organic dye-molecules
as light-harvesting centers of photovoltaic cells.
Eosin yellow (EY) One suitable dye and structure-
directing agent in the presently reviewed work.
Fuorine-doped tin oxide and indium-tin oxide (FTO and
ITO) Transparent conductors suitable as back contacts for
DSSC.
Incident photon to current conversion efficiency (IPCE) A
measure of an electrodes efficiency determined by the ratio

of harvested electrons divided by incoming photons. It com-
bines the efficiency of light absorption and quantum effi-
ciency of the overall cell.
Intensity-modulated photocurrent spectroscopy (IMPS) A
method that monitors the amplitude and phase shift of
the observed photocurrent during modulation of the incom-
ing light at different frequency and electrode potential and
allowing to determine details of the electrode kinetics.
Intensity-modulated photovoltage spectroscopy (IMVS) A
method like IMPS but monitoring the photovoltage under
conditions of no net current (at open circuit).
Saturated calomel electrode (SCE) A reference electrode
commonly used in electrochemical experiments to provide a
common reference potential for a series of experiments.
Transmission electron microscopy (TEM) A method to
determine the detailed morphology of thin solid particles
and, by observation of the diffraction pattern, their crystal-
lographic structure.
TSPcAl, TSPcSi, TSPcZn TetraSulfonated PhthaloCya-
nines with different central metals, one group of sensitizers
for the red part of the visible spectrum.
X-ray diffraction (XRD) An experimental method to
determine the crystal structure and crystal orientation of
films.
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1. INTRODUCTION
One-dimensional (1D) nanostructure materials have been
the focus of extensive research in recent years due to their
potential applications in fabricating nanoscale electronic,
optoelectronic, and sensing devices [1, 2]. Besides the gen-
eral drive toward miniaturization, a lot of unique and fas-
cinating properties have been proposed and demonstrated
for this class of materials. For example, electrical transport
measurements have shown that single-walled carbon nano-
tubes can behave as low-temperature single-electron tran-
sistors [3, 4] and room-temperature field-effect transistors
[5, 6], and can exhibit power-law behavior characteristic
of a strongly interacting Tomanaga–Luttinger liquid [7, 8].
Optical studies of semiconductor nanowires show higher
luminescence efficiency [9, 10] and order-of-magnitude
polarization anisotropy in photoluminescence measurements
[11, 12]. Room-temperature ultraviolet lasing in ZnO nano-
wire arrays show that 1D semiconductors can lower the las-
ing threshold [13–16]. 1D materials can also be used as
building blocks to construct a new generation of nanoscale
electronic circuits and photonics [17–19].

The synthesis of 1D materials is critical to work directed
toward understanding their fundamental properties and
developing nanotechnologies. Various growth techniques
have been studied for the formation of nanorods and nano-
wires. A well-accepted mechanism of nanowire growth via
gas phase reaction is the so-called vapor–liquid–solid (VLS)
process proposed by Wagner and Eillis in 1960s, during stud-
ies of large single-crystalline whisker growth [20]. Accord-
ing to this mechanism, the anisotropic growth is promoted
by the presence of a liquid alloy–solid interface, in which
a gaseous target source diffuses into a drop of the molten
alloy to nucleate and grow from the droplet. Nanowires of
element semiconductors (Si, Ge, Se) [21–23], binary and
ternary III–V, II–VI, and I–IV group materials [24–26], and
metal oxide semiconductors [15, 27, 28] have been prepared
in bulk quantities as high purity single crystals. A critical
feature of this method is that the catalyst used to define 1D
growth and thus the metal is always observed at the nano-
wire end. Laser ablation or thermal evaporation of oxide
powders has also been demonstrated as a means of form-
ing nanowires that contain an amorphous oxide shell and
Si(Ge) cores and ribbonlike nanostructures of various oxides
[29–31].

Another common fabrication method for 1D nano-
structure materials is the template-based synthesis tech-
nique, pioneered by Martin [32–35], Rouketevitch et al. [36],
and Whitney et al. [37]. In this method, a porous membrane
with cylindrical pore geometry is used as a template for
growing the desired materials. It has been demonstrated that
this technique is a general and versatile method for prepar-
ing nanostructural materials including both nanotubules and
nanofibrils composed of conductive polymers, metals, car-
bon, oxide, semiconductors, and other materials [32–37].
Due to cylindrical pore geometry and monodisperse diam-
eters, corresponding cylindrical and oriented nanostructural
materials with a narrow diameter distribution are obtained.
In general, typical concerns that need to be addressed when
developing new template synthesis methods include the fol-
lowing [34]: (1) will the precursor solutions used to prepare
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the material wet the pore (i.e., hydrophobic/hydrophilic con-
sideration); (2) will the deposition reaction proceed too fast
resulting in pore blockage at the membrane surface before
tubule/fibril growth can occur within the pores; (3) will the
host membrane be stable (i.e., thermally and chemically)
with respect to the reaction condition? Until now, various
chemical strategies have been developed for template syn-
thesis of ID materials. For example, Lakshmi et al. [38]
first conducted sol–gel synthesis within the pores of the
anodic aluminum oxide (AAO) template to create both fib-
rils and tubules of oxides, using a simple immersion method�

Li et al. [39] have developed a chemical bath deposition
method to produce ordered CdS nanowires in porous AAO
membranes, in which the membranes were immersed into
a cadmium acetate aqueous solution under reduced pres-
sure in a flask first and then the flask was exposed to the
atmosphere to pour the solution into the pores due to the
pressure differentiation. Template-assisted chemical vapor
deposition synthesis through a VLS growth mechanism can
also be used for the formation of nanotubes and nanowires
[23, 40]. Commonly, this process begins with the formation
of metal nanoparticles within the template pores and then
a vapor or reactant gases are passed into the pores of the
membranes containing metal nanoparticles to deposit the
desired materials.

Another method used for template-assisted growth of
nanowires is direct electrochemical deposition [32]. This
technique is accomplished by coating one face of the mem-
brane with a metal film and using this metal film as an
electrode for electroplating. In the past few years, electro-
chemical synthesis in template has become one of the most
efficient methods in controlling the growth of nanowires and
is used to produce a variety of metal [37, 41–45], conduct-
ing polymer [32, 46], oxide, and compound semiconductor
nanowire arrays [47–86]. It offers a simple and viable alter-
native to the cost-intensive methods such as laser ablation or
thermal evaporation synthesis. In particular, it affords pre-
cise process control due to its electrical nature, in which the
lengths or aspect ratios of the materials can be controlled
by the amount of material deposited.

In this chapter, we summarize the works on electrochem-
ical synthesis of semiconductor nanowires (SNWs) to date.
In Section 2, we will describe the types of templates used for
electrochemical synthesis of SNWs. Next, a general outline
of seven representative chemical strategies that have been
used in electrochemical synthesis of SNWs will be presented
in Section 3. Finally, we will discuss characterization and
fundamental properties of these SNWs in Sections 4 and 5.

2. TEMPLATES USED

2.1. Porous AAO Membranes

Anodic aluminum oxide film can be produced upon alu-
minum metal when aluminum is made the anode in an elec-
trolyte, which has been studied in detail over the last five
decades [87]. The type of anodic oxide film depends upon
several factors, the most important of which is the nature of
the electrolyte [88]. For strongly acidic solution, the formed
oxide film is slightly soluble and corresponds to produce
porous-type films, in contrast to the formation of barrier-type

films in which the formed oxide film is completely insoluble.
The typical electrolytes commercially used for the forma-
tion of porous AAO membranes are sulfuric, phosphoric,
chromic, and oxalic acids at almost any concentration. The
essential points of the structure of porous AAO membranes
are that pores of virtually tubular shape with semispheri-
cal bottoms and a more or less hexagonal outside alumina
cell are a logical consequence of expending circles, evenly
distributed over the surface in a (111) type of arrangement
(starting from active sites), and merging after their perime-
ters hit each other. Since the pores nucleate at the surface at
almost random positions, the pore arrangements fabricated
are disordered.

Recently, a two-step or self-organization anodization
process has been developed to fabricate densely regular
hexagonal pore arrays [89–94], as shown in Figure 1A. Pore
densities as high as 1011 pores cm−2 can be achieved and
the pores in these membranes have little or no tilt with
respect to the surface normal resulting in an isolating, non-
connecting pore structure. In general, the structure of the
porous AAO membranes depends on the anodizing condi-
tion including the electrolyte composition, voltage, and tem-
perature. Importantly, the pore diameter was reported as
being independent of the anodizing voltage and the time of

A

B

20 KV × 15.000 1 µm 000001

Figure 1. Scanning electron micrographs of two kinds of templates used
for electrochemical syntheses of SNWs: (A) cross-sectional view of a
50-nm pore AAO membrane [94], and (B) polycarbonate membrane
with 1 �m diameter pores. The scar bar in (a) is 100 nm. Reprinted
with permission from [34], J. C. Hulteen and C. R. Martin, J. Mater.
Chem. 7, 1075 (1997). © 1997, Royal Society of Chemistry.
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the film formation, and to be dependent only on the elec-
trolyte used. Commonly, pore diameters of 5–30, 30–90, and
more than 100 nm were formed in 1–20% sulfuric acids, 2–
4% oxalic acids, and 2–10% phosphoric acids, respectively.

Owing to the regular hexagonal pore structures, higher
pore density, highly thermal and chemical stability (i.e., neu-
tral aqueous and organic baths), and easy removal by strong
acids or bases, the AAO membranes have been used as an
important template material. However, the compact barrier
layer between the porous AAO and Al substrate is insulat-
ing and obstructs the passage of direct current. For elec-
trochemical template synthesis, this barrier layer is mostly
removed to form through-hole membranes. A detailed
report on the preparation of through-hole membranes can
be found in [50–52, 89–94]. First, high purity aluminum foils
were degreased in acetone, cleaned in mixed solution of
HF/HNO3/HCl/H2O, annealed under nitrogen ambient at
400 �C, and then electropolished in a mixture of HClO4
and C2H5OH. Second, the aluminum foils were anodized in
aqueous acidic solutions such as sulfuric, oxalic, and phos-
phoric acids. Third, after the anodization, the remaining alu-
minum was removed by a 20% HCl–0.1mol l−1 CuCl2 mixed
solution or a saturated HgCl2 solution. Finally, the pore bot-
toms were opened by chemical etching in 5 wt% aqueous
phosphoric or 20 wt% H2SO4 acids.

2.2. Track-Etched Polymer Membranes

Microporous and nanoporous polymer membranes are com-
mercially available filters, which are prepared by the track-
etch method. This method entails bombarding a nonporous
sheet of the desired material with nuclear fission fragments
to create damage tracks in this material and then chemi-
cally etching these tracks into pores [95]. A broad range
of pore diameters (down to 10 nm) is available, and pore
densities approaching 109 pores cm−2 can be obtained. The
pores in these membranes are randomly distributed across
the membrane surfaces with uniform diameters (Fig. 1B).
However, due to the random nature of the pore-production
process, the pores have tilt with respect to the surface nor-
mal, and a number of pores may actually intersect within the
membrane [32].

3. ELECTROCHEMICAL SYNTHESIS
STRATEGIES OF SNWs

Electrochemical deposition (ED) of a material within the
pores is a simple and versatile method for synthesizing one-
dimensional nanostructural material. Table 1 gives the sum-
mary of the deposition parameters used in electrochemical
synthesis of a variety of SNWs as well as the crystalline struc-
tures. In general, this technique is accomplished by coating
one face of the membrane with a metal film and using this
metal film as an electrode for electroplating. The following is
a general outline of seven representative chemical strategies
that have been used in electrochemical template synthesis
of SNWs by now.

3.1. Direct-Current Electrochemical
Deposition

3.1.1. General
In general, the synthesis of SNW arrays within the pores of
the AAO template by direct-current electrochemical deposi-
tion (DCED) involves three steps (Fig. 2) [51]: first, a metal
film was deposited by vacuum evaporation or ion sputtering
onto the back of the template membrane; second, semicon-
ductor materials were cathodically deposited on the metal
surface at the pore bottom from a solution containing the
metal ion (e.g., Cd2+� and another anion (e.g., sulfur and
selenium); and finally, the AAO template was dissolved in
strong acid or base (i.e., H3PO4 and NaOH). The deposi-
tion was commonly performed potentiostatically or galvano-
statically in a three-electrode configuration. By this strategy,
a variety of highly ordered and crystallized metal [37, 41–
45], conductor polymers [32], and metal chalcogenide SNW
arrays have been prepared [47–62].

Sander et al. [63b] suggested improving the DCED
approach to reproducibly fabricate high density and high
aspect ratio Bi2Te3 nanowire arrays over large areas (Fig. 3).
In this approach, first, an Ag film is sputter-deposited onto
one surface of an Al foil that is mechanically polished and
the thermal oxide layer is chemically removed. Then, the Al
foil is anodized to produce a nanoporous AAO membrane
for nanowire array fabrication. Before DCED, the AAO
template is allowed to soak in a 1 M HNO3 solution in order
to dissolve the barrier layer at the base of the pores. They
proposed that several processing steps that lead to template
damage or contamination have been eliminated. However,
this approach may be unsuited for AAO membranes with
thick barrier layers.

There are some important considerations, however, in
the choice of electrochemical reaction routes and the oper-
ational parameters of DCED synthesis. Electrodeposition
occurs closer to equilibrium than those high-temperature
vacuum deposition methods. It affords precise process con-
trol due to its electrical nature (i.e., the lengths or aspect
ratios of the nanowires can be controlled by the amount
of material deposited). Also, it enables good control over
stoichiometry. However, contamination of the target mate-
rial with impurity phases is often a problem with electrode-
position as is the morphological quality of the product. In
particular, both the greater number of active species in
the solution and the by-reaction render the composition
modulation a little trickier. On the other hand, the impor-
tant point to emphasize is that the electrochemical reaction
routes have a key role in the growth of nanowires.

Significant improvements have also been claimed in the
morphological quality of the resultant nanowires using
nonaqueous media [48–58]. For example, highly aligned and
crystallized CdS and CdSe nanowires have been prepared
by DCED in porous AAO template from dimethylsulfox-
ide (DMSO) solution containing CdCl2 and S (Se) [48–52].
There have been proponents of the use of nonaqueous sol-
vents. The proclivity of the chalcogen to exist predominantly
in low oxidation states in these baths and the attendant
lack of complications in the electrodeposition chemistry
have been the principal motivating factors in evaluation of
nonaqueous media. For example, CdSe nanowires by DCED
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Table 1. An overview of the deposition routes and the structures of a variety of SNWs by electrochemical synthesis.

Deposition route Structure (comments)Nanowires/
nanorods Method Bath Template Crystallinity Size (nm) Ref.

CdS DCED DMSO AAO (002), W 15–100 [49–51]
aqueous AAO 15–100 [50]

ACED DMSO AAO W, C 9–35 [36, 66–69]
EID aqueous AAO W 5–100
HECS AAO W 50 [84]

Ag2S DCED DMSO AAO M 40 [56]
HECS AAO M 35–90 [83]

Bi2S3 DCED DMSO AAO O 40 [57]

CdSe DCED DMSO AAO (002), W 20–100 [50, 52]
ACED aqueous AAO W 9–35 [66]
DCED aqueous AAO W 60 [59]

C 200–250 [60]

PbSe DCED aqueous AAO C 40–60 [58]

Ag2+xSe DCED aqueous AAO O, (002) 20–50 [61]
DCED DMSO AAO O 20–50 [55]
DCED aqueous AAO O 200–350 [62]

CdTe DCED ethylene AAO (002), W 15–50 [50, 53]
glycol

Ag2+xTe DCED DMSO AAO M 20–50 [54]
HECS AAO M 60–70 [82]

Bi2Te3 DCED aqueous PC R, (002) 280 ± 30 [47]
AAO R, (110) 25–75 [63]

CdSexS1−x ACED DMSO AAO W 9–35 [66]

CdxZn1−xS ACED DMSO AAO W 9–35 [66]
Ag2Se1−xTex DCED DMSO M 20–100 [55]

GaAs ACED aqueous AAO [66]
ZnO HECS AAO 60 [78]

DCED aqueous AAO 40–90 [64]
EPD sol AAO 200 [74]

SnO2 HECS AAO 60 [79]

In2O3 HECS AAO 60 [80]

MgO HECS AAO 20–50 [81]

NiO HECS AAO 20–50 [81]

TiO2 EPD sol AAO, PC anatase 125–200 [71–73]
EISGD aqueous AAO anatase 10–50 [75]

15–60 [77]
HECS AAO anatase 20–50 [81]

SiO2 EPD sol PC nanowires 125–200 [71–73]
sol PC mesoporous, 125–200 [73]

hierarchic
EISGD aqueous AAO nanowires, 10–50 [76]

nanotubles

Cu2O DCED aqueous PC 200 [65]
ESA LCP cuprite 25–100 [85]

BaTiO3 EPD sol PC 125–200 [72]

SrNb2O6 EPD sol PC 125–200 [72]

Pb(Zr, Ti)O3 EPD sol PC perovskite 125–200 [71–73]
PZT

Note: DCED—direct current electrodeposition, ACED—alternating current electrodeposition, EID—electrochemically induced deposition, EISGD—
electrochemically induced sol–gel deposition, EPD—electrophoretic deposition, HECS—hybrid electrochemical/chemical synthesis, ESA—electrochemical self-assembly,
PC—polycarbonate, LCP—liquid crystalline phase, W—wurtzite, C—cubic, M—monoclinic, O—orthorhombic, R—rhombohedral.
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Figure 2. Dc electrochemical synthesis scheme for SNWs. Reprinted
with permission from [50], D. S. Xu et al., Pure Appl. Chem. 72, 127
(2000). © 2000, International Union of Pure and Applied Chemistry.

in porous AAO template from DMSO solution containing
CdCl2 and Se are highly (002) oriented, and the atomic
composition of Cd and Se is very close to a 1:1 stoichiom-
etry [52]. However, in CdCl2 and SeO2 ammonia alkaline
solutions, the deposited CdSe nanowires are randomly ori-
ented and the ratio of Se to Cd depends on the pH of the
deposition bath [59, 60]. Another important factor is that
interference from solvent electrochemistry is circumvented
in aprotic media; this proves to be crucial in the electrode-
position synthesis of relatively difficult systems such as ZnX
(S, Se, Te).

3.1.2. Metal Sulfide Nanowires
CdS Nanowires Nanowires of CdS were cathodi-
cally deposited at a constant direct current density of
2.5 mA cm−2 from a nonaqueous DMSO solution containing
0.055 M CdCl2 and 0.19 M element S [49–51]. The deposi-
tion temperature was keep at 110 �C by immersing the cell
in an oil bath. These nanowires have uniform diameters of
about 20 and 100 nm, which is in good agreement with the
pore diameters of the templates used, and lengths are up to
tens of micrometers. The X-ray energy dispersion analysis
(EDAX) shows that the atomic composition of S and Cd is
very close to a 1:1 stoichiometry. Electron diffraction pat-
tern and high resolution transmission electron microscopy
(HRTEM) images demonstrated that these CdS nanowires
have a uniform crystalline structure of hexagonal CdS [51].

Nanowires of CdS were also cathodically deposited in
aqueous solution consisting of 0.5 M CdSO4, 0.1 M EDTA,
and 0.5 M S2O2−

3 in a pH range of 5–6 at a constant cur-
rent density of 1 mA/cm2 for 60 min [50]. The length of
the nanowire array is up to 30 �m and the diameters of the
nanowires are about 90 nm. However, for the as-deposited
samples, these nanowires are of poor crystallinity.

Ag2S Nanowires Electrodeposition of Ag2S nanowires
has been reported from DMSO solutions containing AgNO3
and element S [56]. In this case, the depositions were carried

top
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1. Mechanically polish
bottom surface

2. Sputter-deposit cathode

1. Mechanically and
electrochemically polish
top surface

2. Anodize Al

–1 µmAg cathode

1. Remove barrier oxide
layer

2. Electrochemically
deposit nanowire
material

Al workpiece, rough surfaces

Figure 3. Schematic of the improving process employed to produced
nanowire arrays by DCED. Reprinted with permission from [63b], M. S.
Sander et al., Adv. Mater. 14, 665 (2002). © 2002, Wiley–VCH.

out at 120 �C and a potentiostatic voltage of −0�8 V relative
to Ag/Ag+ reference electrode. The electrode reaction is

2Ag+ + S + 2e −→ Ag2S (1)

This reaction pathway could be expressed in the following
manner:

2Ag+ + 2e −→ 2Ag (2)

S + 2Ag −→ Ag2S (3)

The lengths of the nanowires are about 5 �m after grow-
ing for 60 min. The annealed nanowires are monoclinic
Ag2S (�-Ag2S) structure with constant of a = 0�423 nm, b =
0�693 nm, c = 0�786 nm, and � = 99�61�.

Bi2S3 Nanowires Electrodeposition of Bi2S3 nanowires
was carried out in a solution containing of 0.055 M BiCl3
and 0.19 M element S dissolved in DMSO at 120 �C and
−0�1 V relative to the Ag/AgCl reference electrode for
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60 min [57]. The porous AAO membranes with channel
diameters of about 40 nm were taken as templates. X-ray
diffraction (XRD) and selected area electron diffraction
(SAED) investigations demonstrate that the Bi2S3 nanowires
have a uniform orthorhombic structure. Electromicroscopy
results show that the nanowires are quite ordered with diam-
eters of about 40 nm and lengths up to 5 �m. Optical
absorption studies reveal that the annealed Bi2S3 nanowires
have an optical band edge (direct) of about 1.56 eV.

3.1.3. Metal Selenide Nanowires
CdSe Nanowires Electrodepositions of CdSe nanowires
have been carried from both the aqueous and nonaqueous
solution baths. Xu et al. have prepared CdSe nanowires
by cathodical deposition from a DMSO solution containing
CdCl2 as Cd source and elemental Se as selenium source
[50, 52]. The electrode reaction for CdSe deposition is

Cd2+ + Se + 2e −→ CdSe (4)

The deposition was carried out at a constant direct cur-
rent density of 0.85 mA cm−2 for 30–60 min. The solution
was held at 160 �C. The length, diameter, and direction of
growth of these CdSe nanowires are quite uniform. Charac-
terizations by XRD, electron diffraction, and HRTEM indi-
cated that the c-axis of hexagonal crystals is preferentially
aligned along the direction normal to the substrate rather
than oriented randomly [52].

Peng et al. [59] fabricated CdSe nanowires from an
ammonia alkaline solution containing 0.1 M CdCl2, 0.002 M
SeO2, and 0.1 M Na2SO4. Shen et al. [60] prepared poly-
crystalline CdSe nanowires from an acidic bath consisting of
0.25 M CdSO4, 0.01 M H2SeO3, and 0.25 M Na2SO4. The
pH value of the bath is 2.5. The deposition potential applied
was −0�70 V (SCE). The deposited CdSe nanowires are
cubic polycrystalline and randomly oriented, and the ratio
of Se to Cd varied with the pH of the bath [59].

PbSe Nanowires Ordered PbSe crystalline nanowire
arrays have been fabricated in the nanochannels of AAO
membrane by DCED [58]. XRD and SAED investigations
demonstrate that the PbSe nanowires have a uniform cubic
structure. The nanowires are quite ordered with diameters
of about 50 nm and lengths up to 5 �m. EDAX data indi-
cate that Pb:Se is very close to 1:1. The optical absorption
spectrum of these PbSe nanowires shows that there exist two
peaks at 280 and 434 nm, respectively, attributed to excitonic
absorption peaks.

Ag2Se Nanowires Silver chalcogenides (Ag2Se and
Ag2Te) belong to the AI

2B
VI group of compound semi-

conductors with narrow bandgaps. Their high tempera-
ture phases are superionic conductor materials [96], and
large positive magnetoresistance has been discovered in self-
doped Ag2+Se and Ag2+Te [97]. Chen et al. [61] have syn-
thesized near stoichiometric Ag2Se nanowires by cathodic
electrolysis from aqueous baths containing 0.5 M KSCN,
5.0 mM AgNO3, 0.05 M KNO3, and 2.5 mM SeO2. The elec-
trode reactions that take place are

2Ag�SCN�1−n
n + Se + 2e −→ Ag2Se + 2nSCN− (5)

or

2Ag�SCN�1−n
n + HSeO−

3 + 5H+ + 6e

−→ Ag2Se + 3H2O + 2nSCN− (6)

Meanwhile, the deposition would be accompanied by the
formation of silver. The deposited silver can participate in
the electrode reaction and transform to Ag2Se according to

2Ag + HSeO−
3 + 5H+ + 4e −→ Ag2Se + 3H2O (7)

The pH values of the solutions were adjusted to 2.60 with
HNO3 aqueous solution. At this pH SeO2 is in the form
of selenous acid (H2SeO3 and HSeO−

3 � in aqueous solu-
tions. SCN− was used to complex Ag+ in order to lower
the redox potential of Ag+/Ag and to prevent the precipi-
tation of insoluble Ag2SeO3. Silver selenide was deposited
into the pores of the template at a constant potential of
−0.70 V vs SCE. The nanowires are continuous and of about
10 �m length, in which the growth rate is about 2.5 �m
h−1 at a potential of −0�70 V vs SCE. These nanowires
align with uniform lengths, diameters, and growth directions.
The as-deposited nanowires are polycrystalline orthorhom-
bic �-Ag2Se. After being annealed and slowly cooled, highly
[002] oriented orthorhombic Ag2Se nanowires were formed,
which was demonstrated by XRD, SAED, and HRTEM.
Importantly, the ratio of excess Ag can be controlled by
adjusting the bath compositions and the deposition poten-
tials. The slight excess of Ag in the deposited film can be
transformed into Ag2Se by annealing in Se vapor.

Glanville et al. [62] reported a two-step electrodeposition
method for synthesis of Ag2Se nanowires. In this approach,
a 9 �m layer of Ag was first directly electrodeposited into
the pores of the template membrane and then the deposited
Ag nanowires were electrochemically converted to Ag2Se
nanowires at a constant current density of 0.8 mA/cm2 in an
aqueous bath of 0.3 M SeO2 and 0.03 M H2SO4 according
to Eq. (7). Finally, the Ag2Se nanowire/alumina membrane
was chemically etched in a 50% HNO3 solution removing
all excess silver, leaving just the Ag2Se nanowires standing
in the membrane.

Stoichiometric Ag2Se [55] nanowires have also been elec-
trodeposited from a nonaqueous DMSO solution. The elec-
trolyte solution consists of 0.1 M NaNO3, 5.0 mM AgNO3,
and 4.0 mM SeCl4. In this case of depositing Ag2Se, the
SeCl4 was used as a selenium source. The reactions can be
expressed as

2Ag+ + SeCl4 + 6e −→ Ag2Se + 4Cl− (8)

The deposition was carried out at a potential of −0�95
to −1�05 V vs SCE. The as-deposited nanowires are poly-
crystalline orthorhombic �-Ag2Se with an [002] orientation,
which is quite different from the nanowires deposited in
aqueous baths.
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3.1.4. Metal Telluride Nanowires
CdTe Nanowires CdTe nanowires have been prepared by
electrochemical deposition into the pores of anodic alu-
minum oxide templates from an ethylene glycol bath con-
taining CdCl2, TeCl4, and KI [53]. The electrodeposition
was carried out by potentiostatic electrolysis in the potential
range between −0�59 to −0�85 V vs SCE at 160–175 �C. The
AAO templates with about 10, 20, and 50 nm pore diam-
eters have been used. The electrolyte solution consisted of
1.00 M CdCl2, 0.01 M TeCl4, and 0.3 M KI in glycol. Highly
ordered CdTe nanowire arrays have been obtained, in which
the length, diameter, and direction of growth of the nano-
wires are quite uniform. XRD, TEM, and HRTEM investi-
gations demonstrate that these nanowires have a crystalline
structure of hexagonal CdTe single crystal with a uniform
[002] growth direction.

Ag2Te Nanowires Silver telluride nanowires were syn-
thesized by cathodic electrolysis into porous AAO mem-
branes from nonaqueous DMSO solutions containing 0.1 M
NaNO3, 5.0 mM AgNO3, and 6.0 mM TeCl4 [54a]. DMSO
would be both an electrochemical solvent, which easily dis-
solves TeCl4 to form (2DMSO · TeCl3)+ · Cl−, and a weak
complexing agent of Ag+. The electrode reaction for depo-
sition of Ag2Te is

2Ag+ + TeCl4 + 6e −→ Ag2Te + 4Cl− (9)

The deposition temperature was 80 ± 1 �C. The deposition
time is 40–50 min. XRD and SAED patterns of the as-
prepared nanowires were indexed to be a monoclinic struc-
ture of Ag2Te. Near stoichiometric Ag2Te nanowires were
obtained at a potential range between −0.55 and −0.65 V
vs Ag/AgCl. Furthermore, the composition of the nano-
wires can be controlled continuously from Ag-rich to Te-rich
mainly by changing the concentration of TeCl4 in the solu-
tions. Interestingly, single-crystalline Ag7Te4 nanowire arrays
were obtained by electrodeposition from DMSO solutions
containing 0.1 M NaNO3, 5.0 mM AgNO3, and 7.5 mM
TeCl4 at −0.65 V (vs Ag/AgCl) [54b].

Bi2Te3 Nanowires Bismuth telluride is currently the
most efficient thermoelectric material at room temperature.
Highly crystalline nanowires of Bi2Te3 have been deposited
directly by electrochemical reduction of Bi3+ and HTeO+

2 in
acidic aqueous solutions [47, 62, 63]. The electrode reaction
for deposition of Bi2Te3 is

2Bi3+ + 3HTeO+
2 + 9H+ + 18e −→ Bi2Te3 + 6H2O (10)

The deposition solution was prepared by dissolving ele-
mental Te and Bi in 1 M HNO3. The depositions were
carried out by both potentiostatic control with potentials
more negative than −0�45 V vs Hg/Hg2SO4 and a galvanos-
tatic process with a current density of 3.5 mA/cm2. The as-
deposited nanowires by galvanostatic electrodeposition are
a random polycrystalline orthombohedral Bi2Te3 structure.
But the nanowires by potentiostatic deposition have a pre-
ferred [110] orientation of orthombohedral Bi2Te3 [62].

3.1.5. Metal Oxide Nanowires
ZnO Nanowires Semiconductor metal oxide films can be
prepared through a one-step electrodeposition approach
from an aqueous solution only of metal nitrate and dis-
solved oxygen as the oxygen precursor. For example, when a
cathodic potential of typically −0.9 V (vs SCE) is applied to
a conductive substrate in an aqueous solution of 0.1 M zinc
nitrate maintained at 70 �C, nucleation of ZnO takes place
almost instantaneously and further electrolysis promotes fur-
ther crystal growth, resulting in a film composed of hexago-
nal faceted crystals. The electrode reaction is expressed as

Zn2+ + 1
2

O2 + 2e −→ ZnO (11)

This method has been employed to prepare dye-modified
ZnO films [98] and obtain epitaxial growth of metal oxide
films [99–101].

Zheng et al. have demonstrated that semiconductor zinc
oxide nanowires can also be prepared by this one-step elec-
trodeposition [64]. The electrodeposition was performed at
1 V (vs Ag/AgCl), with a zinc sheet serving as the coun-
terelectrode. Electron diffraction patterns show that these
nanowires are not single crystals. In principle, other metal
oxide nanowires including thallium, zirconium, copper, bis-
muth, and iron oxides can also been fabricated by this one-
step electrodeposition.

Cu/Cu2O Composite Nanowires Arrays of Cu/Cu2O
nanowires were grown by electrodeposition in the nanopores
of track-etched polymer membranes [65]. If an appropriate
solution is used, the electrode potential spontaneously oscil-
lates during the application of a constant cathodic current.
Both the period of the oscillations and the composition of
the nanowires can be controlled by varying the applied cur-
rent density. A nanocomposite of copper and cuprous oxide
is deposited at an applied current over which oscillations
occur. In contrast, pure Cu or Cu2O nanowires are obtained
at a deposition current out of the range of oscillation. Elec-
trical transport measurements were also performed on these
nanowires.

3.1.6. GaAs Nanowires
Electrodeposition of GaAs nanowires into the pores of the
AAO template from an aqueous chloride bath containing
GaCl3 and As2O3 has been studied by Routkevitch et al.
[66]. They have investigated the effect of the Ga(III)/As(III)
ratio and pH on the deposition of GaAs. For pH < 2�5,
no GaAs is deposited. Arsenic is found to be the main
deposited component under those conditions on Pt, indium
tin oxide, or AAO substrates, and H2 evolution was the pri-
mary side reaction. This is in agreement with the fact that
Ga electrodeposition is possible only at pH > 2�5 at the
onset of hydrolysis. With solutions of 0.05 M of Ga(III) at
pH = 2�5 and Ga(III)/As(III) ratio = 2�1, a reddish–yellow
sample was generated which produced resonance Raman
spectra with well defined peaks at about 280 cm−1 charac-
teristic of GaAs. However, XRD did not reveal crystalline
GaAs. Samples lost their colors over a period of several
hours.
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3.1.7. Ternary Semiconductor Nanowires
CdSxSe1−x Nanowires An attractive feature of the elec-
trochemical synthesis approach is the ease with which alloy
nanowires may be generated. Routkevitch et al. have fabri-
cated ternary compound CdSxSe1−x nanowires in a DMSO
solution containing 0.055 M CdCl2 and 0.19 M of the ele-
mental chalcogens (S and Se) using an ac ACED technique
[66]. In order to vary the Se/S ratio in the nanowire, solu-
tions with Se/S ratios ranging from 20:1 to 1:20 were used.
The composition of the electrolytes (Se/S ratios) determines
the nanowire composition, with the XRD pattern changing
from that of hexagonal CdS to that of hexagonal CdSe. Nor-
malized absorption spectra of AAO/CdSxSe1−x as a function
of Se/S ratio in electrolyte illustrate that the control over
ternary semiconductor CdSxSe1−x composition allowed us to
produce nanowires with widely varying values of the optical
bandgap [66].

CdxZn1−xS Nanowires Deposition of the CdxZn1−xS
nanowires was carried out in a DNSO solution contain-
ing 0.055 M (CdCl2 + ZnCl2�, and 0.19 M elemental S
using ACED [66]. The co-deposition of ZnS with CdS was
found to occur only at high deposition voltage (50 V). Like-
wise the various phases of CdxZn1−xS could only be pro-
duced with high deposition temperatures. Similar to the
deposition of CdSxSe1−x nanowires [66], the composition
of the electrolytes (Zn/Cd ratios) determines the nanowire
composition.

Ag2+�Se1−xTex Nanowires Ternary compound Ag2+·
Se1−xTex nanowires have been direct current electrode-
posited at the co-deposition potentials of Ag2Se and Ag2Te
using DMSO as a solvent and CdCl2, SeCl4, and TeCl4 as
Cd, Se, and Te sources respectively [55]. By varying the con-
centrations of SeCl4 and TeCl4 in DMSO solutions, ternary
Ag2+Se1−xTex compounds with tunable compositions were
prepared.

3.2. Alternating Current Electrochemical
Deposition

The compact barrier layer between the porous AAO and
Al substrate is insulating, which obstructs the passage of
direct current. Thus, it is difficult for materials to be directly
deposited on the AAO/Al substrate by DCED. Routkevitch
et al. demonstrated that the rectifying properties of the
oxide barrier layer that separates the bottom of the pores
from the underlying aluminum substrate make it possible
to use ac deposition [36]. On the other hand, for sam-
ples with very narrow pore diameters the DCED strategy
only works when the anodic films are free from cracks and
defects; otherwise, the electrochemistry becomes dominated
by processes in the much more accessible cracks. Fabricating
templates of such structural perfection is commonly diffi-
cult. By retaining the barrier layer and using ac electrolysis,
this problem is avoided even with very small pore diameter
since the rectification only occurs inside the pores while at
defects the electrochemical processes occurring during the
cathodic half-cycle are reversed, more or less, during the
anodic half-cycle. When the anodization was complete, the
anodizing voltage was decreased stepwise in 5 V intervals
over a period of 5 min in order to reduce the thickness of the

barrier layer. In the case of ac electrolysis of CdS nanowires,
deposition was carried out in a DMSO solution containing
0.0055 M CdCl2 and 0.19 M S at 100–160 �C and 30–50 V ac
(60–500 Hz) applied between the Al/AAO working electrode
and a graphite counterelectrode. The deposited CdS nano-
wires are found to be hexagonal CdS with the c-axis prefer-
entially oriented along the length of the pore. On average
the thicker wires (with diameters larger than 12 nm) consist
of a large number of crystallites in the axial direction and
rather few in the radial direction [36, 66–69]. Other semi-
conductor nanowires, such as CdSe, CdxZn1−xS, CdSxSe1−x,
and GaAs, have also been fabricated by this strategy [66].

ACED is a simple method to fabricate aligned nanowires
in AAO template while retaining the compact barrier layer
[36]. A major disadvantage of this synthesis route is that
there are large numbers of stacking faults and twinned seg-
ments in the deposited nanowire and the structure of the
nanowire appears to be mainly the hexagonal form, inter-
leaved with domains of cubic structure [68]. In general,
for the case of electrodeposition in the pore of the AAO
templates, the direction of the diffusion is limited on one
dimension. The diffusion rate may be much slower than the
surface electrochemical reaction and the diffusion process
would limit the nanowire growth. For the ac process, the
rate and the direction of the diffusion would vary with the
alternation of the electric field and thus make a high den-
sity of defects and small polycrystalline CdS structure in the
nanowires [36, 68]. On the other hand, it is easy to reach a
steady diffusing process under the DCED condition. Thus,
the defects in the nanowires by DCED are largely decreased
and produce perfect and highly crystalline nanowires.

3.3. Electrochemically Induced Deposition

Although direct electrochemical deposition can afford pre-
cise process control and enables good control over stoi-
chiometry, both the greater number of active species in the
solution and the by-reaction render the composition mod-
ulation a little trickier. Meanwhile, the deposition of the
nanowires controlled by the electrochemical reaction usu-
ally results in a polycrystalline structure. It can be expected
that these problems can be avoided while the deposition is
controlled by chemical reaction rather than by the electrode
kinetics.

Xu et al. have reported an electrochemically induced
deposition method to prepare CdS single-crystal nano-
wires from acidic chemical bath containing 0.05 M CdCl2
and 0.10 M thioacetamide (TAA) [70]. This process
involves electroreduction of protons on conductive sub-
strates and chemical bath deposition of materials on the
electrode/solution interface in the pores of the template.
The component processes may be represented by the fol-
lowing equations:

2H2O + 2e = 2OH− + H2 (12)

CH3CSNH2 + 2OH− = CH3COONH4 + S2− (13)

S2− + Cd2+ = CdS (14)

The deposition of CdS was performed potentiostatically at
a potential value of −0�65 V (vs SCE) in a three-electrode
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configuration in a glass cell at 70 �C. It is interesting that
the growth rate of the CdS nanowires deposited in the pores
increases with decreasing pore size of the template. After
deposition in 20 nm AAO template for 8 h, the length of
the nanowire is up to 10 �m, while the nanowires with
2–3 �m lengths are found in 90 nm template (Fig. 4A and
B). HRTEM images reveal that these nanowires have a uni-
form hexagonal CdS single-crystal structure (Fig. 4C). The
single-crystal nanowires with diameters smaller than 5 nm
have also been prepared (Fig. 4D).

This method differs from direct ED in that the deposi-
tion does not involve reduction of Cd2+ or TAA but requires
the reduction of the protons at a low current density. The

0.5 µm
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8 nm

C

4 nm

D

B

100 µm

Figure 4. TEM images of CdS nanowires prepared by electrochemi-
cally induced deposition in the AAO templates with diameters of about
90 nm (A) and 20 nm (B), and the HRTEM images of individual nano-
wires with different diameters of (C) 8 nm and (D) 4 nm. Reprinted
with permission from [70], D. S. Xu et al., Adv. Mater. 12, 520 (2000).
© 2000, Wiley–VCH.

electroreduction of protons imposes a pH gradient at the
vicinity of the substrate to reduce the activation barrier for
the hydrolysis of TAA. In this case, the CdS nanowire growth
is not controlled by the electrode kinetics and is not dis-
turbed by the reactions in the solution phase. Therefore, this
method allows one to deposit single crystal CdS nanowires.
Of course, the same approach may also be valid in the depo-
sition of other metal sulfide single crystal nanowires.

3.4. Sol–Gel Electrophoretic Deposition

Sol–gel chemistry has evolved into a general and power-
ful approach for preparing inorganic materials [102, 103].
This method typically entails hydrolysis of a solution of a
precursor molecule to obtain first a suspension of colloidal
particles (the sol) and then a gel composed of aggregated
sol particles. The gel is then thermally treated to yield the
desired material. This approach for the synthesis of inor-
ganic materials has advantages in the preparation of both
high-purity materials at a lower temperature and homoge-
nous multicomponent systems by mixing precursor solutions.
Lakshmi et al. [38] first conducted sol–gel synthesis within
the pores of the AAO template to create both fibrils and
tubules of the desired material, using a simple immersion
method. First, the AAO membrane is immersed into a sol
for a given period of time, and the sol deposits on the pore
walls. After thermal treatment, either a nanotubule or nano-
fibril is formed within the pores. Whether tubules or fibrils
are obtained is determined by the immersion time, the tem-
perature of the sol, and the electric properties of the pore
walls. Longer immersion times yield solid fibrils while brief
immersion times produced tubules. For the templates with
smaller pore sizes, solid fibrils are always obtained in the
pores [38]. By this method, nanostructures (nanowires and
nanotubules) of a variety of oxides, complex oxide materials
[104–108], and other semiconductors have been synthesized
[109].

However, there are some potential limitations to this tech-
nique. For example, since the only driving force of this
technique is capillary action, for the sol with higher con-
centration, the filling of the pores would be difficult (at the
same time destabilization of the sol remain a big problem),
but low concentration leads to nanomaterials with serious
shrinkage and cracking. Sol–gel electrophoretic growth of
nanowires by Limmer et al. throws some light on overcom-
ing the limitations of the direct sol filling method [71, 72].
First, a proper sol contains solid nanoclusters of the desired
stoichiometric chemical composition. If the sol is electro-
statically stabilized, then the charged nanoclusters will have
an oriented diffusion, parallel to the field direction, when
an electric field is applied to the sol. While using this sol–
gel electrophoresis in the template-assisted growth of nano-
rods, an electric field was applied to draw the charged sol
nanoclusters into the template pores. The nanoclusters will
migrate and deposit at the bottom of the pore under an
applied electric field. Simultaneously, the counterions move
in the opposite direction. As time increases, the densely
packed sol particles fill more of the pore, until the pore is
completely filled.

Limmer et al. have applied this sol–gel electrophoretic
method to grow both single metal oxides (TiO2, ZnO,
SiO2� and complex oxides [BaTiO3, Sr2Nb2O7, and
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Pb(Zr0�52Ti0�48�O3] [71–73]. For positively charged sol par-
ticles, an anode of Pt mesh is immersed in the sol, and
the cathode used is aluminum. For negatively charged sol
particles, the electrodes are reversed. The PC membrane is
attached to the electrode with a piece of double-sided con-
ductive tape, to provide a conductive path from the mem-
brane to the cathode. For the electrophoretic growth, a
potential of 5 V is applied between the electrodes and held
for up to 3 h. The desired crystal structure of the oxide nano-
rods was achieved by a heat treatment (500–700 �C for 15–
30 min) for crystallization and densification. Interestingly,
they have prepared nanorods of hierarchically structured
mesoporous silica by this electrophoretic deposition [73].

Wang et al. have studied the effect of the colloid charac-
teristics on the formation of ZnO nanowire arrays by elec-
trophoretic deposition in porous AAO templates [74]. It was
found that both the morphology and the deposition rate of
ZnO nanowire arrays were influenced by the pH of the sus-
pension and the applied voltage. The particle surface charge
and size changed with the pH of the suspension, which
in turn affected the deposition characteristics. The deposi-
tion rate of nanowire arrays was high at the initial stage,
then approached a saturation value, and also increased with
increasing zeta potential of the particles and the applied
voltage. On the other hand, they observed that the mor-
phologies of the products depended on the applied voltages;
the lower deposition voltage could produce nanofibrils and
at the higher voltage, the product changes from fibril to
tubule form.

It has been demonstrated that sol–gel electrophoresis
deposition is widely applicable and can be used for the
template growth of a number of different oxide nanorods,
especially of complex oxide nanorods. However, this sol–gel
electrophoresis growth of nanowires is still limited by the
pore size of the templates used. Synthesis of nanorods
with diameters less than 50 nm is unsuccessful, due to the
difficulty of diffusion of nanoclusters in the small nano-
sized pores [71–74]. Serious shrinkage and cracking are also
observed in these nanorods by electrophoresis deposition
[71–73]. In addition, HRTEM images and electron diffrac-
tion patterns reveal that theses nanorods are polycrystalline,
with small grains that are ∼5 nm in size [73].

3.5. Electrochemically Induced Sol–Gel
Synthesis

Miao et al. reported an electrochemically induced sol–gel
method to prepare TiO2 single-crystalline nanowire arrays
(Fig. 5) [75]. At first, the hydroxyl ion is generated due to
the cathodic reduction, and then the generation of OH−

ions increases the local pH at the electrode surface result-
ing in titanium oxyhydroxide gel formation in the pores of
the template. Finally, subsequent heat treatment and the
removal of the AAO template results in the formation of
TiO2 single-crystalline nanowire arrays. During this electro-
chemically induced sol–gel process, both the formation of
sol particles and the gelation process take place in the AAO
pores.

This method offers many advantages for the formation of
nanowires and nanotubes. First, the sol–gel preparation of
nanowires within the templates that have very small pores

gel

Time
OH-

OH-

OH-

OH-

OH-

OH-

Sol particle

TiO2+

Gelatinization

Cathode

Figure 5. This schematic demonstrates the progress of the electrochem-
ically induced sol–gel process. It can be seen that both the formation
of sol particles and the gelatin process take place in the AAO pores;
lastly, the pores are filled with homogeneous titanium oxyhydroxide gel.
Reprinted with permission from [75], Z. Miao et al., Nano Lett. 2, 717
(2002). © 2002, American Chemical Society.

(less than 20 nm or even small) would be readily achiev-
able by using this technique (Fig. 6A and B). Second, the
length of the nanowires can be well controlled by varying
the deposition time and potential of the working electrode.
Third, less shrinkage and cracking will occur during the heat
treatment of nanowires. The transport of ions through the
voids of packed sol particles and the tiny pores in the tita-
nium oxyhydroxide gel network courses the expansion of gel
in the AAO pores and aging of the gel that has already
formed. The AAO template with pores of nanoscaled size
can restrict the diffusion of OH− in solution, so it is easy
to construct high local pH and long diffusion depth in the
AAO pores, resulting a higher packing density gel.

Further, one-dimensional silica nanostructures, such as
nanotubes, “bamboolike” structure, and nanowires, have
also been synthesized by such an electrochemically induced
sol–gel deposition [76]. It was demonstrated that the growth
of these nanostructures is strongly dominated by the elec-
trochemical process. The lower cathode voltage is favored
to produce nanotubes while the nanowires were formed at a
higher cathode voltage. Zhang et al. [77] reported the fabri-
cation of single-crystalline TiO2 nanowires by anodic oxida-
tive hydrolysis of TiCl3 in the pores of the AAO templates.
They found that the diameter of TiO2 nanowires is much
smaller than the pore diameter of the template used [77].
Hence, electrochemically induced sol–gel deposition is a gen-
eral method for the growth of 1D nanostructures of a variety
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Figure 6. TEM images of TiO2 nanowires grown in AAO membranes
with pore diameters of (A) 22, (B) 12, and (C) 50 nm by electrochem-
ical sol–gel deposition. The inset plot in (C) gives the corresponding
selected area diffraction pattern of the single nanowire. Reprinted with
permission from [75], Z. Miao et al., Nano Lett. 2, 717 (2002). © 2002,
American Chemical Society.

of inorganic oxide (single or complex) materials in small-pore
templates.

3.6. Hybrid Electrochemical/Chemical
Synthesis

Although direct electrochemical deposition has successfully
been applied in preparation of metal chalcogen nanowires,
control of the composition is still a problem in these

nanowires. In addition, it is difficult to fabricate metal
oxide nanowires by this approach. The hybrid electrochem-
ical/chemical synthesis of SNWs involves two steps: first,
metal nanowires are prepared by DCED in the pores of
the template; second, the metal nanowires are reacted with
other reactants to yield metal compound nanowires. By
now, there are four reaction routes for hybrid electrochem-
ical/chemical synthesis.

3.6.1. Metal Oxide Nanowires by Thermal
Oxidation of Metal Nanowires

This approach involves thermal oxidation of metal nano-
wires embedded in the pores of the AAO template, resulting
in the formation of metal oxide nanowires. Various metal
oxide SNWs, including ZnO [78], SnO2 [79], In2O3 [80],
TiO2, MgO, and NiO [81], have been fabricated by this
electrochemical deposition and thermally oxidizing methods.
The key point is that the composition of the metal oxide
nanowires is decided by the annealing temperature and the
oxidation time. Zheng et al. [79] reported that there are
three phases (Sn, SnO, and SnO2� coexisting in the ther-
mally oxidized nanowires at 823 K; however, only the SnO2
cassiterite phase is detected under annealing at 923 K.

3.6.2. Ag2Te Nanowires by Reaction
of Te Nanowires with Aqueous
AgNO3 Solutions

The hybrid electrochemical/chemical synthesis of Ag2Te
nanowires begins with the electrodeposition of Te nano-
wires in the pores of the AAO template. After removing the
AAO template, the metal Te nanowires were then converted
into monoclinic Ag2Te nanowires by reacting with aqueous
AgNO3 solutions. Gates et al. [110] reported a template-
directed reaction, in which single crystalline nanowires of
trigonal Se were quantitatively converted into Ag2Se nano-
wires by reacting with aqueous AgNO3 solutions. In the case
of conversion of Te nanowires, after treatment with 5 mM
AgNO3 solution at 60 �C for 24 hours, the Te nanowires
have been converted into Ag2Te nanowires, and the average
diameters of the converted nanowires have an increase of
20–30% [82]. The reaction involved in this converting pro-
cess can be presented as the following:

3Te + 4Ag+ + 3H2O −→ 2Ag2Te + TeO2−
3 + 6H+ (15)

3.6.3. Ag2S Nanowires by Reaction
of Ag Nanowires with Aqueous
Na2S Solutions

It has been demonstrated that the cationic metal nanowires
can also be used as a template for template-directed reac-
tion [83]. For example, Ag nanowires can be converted into
monoclinic Ag2S nanowires by reaction with Na2S aqueous
solutions in air at room temperature [83]. The morphology
of the template nanowires of Ag was almost retained in the
product Ag2S nanowires, and the average diameters of the
nanowires have an increase of 70–80%. This large expansion
of the volume, in some cases, would result in breaking of
the nanowires.
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3.6.4. Metal Sulfide Nanowires
by Sulfurization of Metal Nanowires

Similar to the metal oxide nanowires by oxidation of metal
nanowires, semiconductor CdS nanowires have also been
fabricated by sulfurization of metal nanowires [84]. The
deposition of Cd nanowires was carried out by dc potentio-
static elctrodeposition embedded in the AAO membranes.
Then, Cd nanowires were sulfurized by S vapor at 300 �C
for 30 hours. Due to the large volume of anionic S, the
time needed for sulfurization of metal nanowires would be
longer than that for the oxidation process. Another example
is the conversion of metal Ag to Ag2Se in Se vapor. The
fact that excess Ag in the electrodeposited Ag2Se nanowires
was reduced and even disappeared by annealing in Se vapor
implies that annealing in Se vapor may be used for the trans-
formation of Ag2Se nanowires from Ag nanowires [61].

3.7. Electrochemical Self-Assembly
Synthesis

Conventional host–guest molecular systems and self-
assembly have been hot topics in chemistry and biology
in the last couple of years [111–114]. Self-assembly usu-
ally refers to assemblies formed by spontaneous recog-
nition of strongly interacting sites and molecular shapes,
often reinforced by cooperative effects and thermody-
namic transitions. Electrochemical self-assembly synthesis
of nanowires involves both molecular recognition and a
spontaneous electrochemical synthesis on the surface of the
electrode. It should be noted that unlike template-assisted
electrochemical synthesis of nanowires wherein the elec-
trochemical synthesis of the desired materials is confined
in the nanochannel of the template, adsorption of organic
molecules to growing surface has a significant impact on
nanowire growth. However, few works have reported the
preparation of nanowires or nanorods by this electrochem-
ical self-assembly strategy. Yoshida et al. [98] reported that
cathodic electrodeposition in an aqueous mixed solution of
zinc nitrate and water-soluble organic dye molecules, result-
ing in a self-assembled growth of ZnO thin films. It has been
found that anisotropy in the dye stability of the adsorption
results in a preferential growth of ZnO into specific crystal-
lographic direction to create morphologies. Zhu et al. [115]
have prepared Ag nanorods by an electrodeposition tech-
nique from an aqueous solution of AgNO3 in the presence of
polyethylene glycol, in which the polyethylene glycol may be
taken as a soft template to confine the growth of the nano-
wires. These works throw some light on the electrochemical
self-assembled synthesis of semiconductor nanowires.

On the other hand, semiconductor nanowires can be
electrochemically synthesized from surfactant mesophases
with 1D aqueous channels as space-confined microreactors.
Surfactant mesophases, including liquid crystals, vesicles,
micelles, microemulsions, and so on, have proved to be
useful and versatile “soft” templates, in contrast to porous
“hard” templates such as AAO membranes, track-etched
polycarbonate and mica, zeolite/mesoporous silica, diblock
copolymer matrix, etc. Huang et al. [85] reported that Cu2O
nanowires with diameters of 25–100 nm were electrode-
posited from anionic surfactant sodium bis(2-ethylhexyl)

sulfosuccinate hexagonal liquid crystalline phase. The nano-
wires can be grown to up to tens of micrometers in length
by simply changing the electrodeposition time. It was found
that the connectivity of the aqueous channels and alignment
of the liquid crystal could be improved with the applica-
tion of electric field during electrodeposition, leading to the
production of nanowires with high aspect ratio. Meanwhile,
they have synthesized counductive polyaniline nanowires in
emeraldine form by potentiodynamic electropolymerization
and single-crystalline silver nanowires from the same reverse
hexagonal liquid crystalline phase [86, 121].

4. CHARACTERIZATION OF SNWs BY
ELECTROCHEMICAL SYNTHESIS

4.1. Morphology

In the template-assisted electrochemical synthesis
approaches, the nanowire materials are assembled with
a morphology complementary to that of the template.
Owing to their cylindrical pore geometry, monodisperse
diameters, higher pore density, and regular hexagonal 1D
channel arrangements, electrochemical synthesis in AAO
templates would result in corresponding cylindrical and
oriented nanowire arrays. Figure 7 presents scanning elec-
tron microscope (SEM) images of CdTe nanowire arrays
prepared by DCED from an ethylene glycol bath containing
CdCl2, TeCl4, and KI [53]. This images show that these
nanowires are size monodisperse and are perpendicularly
arranged on the substrate, forming a highly ordered array
in morphology. It is also can be seen that these nanowires
have a smooth surface and the diameters are uniform in
the whole wire length. In some cases, after removal of the
template membrane, the top of the arrays may be shrunk
and aggregated [36, 84].

The diameters of the nanowires by electrochemical syn-
thesis are usually in good agreement with the pore sizes of
the template used [47–70]. However, the diameters of the
oxide nanowires prepared by electrochemical sol–gel syn-
thesis strategies are smaller than the pore diameter of the
template used, due to the shrinking of the nanowires dur-
ing a heat treatment process [71–74]. In addition, for hybrid
electrochemical/chemical synthesis of nanowires, the diam-
eters of the converted nanowires are larger than the pore
diameter of the template [82, 83].

4.2. Crystal Structure

Using the template-assisted electrochemical synthesis strate-
gies, a variety of highly ordered SNW arrays have been fab-
ricated. However, the crystal structure of the semiconductor
nanowires (e.g., single crystal, polycrystalline, or amorphous)
plays a key role in nanodevices and other applications. Elec-
tron diffraction, X-ray diffraction, and HRTEM have been
employed to determine the crystal structure.

One important feather is that the SNWs prepared by
DCED from a nonaqueous bath mostly crystallized as a uni-
form orientation (i.e., [001]) as well having as highly ordered
arrangement in morphology. Figure 8A shows a TEM image
of a bundle of 20 nm diameter CdSe nanowires prepared
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Figure 7. (A) Low magnification and (B) higher magnification SEM
images of the CdTe nanowires electrodeposited in the AAO template
with a diameter of ∼50 nm. Reprinted with permission from [53], D. S.
Xu et al., J. Mater. Res. 17, 1711 (2002). © 2002, Materials Research
Society.

by dc electrodeposition from a nonaqueous electrolyte bath
[52]. These CdSe nanowires have a uniform width and are
nearly parallel to each other. The electron diffraction pat-
tern taken from these nanowires is shown in the inset on
the upper right of the micrograph, which respectively cor-
responded to (002), (101), and (103) diffraction planes of
the hexagonal CdSe single crystal. The diffraction pattern
with somewhat dispersed and elongated spots implies that
the nanowires grow with dominant direction and uniform
crystal structure.

The X-ray diffractogram of the CdSe nanowire arrays
is shown in Figure 8B. These XRD data indicate that the
nanowires have diffraction patterns corresponding to the
hexagonal phase of CdSe. The interplanar diffraction spac-
ing (dhkl� of CdSe nanowires with diameters of 20 nm differs
slightly from those reported for polycrystalline CdSe. The
relative intensity of the 002 diffraction peak, which corre-
sponds to interplane distances d = 3�49–3.51(A�), is greater
than that of the polycrystalline CdSe powder. This fact indi-
cates that the c-axis of hexagonal crystals is preferentially
aligned along the direction normal to the substrate rather
than oriented randomly. Furthermore, the dimensions of the
crystallites of the CdSe nanowires were estimated from the
widths of the major diffraction peaks observed in Figure 8B
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Figure 8. (A) TEM image and (B) X-ray diffractogram of the CdSe
nanowires grown in an AAO membrane with 20 nm pore diameters by
dc electrodeposition. The inset plot in (A) is the corresponding selected
area diffraction pattern of the nanowires, which can be indexed as the
hexagonal CdSe crystal structure. Reprinted with permission from [52],
D. S. Xu et al., J. Phys. Chem. B 104, 5061 (2000). © 2000, American
Chemical Society.

through the Scherrer formula

Dhkl = k�/��hkl · cos �� (16)

Where Dhkl is the linear dimension of the coherent
diffracting domain along a direction normal to the diffrac-
tion plane (hkl), � is X-ray wavelength in angstroms
(1.5405 Å in this case), k is a crystal constant (0.9), � is
the angle of reflection of the peak, and � is the corrected
full width at half maximum (FWHM) of the peak in radi-
ans, which was calculated as the square root of the differ-
ence between the squares of the sample’s and the reference’s
FWHM. The dimensions of the CdSe crystallites calculated
from the widths of the XRD reflections in Figure 11B are
listed in Table 2. These results show that the crystallite
domains of the CdSe nanowires are c-axis oriented and the
crystallite dimension in the radial direction is very close to
the pore sizes of the template used. An aspect ratio of 5:1
calculated from the crystallite dimensions along [002] and
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Table 2. Mean crystallite sizes Dhkl (nm) along the [100], [002], [101],
[102], and [110] zone axes in electrodeposited CdSe nanowires.

Diffraction plane Peak position Peak areas Dhkl

(hkl) (d, Å) (I , %) (nm)

(100) 3.705 38 22
(002) 3.496 80 120
(101) 3.285 12 15
(102) 2.532 35 58
(110) 2.142 100 30

Source: Reprinted with permission from [52], D. S. Xu et al., J. Phys. Chem. B
104, 5061 (2000). © 2000, American Chemical Society.

[100] axes is obtained. Similar crystalline orientations have
also been observed on other semiconductor nanowires pre-
pared by dc electrodeposition from nonaqueous baths [53,
54]. However, in aqueous baths, the deposited nanowires are
randomly oriented [59, 61].

The crystallinity of the nanowires by electrodeposition can
be largely improved by thermal annealing at high temper-
ature. For example, the unit cell of the as-deposited CdS
nanowire was found to be compressed with respect to that of
polycrystalline. The interplanar spacing, d002, of as-deposited
samples shows a nonmonotonic dependence on diameter.
Annealing at 500 �C for 1 h successfully relieved this dis-
tortion, leaving a slight residual increase in d002 with nano-
wire diameter, and caused the grain sizes of the CdS deposit
to increase, except for nanowires with small diameters [36].
The degree of the crystalline orientation also increased by
annealing. Figure 9 presents the XRD patterns of the Ag2Se
nanowires embedded in the AAO template by DCED. For
the as-deposited nanowires, the diffraction peaks can be
indexed to (120), (112), (121), and (013) of orthorhombic
�-Ag2Se, respectively. The lattice constants deduced from
the diffraction data were a = 4�46, b = 6�96, c = 7�76 Å,
which are consistent with that of the polycrystalline bulk
Ag2Se standard. After annealing and a slow cool, (002) and
(004) diffraction peaks of �-Ag2Se appeared with strong
intensities. Meanwhile, the intensities of other primary
diffraction peaks [e.g., (112) and (121)] are almost sup-
pressed in comparison with the XRD pattern before anneal-
ing. For electrochemical sol–gel synthesis, the annealing pro-
cess is very important to obtain condensed and highly crys-
talline nanowires. However, in some cases, annealing caused
serious shrinkage and cracking in the nanorods due to the
low density of the gel deposits [71–73].

The deposition of the nanowires controlled by electro-
chemical reaction usually results in a polycrystalline struc-
ture. It has been demonstrated that these problems can
be avoided if the deposition is controlled by chemical
reaction rather than by the electrode kinetics. For exam-
ple, single-crystalline CdS nanowires have been prepared
by electrochemically induced deposition (Fig. 4C–D) [70].
Another example is single-crystal anatase TiO2 nanowires
by an electrochemically induced sol–gel strategy [75]. The
TEM images of the TiO2 nanowires prepared by electro-
chemically induced sol–gel process shown in Figure 6A
and B indicate that these wires have uniform diffraction
contrast, relatively straight morphologies, and smooth sur-
faces. The sharp diffraction spots of the SAED pattern of

20 25 30 35 40 45 50 55

IT
O

(0
32

)

B

A

(2
01

)
(1

13
)

(0
31

)

A
g(0
13

)

(1
21

)
(1

12
)

(1
20

)

S
ub

st
ra

te

A
g

(1
11

)

IT
O

(0
04

)

(0
02

)

In
te

ns
ity

(a
rb

.
un

its
)

2θ (Degree)

Figure 9. X-ray diffractogram of the Ag2Se nanowires embedded in the
AAO template with pore diameters of about 50 nm prepared by dc
electrodeposition: (A) as-deposited, (B) annealed in Ar atmosphere.
Reprinted with permission from [61], R. Z. Chen et al., J. Electrochem.
Soc. 150, G183 (2003). © 2003, American Electrochemical Society.

a 40 nm TiO2 nanowire in Figure 6C were indexed as 004,
200, and 103 of tetragonal anatase TiO2. The same elec-
tron diffraction patterns were obtained from different areas
throughout the entire length of the nanowire. In contrast
to the single-crystalline TiO2 nanowires by electrochemically
induced sol–gel deposition, the TiO2 nanowires by sol–gel
electrophoretic deposition are polycrystalline with grains
that are ∼5 nm in sizes, characterized by HRTEM and elec-
tron diffraction patterns [73].

4.3. Bandgap Energy

The bandgap energy is one of the most important param-
eters characterizing a semiconductor nanowire. Its value
determines many of the gross electronic and optical proper-
ties that the semiconductor possesses. The most straightfor-
ward to determine the bandgap energy is the measurement
of the low-energy optical absorption band edge. Aside from
varying the nature of the semiconductor nanowire itself, it
is also possible to control the bandgap energy of a given
semiconductor by restricting the dimensions to values below
that of the excitonic Bohr diameter [116]. Peng et al. have
measured the optical absorption of the DCED fabricated
Bi2S3 nanowire arrays embedded in the AAO membranes
[57]. They considered that the excitation band is not likely
to be present and the absorption is due to a band-to-band
transition. The extrapolation of the plot of ��h��2 versus
h� to the energy axis gives a value of about 1.56 eV as the
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bandgap of Bi2S3 nanowires, in which the bandgap of bulk
Bi2S3 is about 1.3 eV. Routkevitch et al. [66] reported that
normalized absorption spectra of AAO/CdSxSe1−x show a
function of Se/S ratio in electrolyte. This illustrates that the
control over ternary semiconductor (e.g., CdSxSe1−x) com-
position could produce nanowire arrays with widely varying
values of the optical bandgap. Meanwhile, the XRD pattern
would change from that of CdS to that of CdSe, with varying
the Se/S ratio in electrolyte from 0 to 1.

Polarized resonance Raman spectroscopy (RRS) has been
used to investigate qualitatively the effect of the nanowire
diameter on the bandgap energy of the nanowires by elec-
trochemical synthesis [66, 67, 69, 70, 75]. Routkevitch et al.
[66, 67] have measured the RRS spectra of the ac deposited
CdS nanowires and described them for quantitatively deter-
mining the exicton wavelength dependence of these spectra.
The measure RRS spectra are dominated by overtones of
the longitudinal optical (LO) phonon. They found that the
intensities of the overtones in the Raman spectra of semi-
conductor clusters depend strongly on the particle diameter
and are related to the value of the bandgap, and annealing
dramatically increases the intensity of the RRS spectra. Also
the LO phonon frequencies were found to be decreased with
the nanowire diameter (Fig. 10), which is expected to be
due to phonon confinement. However, polarization seemed
to have little effect on the RR spectra. The exciton ener-
gies determined with RRS polarized across the long axis of
the wires ranged from 2.376 eV for the large pore diame-
ters to 2.417 eV for the smallest pore diameter and was well
behaved as a function of the nanowire diameter.

5. PROPERTIES AND DEVICE
APPLICATIONS

5.1. Photoluminescence

A lot of unique and fascinating properties have been pro-
posed and demonstrated for SNW materials, such as ori-
ented transport of carriers, order-of-magnitude polarization
anisotropy of photoluminescence (PL), and laser emission
[2]. For SNW arrays prepared by electrochemical synthesis
in AAO membranes, the characteristics of these nanowires,
such as high alignment and high crystallinity, suggest that
they could have very important applications in chemical and
biosensors, photocatalysis, and solar conversion devices as
well as optoelectronic applications.

Luminescent emissions from SNWs by electrochemical
synthesis have been observed. For instance, a blue and a
blue–green PL band were observed in ZnO [78] and In2O3
[80] nanowires, respectively. The PL intensity and peak
position depend on the annealing temperature, which is
mainly attributed to the singly ionized oxygen vacancy in
the nanowires. Due to the high density and highly regular
arrangement, these nanowire arrays could also be used as
luminescent emitters for the planar displayer. The size of
the emitter would be greatly decreased and the amount of
the emitters in the unit would be largely increased, which is
expected to increase the resolution and improve the stability
of the displayer.

On the other hand, these aligned SNW arrays could be
used for the nanowire lasers. Recently, room-temperature
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Figure 10. (A) Resonance Raman spectra of AAO/CdS nanowire arrays
with different diameters excited with an s-polarized 488 nm laser.
(B) Resonance Raman spectra of 22 nm diameter nanowire excited with
an s-polarized laser at different frequencies. The luminescence due to
the AAO has been subtracted. Reprinted with permission from [67],
D. Routkevitch et al., Chem. Phys. 210, 343 (1996). © 1996, Elsevier
Science.

ultraviolet lasing in (0001) oriented zinc oxide nanowire
arrays grown on sapphire substrates, which are expected to
serve as miniaturized light sources for microanalysis, infor-
mation storage, and optical computing, has been demon-
strated by Huang et al. [15] and Johnson et al. [16]. In this
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case, these single-crystalline, well-faceted nanowires were
considered as natural resonance cavities, in which one end
is the epitaxial interface between the sapphire and ZnO,
whereas the other end is the sharp (0001) plane of the
ZnO nanocrystals. The giant oscillator strength effect, which
can occur in high-quality nanowire crystals with dimensions
larger than the exciton Bohr radius but smaller than the
optical wavelength, enables the excitonic stimulated emis-
sion in these nanowire arrays. Also, due to their highly
crystalline and well-oriented properties, SNW arrays by
template-assisted electrochemical synthesis, such as ZnO,
CdS, CdSe, CdTe, etc., are good candidates for excitonic
laser action.

5.2. Photovoltaics and Photocatalysis

These nanowire arrays could also be used as a new class
of semiconductor electrodes for photovoltaics [28]. One
of the important applications of these nanowire electrodes
could be the “Grätzel solar cell.” A conventional cell is
based on nanoporous and nanocrystalline TiO2 on which a
monolayer of a photosensitizer is absorbed. Replacing nano-
particles with nanowires could remove one of the electron
transport bottlenecks occurring in the conventional Grätzel
cell (i.e., the tunneling process between neighboring oxide
nanocrystals). With nanowire electrodes, electrons can be
transport directly to the conducting substrate without going
through the multiple steps of the tunneling process, which
is expected to be able to greatly decrease the probability of
recombination across the large heterogeneous interface and
improve the overall efficiency of the solar cell. In addition,
it has been demonstrated that semiconductor CdSe nano-
rods can be used to fabricate readily processed and efficient
hybrid solar cells together with polymers [117]. As the aspect
ratio of the nanorods increases from 1 to 10, the charge
transport must improve substantially to yield an external
quantum efficiency enhancement by a factor of approxi-
mately 3.

Furthermore, these nanowire arrays could be used as
a photocatalyst for the light-induced redox process. The
photocatalytic reaction involves absorption of an ultraviolet
photon by a semiconductor (i.e., TiO2 and SiO2� to pro-
duce an electron–hole pair and then trapping of the elec-
tron or hole by scavengers or surface defects. The valence
band holes are powerful oxidants while the conduction band
electrons are good reductants. For example, the gener-
ated holes have been used to oxidize organic molecules for
environmental remediation applications. Also, owing to the
increased surface area of the SNW arrays, the decomposi-
tion rate of the organic molecules correspondingly increases.
Lakshmi et al. [38a] have investigated the decomposition of
salicylic acid over time on an array of immobilized TiO2
fibers with exposure to sunlight. They observed a marked
increase in decomposition rate of salicylic acid for the
template-synthesized TiO2 fibers.

5.3. Nanodevices

The motivations for interesting in 1D nanostructures with
functional electronic characteristic are the changes in prop-
erties that arise from quantum confinement and the poten-
tial applications of nanowires in very dense logic, memory,

optoelectronic, and sensing devices. Although a number of
successful efforts have been reported, the established litho-
graphic techniques seem to have approached their techno-
logical and economic limits, especially when high-density
nanoarrays are needed. These challenges have forced many
to look for new approaches to nanomanufacturing, espe-
cially ones which grow nanostructure directly rather than
those depending on material removal. Using a focused ion
beam or a scanning probe microscope looks promising for
making devices in small batches but becomes unrealistic
when a large area or a large throughput is needed.

An alternative approach is the direct nanofabrication by
selective deposition in the openings of a self-organized tem-
plate. For example, the AAO templates allow one to manip-
ulate the nanowires arrays and to incorporate them into
a variety of potential designs of nanodevices. Routkevitch
et al. [66] illustrated some of the fabrication steps possible
based on an ACED method. First, metal or semiconduc-
tor electrodeposition produces the array of the nanowires in
the pores of the AAO templates. Second, the composition
of the nanowires can be modulated at this stage along its
length, resulting in the formation of p–n junction or hetero-
junctions. The next step is the partial etching of the AAO
template to expose the nanowire tips for further processing,
which includes (1) a nanowire array with contacts to one
(tip emitters) or both ends, (2) a nanowire array sandwiched
between two insulating tunneling junctions, and (3) an array
of the metal/semiconductor nanoheterojuctions. Using this
strategy, they fabricated a two-terminal device consisting of
a 10 nm CdS nanowire array sandwiched between metal con-
tact layers. Periodic conductance oscillations were observed
in this sandwiched structure with CdS nanowires.

Peña et al. [118] have fabricated metal–CdSe–metal nano-
wires by electrochemical replication of the AAO and poly-
carbonate track-etch membranes, as shown in Figure 11. The
semiconductor is sandwiched between Au or Ni segments
(Fig. 12). The end-on junction between the semiconductor
and the metal makes it possible to align these nanowires
between metal contact pads and to make contact exclusively
to the metal segments. They found that electronic conduc-
tivity of individual CdSe nanowires increases by a factor
of 15 when they are illuminated by visible light (Fig. 13).
This photoconductivity can be switched on and off reversibly
by modulating the light. Yoon and Suh [119] reported that
aligned CdS/Co heterostructured nanowires were prepared
by ac electrodeposition in the anodic aluminum oxide tem-
plates. By varying the preparation conditions, a variety of
CdS/Co nanowire arrays were fabricated, whose dimensional
properties could be adjusted.

Kovtyukhova et al. [120] described a combined membrane
replication/layer-by-layer synthetic approach to preparing
nanoscale rod-shaped rectifiers, as shown in Figure 14.
Wet layer-by-layer self-assembly of nanoparticle (TiO2
or ZnO)/polymer multilayer films was performed inside
the membrane pores in two ways: (1) growing the film
between metal electrodeposition steps to give in-wire junc-
tions; (2) first coating the membrane walls with mul-
tilayer films, and then growing nanowires inside the
resulting tubules to give concentric structures. TiO2/PSS,
ZnO/PSS (PSS = polystyrenesulfonate) and ZnO/PAN
(PAN = polyaniline) assembly was driven by electrostatic
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Figure 11. Schematic of template growth and release of Au–CdSe–Au
nanowires. An AAO or polycarbonate template is coated on one side
with Ag (A). The template is filled with approximately 1 �m of Ag (B).
An Au segment is then deposited (C), followed by the CdSe layer (D)
and another Au layer (E). Finally, the Ag backing and the membrane
are dissolved, leaving freestanding nanowires (F). Reprinted with per-
mission from [118], D. J. Peña et al., J. Phys. Chem. B 106, 7458 (2002).
© 2002, American Chemical Society.
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Figure 12. SEM images of 350-nm diameter Au–CdSe–Au nanowires
(A) and a 70-nm diameter Ni–CdSe–Ni nanowire (B). Reprinted with
permission from [118], D. J. Peña et al., J. Phys. Chem. B 106, 7458
(2002). © 2002, American Chemical Society.
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Figure 14. Left: Scheme for the preparation of in wire semiconductor
thin-film devices. Right: (a)–(c) High and low resolution TEM images
of the 4C Au/(TiO2/PAN)10/2C Ag/4C Au device prepared using the alu-
mina membrane treated with ethyltriethoxyl silnae. (a, b) Nanoparticle
junction (end of the bottom Au electrode on the right). These TEM
images were taken after focusing the electron beam for several seconds.
(c) The image taken immediately after focusing the electron beam.
(d) TEM image of an Au/Ag/(ZnO/PAN)9TiO2/Au nanowire prepared
in a PC membrane. The nanoparticle junction is seen between the two
metals. Reprinted with permission from [120a], N. I. Kovtyukhova et al.,
Mater. Sci. Eng. C 19, 255 (2002). © 2002, Elsevier Science.
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and covalent–coordination interactions, respectively. The
current–voltage (I–V ) characteristics of nanowires contain-
ing semiconductor nanoparticles show current rectifying
behavior. Current rectification appears to arise at the oxide
semiconductor–metal interface. Switching behavior and hys-
teresis, which was found in all devices, was particularly evi-
dent in junctions containing anionic PSS and cationic TiO2
particles and was less evident in ZnO-containing devices.

6. CONCLUSION
In the past few years, electrochemical synthesis in template
has been taken as one of the most efficient methods in
controlling the growth of 1D semiconductor nanostructural
arrays and a broad range of SNWs have been fabricated.
Electrochemical synthesis offers a simple and viable alter-
native to the cost-intensive methods such as laser ablation
or thermal evaporation synthesis and can afford precise pro-
cess control due to its electrical nature. These SNWs are
size monodisperse and have a highly ordered arrangement in
morphology. The characteristics of these nanowires, such as
high alignment and high crystallinity, suggest that they could
have very important applications in nanosensors, nanowire
lasers, photocatalysis, solar conversion devices, and planar
displayers.

GLOSSARY
Electrochemical self-assembly A self-assembly method
which involves both molecular recognition and a spon-
taneous electrochemical synthesis on the surface of the
electrode.
Electrophoretic deposition A deposition process designed
to preparation of coating and laminated materials by which
charged particles in a suspension is moved and then
deposited on the oppositely charged electrode under the
influence of an electric field.
Giant magnetoresistance effect (GMR) A kind of physical
phenomenon that is there is a dramatic increasing of electric
resistance of a material under an applied magnetic field.
Gratzel solar cell A device designed to conversion of solar
energy to electric power based on nanoporous and nano-
crystalline TiO2 on which a monolayer of a photosensitizer
is absorbed.
Photocatalysis A catalytic process induced by light irradi-
ation, involving absorption of a photon by semiconductor
to produce an electron-hole pair and then trapping of the
electron or hole by scavengers or surface defects.
Single-electron transistor A transistor that single-electron
charging and resonant tunneling through quantized energy
levels regulate transport through small structures such as
quantum dots, nanoparticles, nanowires, nanotubes, and sin-
gle molecules.
Sol–gel procedure A wet chemical technique to nano-
stuctured materials via hydrolysis of a solution of a precursor
molecular to obtain first a suspension of colloidal particles
(the sol) and then gel composed of aggregated sol particles.
Tomanaga-Luttinger liquid A liquid to be distinctly differ-
ent from Fermi-liquid. Tunneling into a Luttinger liquid at

energies near the Fermi level is predicted to be strongly
suppressed.
Vapor-liquid-solid process A anisotropic growth promoted
by the presence of a liquid alloy-solid interface, in which
a gaseous target source diffuses into a drop of the molten
alloy to nucleate and grow from the droplet.
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1. INTRODUCTION

1.1. Chemically Modified Electrodes

Chemically modified electrodes (CMEs) are integrated
chemical systems that combine in a single device an intel-
ligently designed chemical component in close connection
to an electrode surface, enabling one to couple the intrinsic
properties of the modifier to a particular redox process. At
the beginning, CMEs were mainly developed by the Murray
group [1–4]. They have been extensively studied for the past
25 years, as reported in plenty of well-documented reviews
[5–106].
CMEs are basically classified into three main categories.

(1) Monolayer modified electrodes [5–10] can be pre-
pared as Langmuir–Blodgett films, self-assembled mono-
layers, adsorbed molecules, or covalently attached moieties
on solid electrode surfaces such as alkanethiols on gold.
(2) Homogeneous multimolecularly layered electrodes [10–
20] are produced by coating the surface of solid electrodes
with polymer layers such as redox polymers [15, 18, 19], ion
exchange polymers [13, 14], or conducting polymers [12, 17].
(3) Composite electrodes based on multicomponent hetero-
geneous matrixes that are constituted by either (bio)organic
[21–27] or inorganic [27–29] modifiers; electrodes modified
with clays [34–39], zeolites [38–48], silica, or silica-based
materials [49–61] form subclasses of this category.

Among the wide range of applications involving CMEs,
those related to electroanalysis and electrochemical biosen-
sors have been especially developed [14, 16, 17, 21, 23,
27, 29, 37, 44, 47, 52–55, 58–95]. They involve, for exam-
ple, selective recognition or discrimination, amperometric
detection after preconcentration, selective determination by
electrocatalysis, indirect amperometric detection, potentio-
metric sensors, � � � . Other kinds of applications are in the
fields of electrocatalysis [48, 96–100], photoelectrochemistry
and optoelectronics [101–104], power sources [105], and
large-scale electrolysis [106].
This chapter focuses on the silicate-based materials such

as clays, zeolites, silica, and organically modified silicas,
as they are used in modified electrode studies or directed
toward electrochemical applications. Numerous overviews
are provided for readers that are interested in other kinds
of CMEs [5–33, 62–106].

1.2. Interest of Silicate-Based Materials
in Electrochemical Science

1.2.1. Clays
Clays [107–110] are colloidal, layered hydrated aluminosili-
cates, which are composed of stacked sheets of “SiO4” tetra-
hedra and “AlO6” octahedra. Most of them occur naturally
and belong to the class of phyllosilicates (e.g., montmo-
rillonites, kaolinites, nontronites, and hectorites). One can
distinguish 1:1 and 2:1 layered minerals on the basis of
stacking: 1:1 clays are made of one silicate layer on one alu-
minate layer while 2:1 clays are formed by one octahedral
sheet sandwiched between two tetrahedral sheets. Because
of isomorphous substitutions for Si and/or Al within the
layers, these minerals display a net charge (usually neg-
ative) that is counterbalanced via electrostatic interaction
by exchangeable ions (usually cations). The total amount
of exchangeable cations represents an important parame-
ter characterizing the clay properties and is expressed as
the cation exchange capacity (i.e., typically in the range
70–100 meq per 100 g for most clays used as electrode
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modifiers). Clays containing many substitution sites are sub-
jected to significant swelling depending on the hydration
state. Such expanding layer minerals are known as smectite
clays, for which the interlayer spacing between the tetrahe-
dral and octahedral sheets undergoes a progressive increase
upon exposition to high humidity due to ingress of water
molecules within the interlayer region. Clays usually appear
in the form of micrometric-sized particles arising from spa-
tial arrangement of plates made of several layers stacked
parallel to one another. Clays can be pillared by intro-
ducing robust bulky cations between the layer, leading to
materials with molecular sieving properties due to the exis-
tence of pores and channels of fixed dimension. In addition,
the clay-related solids exhibiting anion exchange properties
(hydrotalcite type) extend the scope of application of layered
materials [111, 112]. These are called layered double hydrox-
ides (LDH) and are made of positively charged brucite-
like layers containing compensating anions in the interlayer
region.
The attractiveness of clay modified electrodes is apparent

in two main fields [36]. First, the electrochemical behav-
ior of electroactive species located within the clay structure
would help in illuminating the transport issues of various
substances in these layered materials. This might lead to
a better understanding of pollutant migration in the envi-
ronment, allow optimization of soil remediation processes,
or induce advanced applications in selective recognition or
solid/liquid separations. Second, the intrinsic properties of
clays can be advantageously exploited in combination with
redox processes when associating in a single device such
minerals with an electrode material. For example, the bind-
ing ability of clays to a wide range of inorganic ions or
organic species can be used to accumulate them prior to
electrochemical quantification of these elements at trace lev-
els. These porous solids are also good candidates to support
biomolecules or electrocatalysts that are often employed
to modify electrode surfaces. Most commonly used clays
at electrochemical interfaces involve montmorillonites, non-
tronites, hectorites, and vermiculites (smectites), as well as
kaolinites and LDHs.

1.2.2. Zeolites
Zeolites [113–115] are crystalline, hydrated aluminosilicates,
most of which belong to the class of tectosilicates. Zeolite
minerals occur naturally, but most of those actually used
for practical applications are synthetic. They are character-
ized by a regular three-dimensional structure made of cages
and channels of molecular size (typically between 3 and
8 Å), which arise from an extending network of “SiO4” and
“AlO4” tetrahedra linked to each other by sharing all of the
oxygen. This induces size selectivity properties to zeolites, as
the entrance to the microporous structure is only afforded
to species small enough to fit inside the pores and chan-
nels. Tetrahedral sites centered with Al3+ ions are negatively
charged, these negative charges in the framework being neu-
tralized by the presence of cations in the channels and inter-
connected voids. These cations are mobile and most often
hydrated. The general chemical composition of zeolites can
be expressed by the formula (i.e., crystallographic unit cell)

MaDbTc�Al�a+2b+3c�Si�x−�a+2b+3c�	O2x	 ·mH2O (1)

where M, D, and T represent monovalent, divalent and triva-
lent cations, respectively.
Charge-compensating cations include the alkaline (Na+,

K+, Rb+, Cs+) and alkaline earth (Mg2+, Ca2+) cations,
NH+

4 , H+, tertaalkylammonium, and other nitrogen-
containing organic cations, and the rare-earth and noble
metal ions. These can be exchanged, to various degrees, by
other cations, leading to another important property of zeo-
lites: the ion exchange capacity [115]. The latter is directly
related to the Si/Al ratio, defining the amount of negative
charge in the framework. The minimal Si/Al ratio is unity,
which occurs in zeolite A, and corresponds to the maximum
substitution of Si4+ for Al3+; increasing this ratio leads to a
decrease in the ion exchange capacity. Zeolites can be dehy-
drated (and rehydrated) without significant change in their
three-dimensional structure, unlikely to the swelling of lay-
ered clays.
Zeolites are attractive electrode modifiers because they

constitute a quite unique family of materials displaying both
ion exchange capacity and size selectivity in a single compo-
nent, unlikely to other polymer-based ion exchangers. This
would allow one, for example, to discriminate between posi-
tively charged electroactive species on the basis of their size,
to encapsulate organometallic complexes in zeolite cages by
physical entrapment (e.g., by ship-in-a-bottle synthesis [116])
and use them as supported electrocatalysts, or to promote
charge transfer in microporous media by self-organized elec-
tron transfer chains. This last point is supported by the
huge amount of work devoted to redox, photoredox, and
electron transfer processes in zeolites and related micro-
porous media [117, 118]. In addition, the extra-large pore
zeolites [119] and the discovery of ordered mesoporous
silicas [120] have extended the scope of applications of
zeolites toward molecular sieving and selective recognition
at higher dimensions. Zeotypes derived from isomorphous
substitution of Si4+ and/or Al3+ centers (e.g., titanosili-
cates, metallosilicates and -aluminates, aluminophosphates,
silicoaluminophosphates� � � � [121, 122]) might also be of
special interest, especially if the substituting element can
undergo a charge transfer. The most commonly used zeolites
in connection to electrochemistry are those characterized by
a rather high ion exchange capacity, such as zeolites A, X,
Y, L, and mordenite, among others.

1.2.3. Porous Silicas and Organically
Modified Silicas

Notwithstanding the very simple chemical formula of silicon
dioxide, silica does exist under a very broad variety of forms
[123], as either crystalline (often natural) or amorphous
(mainly synthetic) materials. Most porous silicas belong
to this latter class, displaying an open three-dimensional
structure made of “SiO4” tetrahedra linked to each other,
defining void spaces interconnected to each other, result-
ing in high specific surface areas (i.e., 200–1500 m2 g−1).
Both external and internal surfaces contain active func-
tions (siloxane moieties and weakly acid silanol groups)
that govern most properties of the material. Synthesis, char-
acterization, and surface reactivity of porous silicas have
been largely reviewed in the literature [123–136]. Modi-
fication of the silica surface can be achieved in various
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ways, including immobilization of reagents by surface com-
plexation or adsorption, coverage with metal oxide layers,
impregnation with organic molecules or macromolecules,
or covalent bonding of organic groups via grafting with
organofunctional alkoxysilanes or chlorosilanes. Of special
interest is the sol–gel process [126, 137–140] which provides
a versatile way to prepare a wide range of ceramic-based
materials through the hydrolysis and subsequent conden-
sation of metal alkoxides [see Eqs. (2) and (3) for exam-
ples of the early stage of silica formation]. Reactions are
usually

Si�OR�4 + 4H2O ⇒ Si�OH�4 + 4ROH (2)

Si�OH�4 + Si�OH�4 ⇒ �OH�3Si−O

− Si�OH�3 +H2O (3a)

Si�OH�4 + Si�OR�4 ⇒ �OH�3Si−O

− Si�OR�3 +ROH (3b)

performed in hydroalcoholic medium in the presence of
an acid or a base catalyst. The sol-to-gel transition is due
to the formation of a three-dimensional network. Aero-
gels or xerogels can be obtained after solvent removal.
Most importantly, sol–gel processing is fully compatible with
the production of organic–inorganic hybrid materials of
both class I (weak interactions between organic and inor-
ganic components) and class II (strong bond between the
two components). Hybrids of class I can be obtained by
doping the starting sol with an appropriate reagent (e.g.,
organic molecule or polymer) that is physically entrapped
in the inorganic lattice resulting from the condensation
of silicon alkoxydes. An elegant way to prepare hybrid
of class II results from the use of functional alkoxysi-
lanes [RnSi(OR′)4−n, n = 1–3, R = organic group, R′ =
alkyl] as one or more of the precursors for the sol–gel
reaction. The polymerization mechanism still involves the
“hydrolysis–condensation” sequence, leading to the follow-
ing global reaction for an initial 1:1 mixture of alkoxysilane
and organoalkoxysilane [Eqs. (4a) and (4b)]. By tailoring the
nature and the structure of the organic group R, chemical,

Si�OR′�4 +RnSi�OR
′�4−n + �8− n�H2O

⇒ Si�OH�4 +RnSi�OH�4−n + �8− n�R′OH (4a)

Si�OH�4 +RnSi�OH�4−n

⇒ �OH�3Si−O− SiRn�OH�3−n +H2O (4b)

mechanical, optical, or electrical properties of the resulting
composite materials can be greatly modified. The sol–gel
process is also compatible with the formation of ceramic-
based thin films on solid substrates, by dipping or spin-
coating the starting sol and allowing it to gelify on the
support [141–144]. In addition, it is now well established
that biomolecules (e.g., enzymes) can be immobilized by
encapsulation in sol–gel-derived materials without prevent-
ing their biological activity, leading to various applications in
the field of biosensors [145–149]. One should finally mention
the ordered mesoporous silicas, which were discovered some
10 years ago [120, 150], obtained by the sol–gel synthesis of

silica in the presence of self-assembled surfactants as a tem-
plate. These materials display an exceptionally uniform and
open structure with pores of monodisperse size (15–100 Å)
and can be readily prepared in an organically modified form
either by postsynthesis grafting or by the co-condensation
route [151–155]. In spite of the rather complex chem-
istry depending on many experimental parameters, sol–gel-
processed materials, and especially the organic–inorganic
hybrids, have led to a great diversity of applications in var-
ious fields and have attracted the interest of a variety of
scientists, as described in many excellent reviews [49, 54–57,
154–182].
These materials exhibit chemical and physicochemical fea-

tures that might be readily exploited when used to modify
electrode surfaces. The mechanically stable porous struc-
ture with high specific surface area would promote high dif-
fusion rates and easy access of target analytes to a large
number of accessible binding sites, which constitute the
rate-determining steps in electrochemical sensing devices
based on modified electrodes. The regular structure of
ordered mesoporous silica-based materials is expected to
further enhance these processes. Silica can be used as a
support for immobilized or covalently grafted organic lig-
ands that enable solid–liquid extraction of various species
(e.g., heavy metals) present at trace levels in aqueous media
[183–199]. Composites based on interpenetrating inorganic–
organic polymers can be manufactured to exhibit either ionic
or electronic conductivity or to facilitate electron transfer
reactions in confined medium [200–207]. The sol–gel pro-
cess permits encapsulation of bioactive molecules, alone or
together with charge-transfer mediators or catalysts, which
opens the door to applications in the field of electrochem-
ical biosensors. Moreover, the versatility of sol–gel chem-
istry offers advantages in the design of electrode devices and
microscopic electrochemical reactors.
This chapter aims at giving a brief overview (yet contain-

ing most literature citations) of the implication and applica-
tions of clays, zeolites, silicas, and organically modified sili-
cates, in electrochemistry. The reader interested in more in-
depth coverage of selected topics is directed to the numer-
ous well-documented reviews that have appeared recently,
dealing with clay modified electrodes [34–39], zeolite modi-
fied electrodes [38–48], and silica-based and sol–gel-derived
materials as used as electrode modifiers [49–61].
Fundamentals of clay modified electrodes have been thor-

oughly reviewed by Fitch and Macha [34, 36], while the ana-
lytical applications were considered in more detail in other
reports [35, 37–39]. The electrochemistry of anionic clays
was treated by Therias and Mousty [208]. Bard and Mallouk
[38] and Baker and Senaratne [39] provide mixed reviews
dealing with all the aspects of both clay and zeolite modified
electrodes. General reviews on zeolite modified electrodes
have been written by Rolison [41, 42] and Roué et al. [46],
while the analytical applications have been described by Wal-
carius [44, 47]. Extended views of electron transfer reactions
in zeolites have been provided by Dutta and co-workers [45,
118]. Sol–gel electrochemistry was thoroughly reviewed by
Lev et al. [49] and Alber and Cox [50]. Applications of
silica-based materials in chemical analysis [51], electroanaly-
sis and sensors [53, 59, 209], and electrochemical biosensors
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[54] were extensively reviewed. Special attention to organi-
cally modified silicates in analytical chemistry was given by
Collinson [52, 55, 61]. Ceramic–carbon composite electrodes
were also described [58], as well as other ceramic-based solid
electrolytes [60]. Fundamentals of redox processes in porous
media [56, 210] and in electrically conductive oxide aerogels
[211] can be found elsewhere.

2. PREPARATION OF ELECTRODES
Most aforementioned silicate-based materials are electronic
insulators so that their use in connection to electrochemistry
would require close contact to an electrode feeder mate-
rial. Depending on the nature of the modifier (layered clays,
crystalline zeolites, silica particles, sol–gel-processed materi-
als, � � � ), different strategies have been applied to build suit-
able integrated electrochemical devices. They were directed
either to allow the exploitation of the intrinsic properties of
these solids in various fields of electrochemistry or to enable
the electrochemical characterization of materials.

2.1. Clay Modified Electrodes

A straightforward route to clay modified electrodes is the
physical attachment of a clay film to a solid electrode sur-
face (e.g., glassy carbon, Pt, Au, SnO2), which is promoted
by the fact that most clays exhibit self-adhesive proper-
ties toward polar surfaces, most probably via ion bridges
[36]. A typical procedure involves the preparation of a 0.5–
1% clay suspension (submicrometer- up to micrometer-sized
particles in distilled water or organic solvent) of which a
few microliters portion is dropped or spin-coated on the
electrode surface and allowed to dry. The thickness of the
resulting layer ranges from submicrometer to a few microm-
eters. Both conventional cation exchanging clays and anionic
clays (LDHs) can be attached to electrode surfaces accord-
ing to this approach [36, 208], as well as pillared clays
[212–214]. The drying step applied during the preparation
of clay films on electrode surfaces is a crucial parameter
that strongly affects their structure. For example, fast dry-
ing tends to produce a “house of cards” structure, while
face-to-face orientation of the clay sheets is favored in case
of slow evaporation of the solvent. Spin-coating would also
promote face-to-face interactions [215, 216]. Upon immers-
ing a clay modified electrode into an aqueous solution, the
dry film may re-swell. Re-swelling depends on the nature,
composition (especially type of cations), and pH of the per-
meating solution. The extent and rate of swelling are not
only functions of the solution composition but also of the
cation exchange capacity of the clay [217, 218]. The wet-
ting process may induce structural changes in the clay film,
which is expected to affect significantly diffusion processes in
this porous medium and, hence, the ionic conductivity [216]
and the electrochemical behavior of intraclay electroactive
species [219]. Clay–polymer composite films have also been
prepared on electrode surfaces, involving mainly conducting
polymers, which can be notably obtained by electropolymer-
ization in the presence of clay [220–223].
Following the pioneering work by Ghosh and Bard [224],

most investigations on clay modified electrodes have been
performed with film-based devices [225–330]. Some other

procedures for bringing clay structures at electrochemical
interfaces have been described [331–383]. The direct cova-
lent attachment of clay sheets to a solid electrode sur-
face was achieved via silane bonding involving the surface
hydroxyl groups on the clay [331]. More recently, this kind
of reactivity was exploited to prepare organically modified
clay films on electrodes using reactants such as organosi-
lasesquioxane or organotrialkoxysilane as coupling agents
[332, 333]. Other strategies based on the Langmuir–Blodgett
technique, self-assembly, or even electrophoretic deposition
were also applied to form very thin clay films on various
electrode substrates [334–339]. Another approach is the dis-
persion of clay particles into carbon paste electrodes, leading
to clay modified carbon paste electrodes [340–368], which
represent more complicated heterogeneous systems than
those based on thin films. To get good quality for this kind
of modified electrode, clay particles must be wetted prior
to the paste preparation to avoid leaching of them out of
the composite electrode as a consequence of volume expan-
sion during swelling; appropriate wetting is obtained after
several days in vapor-saturated atmosphere at room temper-
ature [351]. Later on, the Zen group extended this approach
to the production of disposable clay–carbon-based thick film
sensors obtained by screen-printing technology [369–372].
Other electronically conducting clay–carbon-based compos-
ites have been prepared as solid electrolytes in electrical
power sources [373–375]. Finally, one should mention the
clay and clay–polymer membranes that were designed as
potentiometric sensing devices [376–380].

2.2. Zeolite Modified Electrodes

Contrary to the layered clays, the crystalline zeolite particles
(solid crystals of m dimension) are not compatible with the
formation of a homogeneous, mechanically stable overlayer
on solid electrode surfaces. The unique successful attempt
in this direction was achieved by Calzaferri and co-workers
[384, 385] who deposited a dense monograin layer of zeo-
lite particles of monodisperse size and regular shape onto a
planar electrode, but this packed zeolite layer suffered from
lack of mechanical stability and required the overcoating of
a thin polymer film to ensure more durable immobilization
of the zeolite particles on the electrode surface.
The two main strategies applied to prepare zeolite modi-

fied electrodes can be summarized as follow: (1) formation
of a zeolite–polymer composite film on solid electrode and
(2) dispersion of zeolite particles into a conductive com-
posite matrix. Several electrode configurations have been
described on the basis of these two generic approaches
(Fig. 1).

• Zeolite-polymer films (Fig. 1A) [384–424] can be eas-
ily deposited on solid electrodes by evaporation of an
organic suspension of zeolite particles and dissolved
organic polymer such as polystyrene. The polymer
ensures adhesion of zeolite particles to the electrode
surface and between them. Configurations based on
zeolite particles sandwiched between the electrode sur-
face and a polymer film have also been described,
in the form of dense monograin layers [384, 385] or
dense zeolite multilayers [406, 408]. Alternatives to
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Figure 1. Schematic representation of the most common zeolite mod-
ified electrodes. (A) Film-based ZMEs: (a) zeolite-polymer film
obtained by evaporation of zeolite particles suspended in a polymer
solution; (b) zeolite monograin layer covered with a thin polymer film;
(c) zeolite multilayer covered with a thin polymer film. (B) Zeolite mod-
ified carbon paste electrode. (C) ZME made of a “zeolite + carbon”
mixture pressed on a metallic grid.

this approach are electrophoretic deposition of zeo-
lite particles [425, 426], electrodeposition of organics
in the presence of zeolite particles [427–429], or elec-
tropolymerization from zeolite–monomer suspensions
[430, 431]. Carbon particles can be introduced into the
film to increase its electrical conductivity [397, 432–
436]. Thin films of zeolite grown on conductive sub-
strates are also reported [437–439].

• Zeolite modified carbon paste electrodes (Fig. 1B) [390,
407, 417, 440–469] are obtained by mixing zeolite
and carbon particles together with a mineral oil act-
ing as a binder. As is common for other chemically
modified carbon paste electrodes [78], their surface
can be renewed by simple mechanical smoothing.
An alternative to this graphite–zeolite paste is the
more robust, zeolite-containing carbon–polystyrene–
divinylbenzene composite electrode [470–472]. Apply-
ing the thick-film technology (screen-printing) by using
a carbon ink doped with zeolite particles has led to the
production of disposable zeolite modified electrodes
[464, 473, 474].

• Devices based on pressed zeolites [475–510] are made as
follows: binder-free zeolite modified electrodes are pre-
pared by pressing zeolite–carbon mixtures on a stainless
steel grid (Fig. 1C) [386, 475–494], enabling the use of
resulting electrodes in organic media. Pressed pellets
of pure zeolite were also used, either inserted between
two solid electrodes [495–499] or as solid electrolyte
[500–508], or even as a membrane [509, 510].

• Nonconducting polymer–zeolite membranes [511–520]
are made of zeolite dispersion into inert organic resin
for potentiometric measurements.

• Covalent bonding of zeolite particles via silane coupling
[521] occurs similarly to clay linkage on indium-tin
oxide electrodes [331].

• Electrode modified zeolites [48, 522–531] are made of
metal micro- and nanostructures supported within and
on zeolite particles that are then dispersed by a gas

flow into an aqueous solutions, in a rather high electric
field maintained between two feeder electrodes, which
behave as an ensemble of ultramicroelectrodes.

2.3. Silica Modified Electrodes

Applying silica based materials in electrochemistry is rather
recent and the field of silica modified electrodes was mainly
developed by the so-called organic–inorganic hybrids. The
latter based on silicon oxides are organically modified silicas,
which are usually classified with respect to the bond strength
between the organic and inorganic components, such as class
I (weak bond) and class II (strong linkage) hybrids [156].
Most silica modified electrode devices exploit the versatility
of the sol–gel process, either to prepare intended materi-
als (with given composition, structure, and properties) that
are then incorporated in a suitable electrode material, or
to build directly the modified electrode (as bulk conductive
composites, or as silica-based coatings on conventional elec-
trodes) [49–59]. Of particular interest is the possibility to
immobilize a broad range of reagents at the electrode sur-
face, including, for example, organic functions, ligands, cat-
alysts, biomolecules, metal particles, macromolecules, and
polymers.
Silica modified electrodes can be classified as follows.

• Thin films deposited on solid electrode surfaces [532–
606]: the sol–gel process was largely exploited for
coating the surface of a solid electrode with a silicate-
based film. It is quite easily performed by dropping an
aliquot of the starting sol solution on the electrode sur-
face and allowing it to gelify and to dry. Sol deposition
can be also achieved by spin-coating or dip-coating.
Addition of an appropriate additive in the starting
sol [i.e., poly(vinyl)alcohol-grafted-poly(vinyl)pyridine,
poly(ethylene)-glycol, cetyltrimethylammonium, N -
methyl-2-pyrrolidone] was often realized to limit
shrinkage effects occurring during solvent evapora-
tion and to produce crack-free films [560, 579, 595,
606]. Several kinds of film have been reported. Pure
silicate films, most often doped with small electroac-
tive species, have been deposited on glassy carbon
and platinum electrodes [532–545]. Interpenetrating
organic–inorganic polymer films were used to bring ion
exchange properties at the electrode surface and/or to
stabilize the silicate layer [546–562]. Both class I and
II organically modified silicate films containing smaller
organic groups were also prepared to get ion exchange
and/or permselective behaviors [309, 563–567], ligand
properties [568, 569], or even electroactive moieties
attached to the material [570–576]. All these films
involve either the encapsulation of the active organic
component within the silica matrix, or the covalent
linkage of reactive groups to the inorganic backbone
via the use of an appropriate organo-alkoxysilane in
the sol–gel process. Physical entrapment of enzymes
or other biomolecules in the sol–gel film can be
performed without preventing their biological activity,
by doping the starting sol with the bioactive com-
pound. Several works have been reported on such
films coated on electrode surfaces, containing the
biological material either alone [577–590] or associated
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with a charge transfer mediator [577, 591–594] into
the film. Finally, silicates and enzymes have been
combined in multilayered film configurations on solid
electrodes, such as “electrode/enzyme/silicate” [595–
597], “electrodey/silicate/enzyme/silicate” [598–601], or
“electrode/mediator/enzyme/silicate” [602–605].

• Silica modified carbon paste electrodes [606–658]: a sim-
ple route to prepare silica modified electrode is the
dispersion of as-synthesized silica-based materials into
carbon paste (mixture of graphite particles and organic
binder). One advantage of this approach is the pos-
sibility to use materials with particular structure and
properties, which cannot be produced as easily as sol–
gel-processed thin films on electrode surfaces (i.e.,
ordered mesoporous solids [606–613]). This strategy
was applied to prepare electrode containing unmodi-
fied silicas [614–623], silica gels grafted with organic
ligands [608, 612, 613, 624–635], silica gels coated with
inorganic layer(s) supporting adsorbed catalysts [636–
648], silica-based materials with immobilized enzymes
[649–654], and some other complex systems [655–658].

• Ceramic–carbon composite electrodes [58, 659–719]: the
ceramic–carbon composite electrode (CCE) is an elec-
trochemical device that directly arises from the sol–gel
technology. It has been introduced and largely devel-
oped by Lev and co-workers and consists basically of
a continuous bulk silica framework comprising physi-
cally entrapped carbon particles, originating from gela-
tion of a starting sol containing graphite particles in
suspension in a water–alcohol medium in the pres-
ence of a tetraalkoxysilane precursor [659–670]. The
ceramic part imparts physical robustness while con-
ductivity is ensured by percolation between the car-
bon particles, and the desired chemical reactivity can
be adjusted by adding an appropriate modifier in the
staring sol [58]. Examples are available with either
inorganic solid catalysts (e.g., phospho- and silico-
molybdates, metal or metal oxides, zirconium phos-
phate, � � � ) used as dopants [666–669, 671–682] or small
organic species or organometallic complexes [608, 683–
694]. Film CCEs have also been reported [695–698].
The wetted section of such electrodes can be con-
trolled by adjusting the hydrophobic–hydrophilic bal-
ance, which can be achieved by selecting a suitable
ratio between tetraalkoxysilane and organosilane in
the starting sol [673]. Preparation of CCEs is com-
patible with encapsulation of biomolecules, alone or
associated with a charge transfer mediator, leading
to various robust enzyme-containing CCEs [699–711].
Metal–ceramic composite electrodes [712–719] have
been produced by applying a strategy similar to that
followed to prepare CCEs, but replacing the carbon
by metal particles. Finally, one may associate with this
family the thick-film screen-printed silicate-containing
electrodes that have been introduced as disposable
electrochemical devices [720–726].

• Silicate-containing membranes [727–737]: they are
made of ceramic–polymer composites encapsulating
various kinds of ionophores that have been introduced
in the material during sol–gel processing of the ceramic
part [729–731]. They have been essentially applied to

potentiometric sensing, most often as deposited on ion-
sensitive field effect transistor devices [732–737].

• Solid electrolytes [738–770]: organically modified elec-
trolytes or organically modified ceramics have been
produced as solid electrolytes in power sources. They
are often made of interpenetrating poly(ethylene or
propylene)glycol and sol–gel silica doped with an inor-
ganic acid or a lithium salt [738–758]. Ionic conductor
monoliths based on class I organic–inorganic hybrids
have also been reported [759–768], as well as related
solid electrolytes with embedded electroactive moieties
such as ferrocene [769, 770].

• Miscellaneous: other strategies were sparingly elabo-
rated to confine silica-based materials at electrode/
solution interfaces, such as electro-assisted deposi-
tion, polymerization or precipitation of siloxane films,
organically modified silica monolith including micro-
electrode assembly, epoxy–carbon–ceramic composite,
among others [771–788].

3. FUNDAMENTALS

3.1. Interplay between Charge Transfer
and Mass Transport in Clays

Most basic investigations of clay modified electrodes have
been performed using clay films deposited on the surface of
a solid conductive substrate (Fig. 2A). When suitably pre-
pared to promote face-to-face interactions between the clay
sheets [215, 216], such a device is characterized by a unique
pore architecture at the electrode surface, which arises from
the spatial arrangement of clay aggregates that define var-
ious kinds of “void” spaces (Fig. 2B). Those being per-
pendicular to the electrode surface have been described as
“elevators,” those interparticle spaces that are parallel to
the electrode surface are “corridors,” and the layer spaces
located within the particle between each clay sheet are
called “rooms” and constitute the clay interlayer region [36].
When immersing the electrode into an electrolyte solution,
this microstructure considered as dynamic because of the
swelling property of most clays, which might result in signif-
icant modification of distances between the clay sheets and
particles, as a function of the solution composition. Estab-
lishing an appropriate model for such film is therefore not
an easy task. It was proposed, however, that one may dis-
tinguish five different species when soaking a clay modified
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1

E+
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E+
4
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A                             B                                 C

Figure 2. Schematic representation of (A) a solid electrode surface cov-
ered with a clay film, (B) an enlargement of the electrode/clay interface
showing possible arrangement of clay sheets, and (C) the same inter-
face after soaking in a solution containing an electroactive species, E+,
which is expected to occupy at least five distinct sites in the clay film.
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electrode into a solution containing an electroactive species,
E+ (Fig. 2C): intercalated species that strongly interact at
ion exchanging sites (E+

1 ), surface- or edge-adsorbed species
that are in weaker interactions with the aluminosilicate (E+

2
and E+

3 ), species located in channels or pores (E
+
4 ) in “eleva-

tors” and “corridors”), and ion-paired species (E+
5 ,X

−) [38].
Due to their various degrees of stabilization, these species
are expected to exhibit different electrochemical activities
accounting for their various nano- and microscopic environ-
ments in the film. This has been extensively studied by cyclic
voltammetry, chronoamperometry, and linear scan voltam-
metry on rotating disk electrodes. For example, information
about the interaction between redox species and clay layers
can be obtained from cyclic voltammetric experiments, by
monitoring the differences in peak potentials of electroac-
tive species incorporated into the clay film in comparison to
those in solution [228, 233, 237, 242, 245, 251, 254, 268, 282].
Note that such a shift in peak potentials can also result from
changes in the extent of loading in the clay film, the nature
and concentration of the electrolyte solution, and temper-
ature [237, 248, 268, 293]. For example, variation in the
supporting electrolyte concentration in the solution might
induce variation of the same parameter in the clay film,
which can lead to peak potential shifts [233, 237, 293] in a
similar way as that observed for electrodes modified with ion
exchange polymers (e.g., redox reactions in Nafion [789]).
Several redox probes have been studied with clay mod-

ified electrodes, including metal cations or complexes
[Ag+, Cu2+, Fe2+, Ru(NH3)

3+
6 � � � � ], organometallic com-

plexes [Fe(bpy)2+3 , Ru(bpy)
2+
3 , Os(bpy)

2+
3 , Cr(bpy)

3+
3 , with

bpy = bipyridine], organic ions or molecules (methylvio-
logen, MV2+, tetrathiafulvalenium, TTF+, hydroquinone,
H2Q� � � � ), and anions or anionic complexes [Fe(CN)3−/4−

6 ,
Ru(CN)4−6 , Mo(CN)

4−
8 , IrCl

4−
6 , HgCl

2−
4 , Br

−� � � � )]. Due to
favorable interaction, electroactive cations were essentially
studied at electrodes modified with cation exchanging clays
[36, 293] while anions were mostly involved with LDH mod-
ified electrodes [208]. Most often, only 10–30% of those
incorporated into the clay film upon soaking the modified
electrode in a solution of the species are electroactive [215,
228, 230, 233, 234, 237, 251, 278]. In particular, the elec-
troactive fraction is very dependent on the film prepara-
tion conditions, the method of species incorporation, and
the nature and composition of the surrounding solution. It
can be measured by cyclic voltammetry at a slow scan rate,
under thin layer conditions, where total charge passed in
electrolyzing the film component can be easily determined
by integration of peak current [790]. Cations strongly bound
to the ion exchange sites in the interlayer region are electro-
chemically “silent” (e.g., clay pretreated with species before
electrode preparation [234]). As a consequence, the elec-
trochemical response of clay modified electrodes is essen-
tially due to the access of redox species from the soaking
solution through the clay film to the electrode surface. An
elegant way of characterizing film filling is to record multi-
sweep cyclic voltammograms (Fig. 3); increasing the number
of potential scan results in increasing the soaking time and,
therefore, the propagation of the diffusion front from the
bulk solution/clay interface to the electrode surface, which
leads to a progressive increase of voltammetric peaks up to
a stationary state corresponding to equilibrium. The speed

Figure 3. Multisweep cyclic voltammograms recorded in 10−5 M
Ru(NH3)

3+
6 (+0.01 M Na2SO4). Top: bare platinum electrode. Bottom:

the same electrode covered with a montmorillonite film, using 5 minute
intervals between each potential scan over a 50 minute time period.
Reprinted with permission from [293], T. Wielgos and A. Fitch, Electro-
analysis 2, 449 (1990). © 1990, Wiley–VCH.

at which this equilibrium is reached is related to the dif-
fusion rate of redox species within the clay film, which is
affected by the size of species, the number and accessibil-
ity of binding sites, the tortuosity of the porous film, and
charge effects [218]. Peak height in cyclic voltammetry obeys
to the Randles–Sevcik equation [790]: for a target electroac-
tive species at a given electrode surface area, it is directly
proportional to the concentration of this species, C, and
the square root of its diffusion coefficient, D1/2. The fact
that peak currents can be much higher at clay modified
electrodes than at unmodified electrodes (Fig. 3) implies
that Cclay × �Dclay�

1/2 is much higher than Csol × �Dsol�
1/2.

As diffusion coefficient of species in the clay film, Dclay, is
expected to be smaller than in solution because of restricted
motion in this porous medium, the aforementioned obser-
vation implies that concentration in the film, Cclay, is much
higher than that in the external solution, Csol.
Electron transfer mechanisms at clay modified electrodes

involve either physical diffusion of redox species in the
porous film [251, 268], charge motion by electron hopping
between adjacent redox sites [242, 251], or both [36]. Any-
way, each type of mechanism requires charge compensation,
which is most often realized by diffusion of a counterion
originating from the electrolyte [see, e.g., Eq. (5) for oxida-
tion of a cationic species, En+, in the presence of an elec-
trolyte, C+X−]:

En+�nA−�clay + �C+�X−�sol − e−

⇒ E�n+1�+�nA−�clay + �X−�clay + �C+�sol (5)
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Diffusion coefficients in the clay film, Dclay, are thus consid-
ered as apparent because they can be affected by diffusion
of these counterions, associated with either translational
motion of the species to the electrode surface or to elec-
tron hopping from site to site among the electroactive
species located in the whole film. It is therefore not sur-
prising that the electrochemical activity of bound redox
probes is strongly affected by the supporting electrolyte
[208]. Dclay values have been reported to range between
10−12 and 10−11 cm2 s−1 [38]. Higher values have been
reported for neutral electroactive species that are also able
to penetrate the clay layer [215, 225]. Ion paired species
present in excess of the ion exchange capacity of clays were
also found to be electroactive, either via travelling through
the interparticle pores to the electrode surface, or acting as
charge shuttle to immobilized cations at strong binding sites
situated far from the substrate electrode [234, 250, 251, 263,
281, 282]. Their presence was experimentally evidenced by
quartz crystal microbalance experiments [278].
Efforts have been made to increase both mass and charge

transfer at clay modified electrodes. Mass transport into clay
films can be improved by using pillared clays at the electrode
surface [212, 214, 230, 331], in which inorganic or organic
rigid pillars are formed between the clay sheets, allow-
ing control of the thickness of the interlayer region. This
resulted in limited swelling, molecular sieving effects, higher
mass transfer rates, or preferential soaking of target species.
Surfactant-containing clay modified electrodes belong to this
category [34, 379]. On the other hand, charge transfer could
benefit from the intrinsic electrochemical activity of redox
centers that are naturally or synthetically built inside the
clay lattice, as structural iron(II) that occurs in natural clays,
or cobalt(II) or copper(II) containing clays, which resulted
in higher currents due to assisted charge delivering to the
redox active sites in the clay film coated electrode [252, 260,
272, 273, 320]. Intrinsically electroactive LDHs were espe-
cially attractive from this point of view [321, 322, 339, 381].
Electroactive polymers formed within the clay coatings can
also help in the charge transfer process [220–222, 282].

3.2. Electrochemistry with Zeolites

Just as clays, zeolite particles immobilized at an elec-
trode surface exhibit preconcentration properties toward
electroactive cations that are present in the soaking solu-
tion. This results in voltammetric peak currents at zeolite
modified electrodes (ZMEs) higher than those sampled at
the corresponding bare electrodes. Data are available in
the literature for several analytes [Ag+, Cu2+, Pb2+, Cd2+,
Ru(NH3)

3+
6 , methyl- and heptylviologen, dopamine], three

zeolite types (A, X, Y), and three electrode configurations
(zeolite modified carbon paste, zeolite–carbon–copolymer
composite, zeolite film on glassy carbon) [387, 390, 407, 426,
446, 471]. Enhancement with respect to bare electrodes is
directly related to the ion exchange capacity of the zeo-
lite and to the speed at which the redox species are dif-
fusing to these sites. These processes are affected by sev-
eral parameters [390, 407]: peak currents were in general
higher when using zeolites displaying high cation exchange
capacity, large pores, and small particle size, for cationic
analytes of small hydrated size and great positive charge,

and for long soaking times especially at film ZMEs. Pre-
concentration efficiency was low in the presence of a high
concentration of other cations in the medium (e.g., elec-
trolyte cations) because of competition for the exchanging
sites. Of course, size-excluded electroactive cations (those
of size larger than the zeolite pore aperture) and charge-
excluded species (anions) did not result in any enhancement
of the voltammetric peaks.
In contrast to clay modified electrodes, ZMEs prepared

with zeolite particles previously loaded with a redox species
gave rise to significant electrochemical responses. In fact,
most investigations on ZMEs have been carried out in that
way, for which a distinction should be made between the
small redox species incorporated within the zeolite frame-
work by ion exchange (highly mobile species) and those
bigger species which were physically entrapped as “ship-
in-a-bottle” complexes in the zeolite cages (species with
restricted motion).
Let us first consider the electrochemical activity of small

electroactive ions exchanged in zeolites that were subse-
quently immobilized at an electrode surface. When immers-
ing such a ZME into a fresh electrolyte solution (free
of redox-active species), well-defined signals are usually
observed in cyclic voltammetry (CV), but they progressively
decrease either upon continuous cycling potentials (Fig. 4),
or by increasing the soaking time of the electrode in the
solution before recording the CV curve. This is explained
by the continuous depletion of redox species as long as the
electrode is soaked in the electrolyte solution because of
ion exchange for the electrolyte cations in the zeolite par-
ticles located at the electrode surface [384, 387, 390, 399,
401, 402, 406, 432, 445, 449]. The leaching process is rather
fast, increasing when raising the electrolyte concentration
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Figure 4. Cyclic voltammetry of fully exchanged silver zeolite Y,
recorded in 0.1 M LiClO4. Scan speed 5 mV/s. The decrease in cur-
rent for each scan (arrow) is due to ion exchange with the supporting
electrolyte ion. Reprinted with permission from [432], M. D. Baker and
J. Zhang, J. Phys. Chem. 94, 8703 (1990). © 1990, American Chemical
Society.
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and/or when using electrolyte cations of smaller hydrated
size, which led to voltammetric currents of smaller inten-
sities [398, 402, 409, 445, 461, 475]. Using an electrolyte
solution with size-excluded cations prevents the leaching
process by ion exchange because they are too big to enter
the zeolite pores, and this resulted in very low electrochem-
ical activity [398]. This highlights the critical influence of
ion exchange on the electrochemistry of ZMEs. Also, per-
forming the voltammetric experiments at various scan rates
has indicated that reactions were diffusion-controlled [446],
in agreement with the ion exchange processes in zeolites
[113]. For example, the importance of ion exchange on the
electrochemistry of ZMEs was deeply considered for the
methylviologen–zeolite Y system [387, 405, 422, 445, 449,
464]. Some complications, however, have been reported in
several cases, especially when redox species are (or can be)
located in distinct ion exchange sites in the zeolite: an elo-
quent example is the case of silver(I) at zeolites A, X, and Y.
In these cases, depending on the cation location, the zeolite
type, the nature of supporting electrolyte, and the type of
ZME, distinct voltammetric peaks have been observed, the
origin of which has been extensively discussed in the litera-
ture [398, 400, 401, 404, 409, 411, 416, 432, 475] and will not
treated here in detail. Similar effects have been reported for
copper(II) [402] and cobalt(II) [398, 477]. Finally, solvent
can affect the CV response of ZMEs, often by acting on the
rate of ion exchange processes [396, 406, 413].
The electrochemical behavior of encapsulated redox

species (i.e., physically entrapped within the zeolite cages)
is fundamentally different from that of small ion-exchanged
cations. In spite of their strongly restricted mobility, these
encapsulated complexes gave rise to non-negligible elec-
trochemical response [43, 46]. Most studied species are
positively charged organometallic complexes, such as metal
tris-bipyridine (metal = Fe, Ru, Os, Co), metal phthalocya-
nine (metal = Fe, Co, Cu, Rh), and metal–schiff base com-
plexes [412, 419, 435, 476–483, 485–487, 493, 527, 531]. They
can be either located in the bulk zeolite, simply bound to the
external surface of zeolite particles, or even occluded within
the first layer of complete or broken cages situated at the
particle boundary. Those species located at the outermost
surfaces are expected to contribute to a large extent to the
electron transfer reactions, as those located deeply in the
bulky isolating structure can only be reached via electron
hopping between the adjacent redox species, which implies
a high density of these sites [791]. This explains why bro-
ken zeolite particles loaded with encapsulated complexes (by
grinding or by acid treatment) gave rise to higher voltam-
metric currents compared to undamaged zeolites [412, 792].
Most complexes encapsulated in the bulk zeolite are elec-
trochemically “silent.” Note that species located at the
outermost surface of zeolite grains can promote charge
transfer to the complexes encapsulated deeper in the porous
medium, the surface-adsorbed species acting then as elec-
trocatalysts [388, 389, 521]. In the case of strong interactions
between the organometallic complex and the zeolite lattice,
a shift in peak potentials (or peak splitting) can be observed
during cyclic voltammetry experiments, with respect to the
behavior of the same redox species at bare electrodes, and
such a change is dependent on the preparation mode of the
entrapped complex and type of ZME (Fig. 5) [406, 477, 527].
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Figure 5. Cyclic voltammograms of Co(salen) in acetonitrile.
(A) Recorded in 0.1 M tetrabutylammonium tetrafluoroborate, at a
scan rate of 10 mV/s, with using a pressed powder composite electrode
prepared with graphite and zeolite Co(salen)–NaY. (B) Recorded in
0.1 M LiClO4, at a scan rate of 50 mV/s, using a film zeolite modified
electrode made of graphite + zeolite Co(salen)–NaY coated on glassy
carbon and covered with an acrylic-based polymer. (C) Recorded
in homogeneous Co(salen) solution +0�1 M LiClO4, at a scan rate
of 50 mV/s, with using an unmodified glassy carbon electrode. (A)
Reprinted with permission from [477], F. Bedioui et al., J. Chem. Soc.
Faraday Trans. 87, 383l (1991). © 1991, The Royal Society of Chemistry.
(B) and (C) Reprinted with permission from [406], C. Senaratne et al.,
J. Phys. Chem. 100, 5849 (1996). © 1996, American Chemical Society.

Some zeolites, or zeotypes, contain electroactive centers
in their framework lattice (intrinsic composition). When
immobilized at an electrode surface, such materials exhibit
voltammetric responses that have been attributed to redox
processes involving the framework species; examples are
available for titanosilicalites [444, 448, 467], iron–silicalites
[424, 469], and vanadium–silicalites [433, 489, 492]. Anod-
ically induced degradation of mordenite was also reported
[793]. Finally, electrochemistry involving the molecular sieve
alone (without solvent) was possible at elevated tempera-
tures (i.e., 200–500 �C) where extra-framework metal cations
become electroactive [495–498].

3.3. Electron Transfer Mechanisms
at Zeolite Modified Electrodes

As zeolites are electronic insulators, the question of the
origin of charge transfer reactions at zeolite modified elec-
trodes is very important. This question has led to intriguing
observations and controversial discussions in the literature



866 Electrochemistry of Silicate-Based Nanomaterials

[42, 46, 406, 490, 491, 493, 529, 794–796]. Actually, one can
consider that at least three mechanisms are operating to
explain the electrochemical response of redox species incor-
porated in ZMEs [797], which take into account the over-
flowing literature dealing with this fundamental question
[387, 400–405, 409, 411, 412, 417, 419, 422, 446, 454, 483,
484, 486, 487, 493, 527]. These are represented by the fol-
lowing equations.

Mechanism I:

Em+
�Z� + ne− + nC+

�S� ⇔ E
�m−n�+
�Z� + nC+

�Z� (6)

Mechanism II:

Em+
�Z� +mC+

�S� ⇔ Em+
�S� +mC+

�Z� (7a)

Em+
�S� + ne− ⇔ E

�m−n�+
�S� (7b)

Mechanism III (three subgroups):

Em+
�Z�surf�+ne−+nC+

�S� ⇔ E
�m−n�+
�Z�surf� +nC+

�Z�surf� (8a)

E
�m−n�+
�Z�surf� +nC+

�Z�surf�+Em+
�Z�bulk�

⇔ E
�m−n�+
�Z�bulk�+nC+

�Z�bulk�+Em+
�Z�surf� (8b)

Mm+
�S� + ne− ⇔ M

�m−n�+
�S� (9a)

M
�m−n�+
�S� + nC+

�S� + Em+
�Z� surf�

⇔ E
�m−n�+
�Z� surf� + nC+

�Z� surf� +Mm+
�S� (9b)

Mm+
�Z�surf�+ne−+nC+

�S� ⇔ M
�m−n�+
�Z�surf� +nC+

�Z�surf� (10a)

M
�m−n�+
�Z�surf� +nC+

�Z�surf�+Em+
�Z�bulk�

⇔ E
�m−n�+
�Z�bulk�+nC+

�Z�bulk�+Mm+
�Z�surf� (10b)

where E is the electroactive species with charge m+, C+

represents the electrolyte cation (chosen as monovalent for
convenience), M is a mediator (chosen with charge m+ for
convenience), the subscripts z and s refer to the zeolite
phase and the solution, respectively, and the subscripts surf
and bulk to the zeolite surface (either external surface or
outermost subsurface layer of cages) and bulk ion exchange
sites.
Mechanism I is purely intrazeolitic, where the elec-

troactive species undergoes intracrystalline electron trans-
fer while charge balance is maintained by solution-phase
electrolyte cations entering the zeolite framework [Eq. (6)].
Note that this mechanism does not distinguish between
species located deeply in the bulk zeolite and those situated
in the boundary region of the zeolite grains. Mechanism II
is purely extrazeolitic and involves the ion exchange of the
electroactive probes for the electrolyte cations [Eq. (7a)]
prior to their electrochemical transformation in the solu-
tion phase [Eq. (7b)]. The group of mechanisms III distin-
guishes between the electroactive probes located in the bulk
zeolite and those situated at the external boundary of the
particle. The first case is the direct electron transfer to elec-
troactive species situated at the outer surface of the zeo-
lite particles (i.e., those easily accessible to the electrons),

charge compensation being ensured by the electrolyte cation
[Eq. (8a)]. This step can be (but is not necessarily) followed
by electron hopping to the probes located in the bulk of the
solid, with concomitant migration of the electrolyte cation
inside the zeolite structure [Eq. (8b)]. In the presence of
a charge transfer mediator either dissolved in solution or
adsorbed on the zeolite surface, electrochemical transforma-
tion [Eqs. (9a) and (9a)] can lead to indirect charge trans-
fer to either surface-confined or bulk-located electroactive
probes [Eqs. (10a) and (10a)].
Evidence to support one of these mechanisms, depending

of the electrode systems, has been described in the liter-
ature. Without entering into the details, one can consider
that the extrazeolitic mechanism [Eqs. (7a) and (7b)] is the
main pathway responsible for explaining charge transfer at
ZMEs incorporating ion exchangeable electroactive species
[387, 398, 400, 402, 403, 409, 411, 446]. The case of encap-
sulated complexes is less unequivocal but must involve in
great majority the electroactive species located at the outer-
most boundary of zeolite particles [Eqs. (8)–(10)], which are
called either intrazeolitic (interacting with the zeolite frame-
work) or extrazeolitic (located outside of the bulk zeolite),
depending on the authors [42, 46, 490, 796].

3.4. Electrochemistry in Silica
Gels and Xerogels

Electrochemistry oriented investigations of oxides and oxide
films are widespread [798–800]. Attention is given here only
to those related to silica gels and xerogels. In particu-
lar, the eletrochemical techniques can be exploited to get
information on the sol–gel process (e.g., probing the sol-to-
gel-to-xerogel transition [801, 802]), and to characterize the
structure and properties of both wet oxide gels and xerogels
[532, 540, 575, 769, 783–786, 803–805].
Electrochemistry into wet oxide gels doped with free elec-

troactive probes (e.g., ferrocene, ferrocene–methanol) was
used as a tool for the investigation of sol–gel polymeriza-
tion, by exploiting the fact that the voltammetric response
of the redox probe is related to its mobility in the material
[783, 786, 802, 803]. Three successive phases can be distin-
guished (Fig. 6): (1) constant diffusion of the probe during
the gelling period, (2) decrease of the probe mobility dur-
ing the first stage of gel aging because of densification of
the network, which then grows up again as a consequence
of the decrease of the microviscosity of the interstitial liquid
phase, and (3) a situation where the probe mobility is con-
stant over a prolonged period of time corresponding to the
last part of the drying process [802]. During this last phase,
the probe diffusion was found to be strongly dependent on
its charge: electroactive anions gave rise to constant cur-
rents, while diffusion of redox cations (and to lesser extent
neutral molecules) underwent a slow decrease because of
stronger interactions with the negatively charged silica sur-
face [783, 786]. Stability of sol–gel derived silicate films on
electrodes can be monitored this way and was found to be
dependent on drying time and relative humidity [540]. Inter-
action of the electroactive probe with the gel matrix was
also evidenced by voltammetry in the case of uranium(V) in
silica gels [533].
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Figure 6. Dependence of reduced diffusion coefficient of ferrocene in
the gel on reduced gelation time for silica gel. Reprinted with per-
mission from [802], P. Audebert et al., J. Mater. Chem. 1, 699 (1991).
© 1991, The Royal Society of Chemistry.

Xerogels are dried gels from which the gelation solvent
has been extracted. Like gels, xerogels can be turned elec-
troactive by insertion of or functionnalization by redox active
systems. Again, the electrochemical behavior of such elec-
troactive species in this confined media is indicative of its
intrinsic properties. In this case, however, physical diffusion
of the probe is not the main factor affecting the redox pro-
cesses, but it can be combined to, or even totally outclassed
by, electron exchange between adjacent redox sites (elec-
tron pseudo-diffusion), which becomes the rate-determining
step, similar to what occurs at electrodes coated with redox
polymers [806–808]. The related theories have been recently
adapted to the case of silicate films on electrodes, based
on a fractal distribution of redox sites in the thin layer
[809]. From the practical point of view, the apparent diffu-
sion coefficients of redox probes encapsulated within silica
monoliths can be determined by a calibration-free method
based on coupling cyclic voltammetry and chronoamperome-
try at ultramicroelectrode assemblies [783–785]. When deal-
ing with redox active groups covalently attached to the silica
backbone (i.e., ferrocene moieties), nonisotropic distribution
of them in the xerogel have been observed [575, 804], in
comparison to the isotropic distribution of weakly bonded
redox species in gels [573].

3.5. Electrochemical Behavior of
Organic–Inorganic Hybrid Polymers

Preparation and chemistry of conducting polymer nanocom-
posites, including the hybrids based on silicates, have
attracted considerable attention in many fields [207] includ-
ing electrochemistry [49]. Combining organic polymers and

silicate gels at the molecular level, in a single polymerization
procedure, is not trivial because it would require the coex-
istence of nucleophilic functions (inorganic gel) and cation-
radical precursors (conducting polymer), which are expected
to interact with each other. Nevertheless, this combination
is highly desirable in view of improving the properties of
conducting polymers by combination to those of inorganic
materials (mechanical stability, adhesion, enhanced trans-
port issues� � � � ). Efforts have then been made to produce
interpenetrating organic–inorganic hybrids in which sol–gel
plays a leading role [810]; some of them involve electro-
chemistry as described hereafter. For example, mechanical
stability of conducting polymers can be improved by encap-
sulation of rigid particles of silica or other inorganic solids,
while composites based on sol–gel silica and conducting
polymers resulted in faster mass and charge transfer reac-
tions (due to three-dimensional structuration of the poly-
mer) and exhibited better adhesion to, for example, indium
tin oxide electrode (because of the presence of silanized
functions) [202, 811, 812].
One can basically distinguish four approaches to synthe-

size inorganic-conducting polymer hybrids in one step. The
most straightforward way is to dissolve the organic polymer
into an organic solvent, mixing it with the starting sol, and
allowing the mixture to gelify and then to dry to get the final
composite film (e.g., silica-aniline based hybrids [812, 813]).
An alternative is the electrochemical polymerization of the
conducting polymer (polypyrrole, polythiophene, or polyani-
line) in the presence of silica particles [207]. An elegant
approach is the use of a reagent acting as both a precursor
for the sol–gel process and a monomer to lead to conducting
polymer, such as the N -[3-(trimethoxysilyl)propyl]pyrrole or
2,5-bis(trimethoxysilyl)-mono-, bi-, and terthiophene:

S Si(OM e)3(MeO)3SiN

Si(OMe)3

n

(with n = 1, 2, 3)
(CH 2 )3

These precursors are then allowed to polymerize, to form
an inorganic lattice via the sol–gel process and a conduct-
ing polymer via either chemical or electrochemical oxida-
tion of the organic component [200, 201]. They gave good
electrochemical activity but suffered from rather low sta-
bility. Electrogenerated polypyrrole–silica hybrid films have
been obtained by copolymerization of a sol–gel precursor
(e.g., tetra-ethoxysilane) and the pyrrole monomer, which
was achieved by electropolymerization of pyrrole together
with the inorganic polycondensation [774, 814]. Finally,
composite films can also be prepared by electroassisted
polymerization of the organic conducting polymer inside a
silicate-based xerogel film preformed onto an electrode sur-
face, as was reported for polyaniline and polypyrrole [203,
815, 816].
In addition to what occurs in conducting polymer–

silica composites, long-range charge transfer in hybrid
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films can also be achieved in redox polymers that are
produced by hydrolysis and subsequent condensation of
organo-alkoxysilanes containing a redox active group [572,
573, 575, 702, 772, 775, 817]. The precursors include
derivatives with various functions, such as methylviologen,
phenothiazin, ferrocene, or naphtoquinone, as exemplified
hereafter. These can be polymerized alone or co-condensed
with a tetraalkoxysilane, acting as a cross-linking agent. The
co-condensation approach leads to films displaying lower
rates of charge transport compared to those prepared from
the pure organosilane because of “dilution” of the active
sites in the redox polymer [772, 817]. Other redox polymers
based on organically modified ceramics have been prepared
by binding redox active functions to a preformed organo-
polysiloxane, that is, by hydrosililation of a molecule con-
taining a vinyl function attached to a redox-active group
with one alkylhydrosiloxane homopolymer or copolymer
[570, 571, 655–657], or by allowing chlorocarbonyl–ferrocene
derivatives to react with (aminopropyl)methylsiloxane–
dimethylsiloxane [98, 773]. The electrochemical activity of
all these systems involves the competitive participation of
physical diffusion and electron exchange between adjacent
redox sites, but this latter process is often the main one
(rate-determining).

4. APPLICATIONS

4.1. Electrocatalysis

4.1.1. General Principle
Some electrochemical transformations require the applica-
tion of overpotentials to occur because of strong limitations
in the rate of electron transfer. An elegant way to over-
come this problem is the use of charge transfer co-factors

(mediators). The principle of mediated electrocatalysis is
described by Eqs. (11)–(13) in the case of the reduction of a
substrate SOx into a product PRed. Basically, if electrochem-
ical reduction of SOx [Eq. (11)] occurs at high overpoten-
tials �Eo′

S 
 Eo
S�, the use of a mediator couple �MOx/MRed�

allows one to lower the overpotential barrier by electro-
generating MRed at E

o′
M = Eo

M [Eq. (13)], which then reacts
chemically with SOx [Eq. (12)]. The overall process there-
fore results in the electrochemical transformation of SOx at
a much lower overpotential than the initial substrate in the
absence of mediator �Eo′

M � Eo′
S �:

SOx+ne−→PRed �Eo′
S 
Eo

S� (11)

SOx+MRed→PRed+MOx �occurring if Eo
S >Eo

M� (12)

MOx+ne−→MRed �Eo′
M Eo

M� (13)

The mediator can of course be added directly in solution
but, for practical reasons, it is more convenient to immobi-
lize it at an electrode surface, to get a reagent-free device.
Electrodes modified with clays, zeolites, and silica-based
materials have been used for this purpose.

4.1.2. Immobilized Catalysts
on Electrodes

Clays, zeolites, and silica-based materials are good support
for the immobilization and/or spatial organization of cat-
alytic centers, which are in turn applied to improve some
electrochemical experiments. Examples are available, deal-
ing with either catalysis in organic chemistry or in the
analytical field, via enhancement in both selectivity and/or
sensitivity of amperometric detection. This latter scope was
especially of concern in the development of second genera-
tion biosensors (see Section 4.5.3).
Metal complexes encapsulated in zeolites or clays [383,

488] can contribute to electroassisted oxidation or reduc-
tion of organic substrates. For example, cobalt–salen com-
plexes entrapped in zeolite Y were found to facilitate the
reduction of benzyl bromide and benzyl chloride, with a
higher efficiency than that observed for the same cata-
lyst in solution [477, 531]. Iron phthalocyanine encapsu-
lated in the same zeolite was a good electrocatalyst for
either hydrazine oxidation or molecular oxygen reduction
[435]. Oxygen reduction was also improved by a similar cata-
lyst adsorbed on polypyrrole–silica composite [633], by Mn–
salen [479] or methylviologen [442] supported within zeolite
Y particles, or by Ru(bpy)2+3 and cobalt complexes immo-
bilized on Nafion–clay composites [280]. Reductive dehalo-
genation of dibromobiphenyl was achieved with Co(bpy)+3 or
Co-phthalocyanine in micellized clays [235, 818].
Other applications rely on the ability of the immobi-

lized catalysts to improve the selectivity of electroanalytical
determinations by lowering the overpotential of the target
analyte while turning most interferences electrochemically
“silent,” or to enhance the sensor sensitivity by increas-
ing the current response by continuous electrogeneration–
consumption of the active intermediate. A huge part of the
work in these directions was performed with carbon paste
electrodes comprising silica gel particles covered by metal
oxides (TiO2, ZrO2, Nb2O5, Al2O3� � � � ) or titanium phos-
phate, on which a wide range of catalysts can be durably



Electrochemistry of Silicate-Based Nanomaterials 869

immobilized (e.g., metal phthalocyanines and porphyrins
or organic dye mediators such as Meldola’s blue, methy-
lene blue, methylene green, Nile blue, toluidine Blue� � � � )
[636–648, 819–823]. These systems were used for improv-
ing the direct electrochemical detection of various analytes,
such as hydrazine, cysteine, NADH, oxalic acid, ascorbic
acid, among others. Ceramic–carbon composite electrodes
were also largely used for these purposes because of their
ability to trap many kinds of electrocatalysts by exploiting
the versatility of the sol–gel process: immobilization can be
achieved either by physical entrapment (doping the starting
sol with a selected mediator, either organic or organometal-
lic [683–692], or inorganic [666–670, 674–682]), or by cova-
lent binding to the ceramic lattice (allowing an appropriate
organosilane to co-condense with the starting alkoxysilane)
[702, 703], or even by dispersing catalytic metal particles into
the composite ceramic-based structure [671–673, 712–719].
These composite electrodes are usually robust and therefore
mechanically stable; the hydrophobicity of their surface can
be controlled by a suitable choice of methyl-trialkoxysilane
in the starting sol, and they often offer long-term stability
due to low or negligible leaching of the catalyst out of the
electrode into the external solution [58]. On the contrary,
clays and zeolites, in spite of their ability to retain catalysts
in their structure by ion exchange or adsorption, have been
much less applied to this end because of nondurable immo-
bilization (catalyst leaching in solution) [47]. The only avail-
able examples are the determinations of ascorbic acid and
dopamine, at electrodes modified with zeolite Y respectively
exchanged with iron(III) [434, 456] or triphenylpyrylium
[418], as well as the electrocatalytic reduction of oxygen at a
montmorillonite film doped with Ru(bpy)2+3 ions [280]. Most
interesting are the hydrotalcite-like materials that possess in
their framework some electroactive centers that can directly
act as electron shuttles to improve the charge transport pro-
cesses [320, 321, 328–330]. The mostly studied compounds
were Ni/Al–X hydrotalcites, where Ni(II) species were the
catalytic centers, but LDHs containing Co(II) or Mn(II)
centers in their structure have been also exploited as elec-
tron transfer mediators [321]. This is illustrated in Figure 7
where Mn�II�-containing LDH clearly enhances the redox
transformation of Mo(CN)4−8 as compared to an LDH free
of any electrocatalytic center. Examples of electrocatalytic
detection at Ni/Al–X hydrotalcite films coated on glassy car-
bon electrodes have been reported for the amperometric
sensing of alcohols [327, 381, 382]. Similar improvements
have been reported for cation-exchanging clays possessing
iron(II), cobalt(II), or copper(II) centers in their framework
[252, 257, 260, 272, 273, 275, 824]. Finally, it should be
emphasized that oxidation of phenol derivatives can be cat-
alyzed by the presence of unmodified zeolite particles [466],
bentonite clay [457], or silica gel [825].

4.1.3. Electrode Modified Zeolites
In addition to zeolite modified electrodes, the concept
of “electrode modified zeolites” was introduced. They are
based on metal or metal oxide nanocrystallites supported
in/on zeolite particles, acting as ultramicroelectrodes [524]
when they are brought in a strong electric field (i.e., as
dispersed in solution between two feeder electrodes; see

Figure 7. Cyclic voltammograms recorded in 10−4 M Mo(CN)4−8 (+0.1
M KCl), using electrodes modified with a LDH film: (a) Mg–Mn–CO3

and (b) Zn–Al–Cl. Reprinted with permission from [321], J. Qiu and
G. Villemure, J. Electroanal. Chem. 428, 165 (1997). © 1997, The Royal
Society of Chemistry.

Fig. 8). They have been applied to large-scale electrolysis
catalyzed by the supported nanoelectrodes and to the cat-
alytic transformation of organic compounds via electrochem-
ical activation by microheterogeneous dispersion of doped
zeolites [48].
Zeolite-supported platinum nanoparticles are efficient cat-

alysts for the electrolysis of water, giving higher current den-
sities than other platinum immobilized systems [523–525].
Moreover, the particular behavior of ultramicroelectrodes
can be exploited here to perform the electrolysis in the
absence of added electrolyte. This kind of electrolysis at elec-
trochemically activated microheterogeneous interfaces can
also be applied to solute transformations, as exemplified

10 Ω

+
-

dc power
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to suspend zeolites
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Figure 8. Schematic representation of electrode modified zeolites.
Dispersion electrolysis cell showing the electrode particles con-
tained between feeder electrodes with an exploded view of
intra/extracrystalline Pt supported on zeolite Y. Reprinted with permis-
sion from [48], D. R. Rolison and C. A. Bessel, Acc. Chem. Res. 33, 737
(2000). © 2000, American Chemical Society.
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for the Fe(CN)3−/4−
6 couple using zeolite-supported platinum

and ruthenium dioxide [530].
Electrochemically induced organic reactions can be cat-

alyzed by the microheterogeneous dispersions. For exam-
ple, pure zeolite suspensions were found to enhance the
potentiostatic oxidative decomposition of toxic chlorinated
aromatics and chlorofluorocarbons [826]. Selective oxidation
of propene into propylene oxide was achieved at low ionic
strength by using dispersions of Pd(II)–Cu(II)–zeolite Y as
heterogeneous catalysts [527]. Reaction of benzylchloride
with carbon dioxide was also catalyzed by electrochemistry at
microheterogeneous dispersions of zeolite Y particles con-
taining encapsulated cobalt–salen complexes [531].

4.2. Preconcentration Analysis

A common way to increase sensitivity of electrochemical
detection at chemically modified electrodes [64–66, 78, 80],
and to get down the detection limits, is to preconcen-
trate the analyte at the electrode surface prior to perform-
ing the voltammetric quantification. The usual procedure is
depicted in Figure 9 and involves several steps that must be
optimized to achieve the best performance for this method
of preconcentration electroanalysis. Preconcentration is per-
formed via chemical accumulation at an open circuit, usu-
ally under stirring to improve mass transport; it should be
as fast as possible and highly selective with respect to the
target analyte. After a certain period of time, the elec-
trode is removed from the accumulation medium, rinsed
with pure water, and immersed into the analysis cell con-
taining an appropriate electrolyte that will allow the voltam-
metric quantification of the previously accumulated analyte
species. This step could require the desorption of the ana-
lyte, especially when the electrode modifier is not electri-
cally conducting (i.e., the case of clays, zeolites, silica, and
most organically modified silicates). In the goal to perform
successive experiments, a fourth step could be necessary to
recover the initial state of the electrode: the regeneration
of the electrode surface, which is ideally carried out chemi-
cally (by treatment in an appropriate medium), but it could
require a mechanical renewing step in case of strong mem-
ory effects (e.g., irreversible binding of some active species
to the electrode modifier).

W R W C

analyte water electrolyte reagent

Analytical
cell

Washing
cell

Electrochemical
cell

Regeneration
cell

➊ ➋ ➌ ➍

Figure 9. Schematic illustration of the four successive steps usually
involved in a typical voltammetric analysis performed at a chemically
modified electrode after preconcentration. W, R, and C refer to the
working electrode, the reference electrode, and the counterelectrode,
respectively.

4.2.1. Accumulation by Ion Exchange
As most zeolites and clays are ion exchangers, it is not sur-
prising that the correspondingly modified electrodes have
been largely applied to voltammetric detection of ionic
species after their accumulation by ion exchange at the elec-
trode surface [37, 44, 47]. Regeneration between measure-
ments at such devices can be carried out by the reverse
exchange, that is, by immersing the electrode in a washing
solution containing the initial co-cation of the aluminosili-
cate, at least if the soaking solution does not lead to memory
effects by diffusing deeply in the electrode microstructure,
as observed in the case of zeolite modified carbon paste
electrodes [445].
Several examples of preconcentration analysis at zeolite

modified electrodes have been reported for trace analy-
sis of electroactive cations, such as Ag+ [441], Cu2+ [407,
452, 455], Hg2+ [440], Zn2+ [410], dopamine [451], or
paraquat [463, 464]. Most of these applications are based
on zeolite modified carbon paste electrodes because of
their faster response in comparison to film-based electrodes
[457]. Regeneration was often performed by mechanical
smoothing of the electrode surface in order to limit the
effect of solution impregnation during both the accumula-
tion and measurement steps. The resort to disposable zeo-
lite modified screen-printed electrodes was also reported
[464]. Several zeolite types have been used and those dis-
playing the largest pores were found to be the most effi-
cient as they allowed fast diffusion of the analytes, which is
the rate-determining step during both the accumulation and
voltammetric detection stages.
Clay modified electrodes were largely used for detecting

a wide range of charged species after accumulation by ion
exchange within the clay [37]. Again, most of these applica-
tions have been performed with clay modified carbon paste
electrodes, the choice of clay films on solid electrodes being
mostly devoted to the analysis of mass transport reactions in
the clay-based materials, even if ion exchange voltammetry
at clay film-based electrodes have been investigated [293].
An exception is the determination of positively charged
dopamine after accumulation in clay films [297–301], the lat-
ter acting as a protective layer preventing interference by
ascorbic acid (repulsed from the electrode surface by unfa-
vorable electrostatic interactions). Renewal of the clay mod-
ified carbon paste electrode surface can be achieved either
by mechanical smoothing [351], chemical regeneration by
reverse ion exchange [344], or even more complex chemical
procedures [350]. Preconcentration efficiencies at clay mod-
ified electrodes were often better than those obtained with
the corresponding zeolite modified electrodes [37]. Metal
ion species such as Cu2+ [350–352], Ag+ [356], Hg2+ [356],
Cd2+ [361], or Fe3+ [344] have been successfully determined
with using carbon paste electrodes modified with montmo-
rillonite, vermiculite, or bentonite. In spite of the cation
exchange properties of montmorillonite, this clay has been
used to preconcentrate anionic chloro-complexes of mercury
or gold prior to their voltammetric detection [360, 364, 367],
leading to both cation and anion exchange on clay modi-
fied electrodes [365]. It is noteworthy that anion exchanging
clays (LDHs) are more suited to the voltammetric sensing of
anions after preconcentration at correspondingly modified
electrodes [323, 380].
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Accumulation by ion exchange can be performed in
sol–gel films coated on solid electrode when the silicate-
based material contains a net charge. This is the case of
organic–inorganic hybrids for which the organic compo-
nent is charged. Both class I and class II hybrids have
been used for this purpose. The first family relies on
interpenetrated ion exchange polymers and ceramic binder
involving both cation exchangers (e.g., polyethylene- or
polystyrene–sulfonate and Nafion [549, 551, 554]) and cation
exchange polymers (e.g., poly(dimethyldiallylammonium)
or poly(vinylbenzyl-trimethylammonium) [204, 553]). They
were applied as thin composite films for the detection of
anions [Fe(CN)3−/4−

6 ] or cations (such as methylviologen,
Ru(NH3)

3+
6 , Ru(bpy)

2+
3 , [Re

I(DMPE)3]+ with DMPE = 1,2-
bis-(dimethyl-phosphino)ethane). Interestingly, dispersing
the organic polymer in sol–gel derived silica matrix improves
diffusion processes of the analyte, in comparison to the
lower mass transfer rates usually observed in pure organic
resins (polymeric ion exchangers), as illustrated in Figure 10
for [ReI(DMPE)3]+ in Nafion. Sol–gel films containing
charged organic groups covalently attached to the silica
framework (e.g., ammonium or carboxylate moieties) [332,
563, 565, 568] have also been used for the charge selective
determination of ionic species [Fe(CN)3−/4−

6 , Ru(NH3)
3+
6 ],

with the advantage of a permanent binding of the reactant
immobilized at the electrode surface. Note that accumula-
tion by ion exchange at electrodes modified with pure sil-
ica gels, which were deprotonated beforehand, can also be
performed, as reported for the detection of Cu(NH3)

2+
4 or

Hg(NH3)
2+
4 species [607, 618, 619].

Figure 10. Cyclic voltammograms of [ReI(DMPE)3]+/[ReI(DMPE)3]2+

[with DMPE = 1,2-bis-(dimethyl-phosphino)ethane; 10−4 M in 0.14 M
NaCl] at (A) Nafion and (B) Nafion–silica composite-modified spectro-
scopic graphite electrodes. Voltammetric parameters: 2-s prescan quiet
time; 14-s cyclic voltammetric scan at 100 mV/s with an initial poten-
tial of −0�25 V and a switching potential of 0.45 V; and 224-s postscan
open-circuit quiescence. A total of 50 potential cycles for each of the
coatings; as shown, faster equilibration was observed with the composite
film. Reprinted with permission from [550], Z. Hu et al., Anal. Chem.
70, 5230 (1998). © 1998, American Chemical Society.

4.2.2. Complex Formation
Accumulation of metal ions by complexation with immobi-
lized organic ligands constitutes another attractive way to
preconcentrate these analytes at an electrode surface, with
the intention to get high selectivity by means of the appro-
priate choice of the ligand. However, this approach requires
the durable immobilization of the ligand at the electrode
surface (ensuring no leaching during the experiments) while
maintaining its accessibility to the target analyte. The silica-
based organic–inorganic hybrids are very promising for this
purpose.
A simple course is to exploit the ability of the sol–gel pro-

cess to physically trap a selected ligand into a ceramic matrix
during its preparation, resulting in class I hybrids that can be
associated to an electrode material either as a thin film or as
carbon–ceramic composites. Examples are available for pre-
concentration analysis of Fe(III), Ni(II), Pb(II), or Os(IV), at
electrodes containing, respectively, dimethylphenanthroline
[606], dimethylglyoxime [684], diphenylthiocarbazone [725],
or phenyl-fluorone [688] as the immobilized reagents. Even
more interesting are the immobilized ligands that can be
covalently attached to the silica framework (either by post-
synthesis grafting or during the hybrid preparation by co-
condensation with an organosilane), because they are leak-
free reagents. Such class II hybrids therefore enable one to
circumvent the activity loss of sensors based on simply encap-
sulated ligands. Applications in electroanalysis include the
detection of Cu(II) and Hg(II) species after accumulation
by complexation with amine- or sulfur-containing functions
covalently attached to a silica matrix [566, 569, 608, 634].
An important parameter affecting the preconcentration effi-
ciency is the accessibility (and rate of access) of the tar-
get element to the binding sites, which should be as fast
as possible to get high detection sensitivity [610, 612, 613].
The ordered mesoporous organic–inorganic hybrid materials
are extremely promising in this respect because they allow
a homogeneous distribution of accessible organic functions
in a regular porous structure made of channels of monodis-
perse size [613]. Therefore, preparing such ordered func-
tional hybrid materials has led to increasing mass transfer
kinetics; when bringing them to an electrode surface, much
higher sensitivities were obtained in comparison to those
based on amorphous and less open materials (Fig. 11).

4.2.3. Accumulation by Adsorption
Voltammetric determinations of organic analytes have been
performed after accumulation by adsorption, essentially by
using clay and silica modified electrodes. Separating the
preconcentration medium from the detection one enables
one to analyze target species in rather complex matri-
ces without requiring any separation beforehand. However,
strong adsorption to the modified electrode surface may
induce some difficulties in the regeneration process and gen-
erate undesirable memory effects.
Several drugs or biological metabolites (e.g., fluni-

trazepam [827], clozapine [828], uric acid [297]), pesticides
(dinocap [342], linuron [345], endosulfan [347], tetramethrin
[343], amitrole [370]), and other organics (phenol, cate-
chol and related alcohols [341], nitrobenzene and other
nitro derivatives [457, 829], aniline [340]) have been deter-
mined after accumulation by adsorption at clay modified
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Figure 11. Typical voltammetric curves obtained for the analysis of 1×
10−6 M HgII (at pH 1) using carbon paste electrodes modified with var-
ious silica samples bearing mercaptopropyl groups: (a) ordered solid
with large pores, (b) amorphous solid with large pores, (c) poorly
ordered solid with small pores, and (d) amorphous solid with small
pores. Preconcentration time: 2 min. Detection: anodic stripping differ-
ential pulse voltammetry after 1 min electrolysis in 0.1 M HCl +5%
thiourea. Reprinted with permission from [612], S. Sayen et al., Elec-
troanalysis, 14, 1521 (2002). Wiley–VCH.

electrodes, most often by the sensitive differential pulse
voltammetry technique. Clays such as sepiolite, bentonite,
or nontronite were mainly used as additives to carbon paste
electrodes for these applications. Various electrochemical
treatments were applied to renew the electrode surface
between each measurements with the goal of allowing suc-
cessive analyses [341, 342, 345, 827, 829].
Silica modified carbon paste electrodes have been applied

to the sensitive detection of various organics (e.g., phar-
maceuticals, herbicides, � � � [614, 615, 830–832]) and heavy
metal species [620, 623], by exploiting the adsorption proper-
ties of silica gels toward these analytes prior to their voltam-
metric quantification. This approach was extended to the
use of silica gel grafted with C18 groups, a stationary phase
commonly utilized for chromatographic separations, which
was dispersed into carbon paste electrodes and then applied
to the preconcentration analysis of some organic molecules
(Tifluadom [624], methyl parathion [625], bendiocarb [626],
ephedrine [629]).

4.3. Selective Recognition/Discrimination
at Electrode Surfaces

4.3.1. Permselective Films
It was mentioned in Section 4.2.1, bringing a material
containing ionized groups (i.e., clay, zeolite) to an elec-
trode/solution interface enables one to accumulate either
positively or negatively charged redox species (respectively
in polyanionic and polycationic solids), while repelling those
having the same charge as in the film. An illustrative exam-
ple is the detection of the positively charged dopamine in
the presence of the negatively charged ascorbic acid in both
clay or zeolite modified electrodes [297, 451]. In addition
to this kind of selective recognition/discrimination based on

the intrinsic electric charge of the modifier, other perms-
elective films have been prepared to improve the selec-
tivity of the electrochemical detection of charged species.
Most of them are exploiting the versatility of the sol–gel
technology to prepare hybrid materials with ionized groups
durably immobilized in a porous silica matrix. Organically
modified silicate film containing either –NH+

3 or –COO−

groups covalently linked to the silica framework have been
deposited on glassy carbon electrodes. Whereas the silicate–
NH+

3 electrode resulted in large voltammetric currents for
an anionic analyte such as Fe(CN)3−6 , nearly complete sup-
pression of the electrochemical response was observed with
using the silicate–COO− electrode. Complementary behav-
ior was exhibited for the positively charged Ru(NH3�

3+
6

or methylviologen [563]. The extent of permselectivity is
affected by the structure of the material [568]. Another
approach to modulate the permeability of organic–inorganic
layered coatings on electrode surfaces consists of the inter-
calation of polycationic silasesquioxane oligomers into a
laponite clay film, which induces mesoporosity in the result-
ing clay modified electrode [309].

4.3.2. Molecular Sieving, Molecular
Imprinting, and Chiral Recognition

Recognition at the molecular level is achieved with zeolite
modified electrodes because of the size and shape selec-
tivity exhibited by these solids, allowing one to distinguish
between small electroactive species that can fit inside the
molecular sieve and excluded redox species that are electro-
chemically “silent” [41, 42, 390, 398, 407, 438]. The latter
need a more open structure, like that of ordered meso-
porous solids, to be really electroactive [833]. To a lesser
extent, such molecular sieving behavior has also been seen
at pillared clay modified electrodes [212, 214].
An elegant approach to induce molecular recognition at

the electrode surface is the design of molecularly imprinted
coatings, which are based on the preparation of a poly-
mer film structured around a target analyte that is used
as a template. Removing this template generates inside the
material some well-defined free spaces that are liable to
“recognize” selectively the analyte later on (i.e., during a
preconcentration experiment). Most of these systems that
have been experienced at electrode surfaces are based on
organic polymers and suffer from rather long response time
[834]. Improvement can be achieved by designing sol–gel
films displaying a molecular imprint. An example is avail-
able, based on a dopamine-templated film that was obtained
by hydrolysis and co-condensation of phenyltrimethoxysilane
and tetramethoxysilane in the presence of this analyte, which
enables selective recognition of dopamine over ascorbic acid
[835]. When coated on glassy carbon, the resulting electrode
has led to the selective preconcentration and voltammet-
ric detection of dopamine in the presence of structurally
related molecules [565], with a satisfactory response time,
and nearly complete selectivity over ascorbic acid (Fig. 12).
With the goal to create a chiral atmosphere at an elec-

trode surface, special attention was given to the ability of
some clays to impart the spatial organization of adsorbed
species. In particular, it was found that the intercalation of
Ru(bpy)2+3 species in smectite clays is rather unusual and
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Figure 12. Cyclic voltammograms of 10−4 M ascorbic acid (AA), 10−4 M
dopamine (DA), 10−4 M AA and 10−4 M DA, at a dopamine-templated
silica film coated on glassy carbon electrodes (0.1 M phosphate buffer
at pH 7.4; scan rate: 100 mV/s). Reprinted with permission from [565],
R. Makote and M. M. Collinson, Chem. Mater. 10, 2440 (1998). © 1998,
American Chemical Society.

that these species have tendency to aggregate as a racemic
pair rather than as a pure enantiomer [836, 837]. This
has led to distinction of chiral mixtures at clay modified
electrodes [217, 227, 237].

4.3.3. Indirect Amperometric Detection
at Zeolite Modified Electrodes

A unique peculiarity of zeolites is that they combine in a sin-
gle material both ion exchange properties and size selectiv-
ity. This has allowed the emergence of an elegant application
of zeolite modified electrodes: the (indirect) amperomet-
ric detection of nonelectroactive cations [397, 398, 401, 413,
449, 458, 461, 462, 465].
The general principle [Eqs. (14) and (15)] involves the use

of a zeolite modified electrode doped with an electroactive
cation, Em+, exchanged in the zeolite particles:

Em+
�Z� +mTBA+

�S� �= Em+
�S� + nTBA+

�Z� (14)

Em+
�Z� +mC+

�S� ⇔ Em+
�S� +mC+

�Z� (15a)

Em+
�S� + ne− ⇔ E

�m−n�+
�S� (15b)

where the subscripts Z and S refer to the zeolite phase and
the solution, respectively. When immersing such an elec-
trode in an electrolyte solution containing a cation too large
to enter the zeolite framework (e.g., tetrabutylammonium,
TBA+�, no electrochemical activity of Em+ was observed
because charge balance cannot be maintained [Eq. (14),
Fig. 13A]. However, when injecting a certain amount of non-
size-excluded cations (for example C+� at the electrode sur-
face, an equivalent amount of Em+ species is liberated by
ion exchange [Eq. 15(a)] and can be detected amperometri-
cally [Eq. (15b), Fig. 13B]. The current signal is due to the
reduction of the mediator, but its intensity is directly pro-
portional to the concentration of the C+ sample. As such,
this corresponds to the indirect amperometric detection of
the usually nonelectroactive C+ species.
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Figure 13. Schematic view of the detection principle for the indirect
amperometry at a copper-doped zeolite modified carbon paste elec-
trode (case of K+). Reprinted with permission from [461], A. Walcarius,
Anal. Chim. Acta 388, 79 (1999). © 1999, Elsevier Science.

Feasibility of the process was demonstrated in both aque-
ous [449, 461, 462] and nonaqueous [397, 398, 401, 413]
media, respectively with methylviologen- or CuII-exchanged
zeolite Y and AgI-exchanged faujasites. The intensity of the
current response was inversely proportional to the size of the
(hydrated) cationic analyte (i.e., selectivity series as Cs+ >
K+ > Na+ > Li+� [413], and this selectivity was unaffected
by the zeolite type [461] but dependent on the location
of the redox probe in the zeolite [401]. The amperometric
signals are fully controlled by diffusion and are, therefore,
more intense with zeolites displaying the larger pore aper-
tures [461]. When applied in organic medium, this detec-
tion mode was extremely sensitive to trace water [396],
which made it suitable for determination of water content in
organic solvents in the 1–10 ppm concentration range with
a detection limit at 20 ppb [838, 839].
Indirect amperometric sensing at ZMEs was also applied

to the detection of mixtures of cation after separation by
ion chromatography (IC) [458, 465]. Suppressor-free detec-
tion was first realized using the methylviologen-exchanged
zeolite Y modified carbon paste electrode in the presence
of a mobile phase made of tetrabutyl-ammonium bromide,
but this rather unusual electrolyte (chosen because of its
size-excluded cation, TBA+� gave rise to poor results [458].
Better performance was achieved when performing the IC
separation with a conventional mobile phase and the amper-
ometric detection after chemical suppression, in electrolyte-
free solutions [465]. As shown in Figure 14, the indirect
amperometric detection was equally efficient as that applied
using the classical conductivity detector. This has opened the
door to the use of other ion exchangers (without molecular
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Figure 14. Chromatograms obtained using (A) a classical conductivity
detector, (B) a NaY zeolite modified carbon paste electrode, and (C)
a copper-exchanged zeolite Y modified carbon paste electrode, for a
standard mixture of cations: 0.7 mM Li+ (1), 0.2 mM Na+ (3), 0.3 mM
NH+

4 (3), 0.13 mM K+ (4), 0.04 mM Cs+ (5), 0.2 mM Mg2+ (6), and 0.13
mM Ca2+ (7); mobile phase, 3× 10−3 M HNO3 + 10−4 M EDTA; flow
rate, 1 ml/min; applied potential [for (B) and (C)], −0�4 V. Reprinted
with permission from [465], A. Walcarius et al., Electroanalysis 11, 393
(1999). ©1999, Wiley–VCH.

sieving properties) for performing such indirect amperome-
try, which has led to detection of both anions and cations at
the output of an IC apparatus [840].
Indirect amperometry involving ZMEs was also per-

formed via zeolite rectification of electrochemical ion trans-
fer by exploiting the molecular sieving effects [438, 439].

4.4. Chemical Sensors Based on Direct
Electrochemical Detection

In the wide range of electrochemical devices applied to the
determination of a target analyte, those referred to as elec-
trochemical sensors are based on the one-step detection
of the analyte, without any other associated event (e.g.,
preconcentration).

4.4.1. Gas Sensors
Gas phase analysis using solid-state amperometric sensors
is a current area of interest [28]. In this respect, xerogel
films containing liquid microphases, coated on solid elec-
trodes, have been applied to the electrochemical sensing of
CO [663] and gaseous H2O2 [664], with less dependence
to humidity changes than the corresponding Nafion-based
sensors. Upon doping with iron(II) or a mixed valence–
ruthenium oxide, this solid electrolyte coating acted as a
mediator for the oxidation and simultaneous amperometric
detection of gaseous monomethyl hydrazine [665].

Composite ceramic–carbon electrodes can also function
as gas electrodes when doped by appropriate catalysts, such
as cobalt phthalocyanines or porphyrins [683] or inert metal
particles [671, 672], for oxygen sensing. Their main advan-
tage is that the porous inorganic network provides a rigid
open structure permitting gas permeability while the organic
part induces hydrophobicity at the electrode surface and
thus minimizes flooding of the liquid phase (Fig. 15). It
is otherwise possible to control the wetted section of such
composite electrodes [473]. Another related gas electrode
for oxygen reduction and hydrogen peroxide generation
is based on CCE containing covalently attached naphto-
quinone derivatives acting as electrocatalysts [841].
Electrochemical gas sensors based on clay modified elec-

trodes are nonexistent, while those based on zeolite mod-
ified electrodes are not widespread. Catalytic detection of
ethanol and ammonia vapors was performed with the aid of
gold deposits on zeolitic membranes [509], and semiconduc-
tors made of C60 encapsulated in zeolite cages have been
applied to oxygen sensing [842].

4.4.2. Detection in Flowing Streams
On-line electrochemical monitoring is highly desirable with
respect to multiple analyses (automation) and continuous
detection in flowing streams (e.g., after chromatographic
separation). One important requirement when considering
flow injection analysis at chemically modified electrodes is
related to the sensor stability, both chemical (i.e., durable
immobilization of reagents) and mechanical (i.e., no degra-
dation). Some achievements have been reported in this field
with clay-, zeolite-, and silica-based materials used as elec-
trode modifiers.
Most works have been performed with sol–gel-derived

materials and related organic–inorganic hybrids because

Figure 15. Gas permeable hydrophobic, sol–gel derived composite
ceramic carbon electrodes. The external surface or a limited section
near the bottom part of the electrode is wetted by the electrolyte.
The wetted section can contain fingerlike wetted channels or can be
uniformy flooded by the electrolyte. Reprinted with permission from
[58], L. Rabinovich and O. Lev, Electroanalysis 13, 265 (2001). © 2001,
Wiley–VCH.
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they can be manufactured as robust composites, either
coated on solid electrodes or as bulky composite ceramic–
carbon electrodes. The simplest electrochemical detection
in flow injection analysis (FIA) implies a direct detection
without any pretreatment. It is not surprising therefore that
FIA was mainly involved in determinations based on electro-
catalysis. Examples are available for amperometric detection
at film-based [533, 545, 663–665] and ceramic–carbon com-
posite electrodes [685, 692, 843] doped with an appropriate
catalyst. Other examples include sol–gel-based biosensors
containing immobilized enzymes with or without mediator
[582, 585, 821, 844], and ionophore-bearing ceramic mem-
branes for potentiometric sensing [729, 731]. Electrodes
based on ceramic–carbon composites are the most interest-
ing with respect to FIA because they combine in a single
material high mechanical stability, good conductivity, possi-
ble control of the hydrophobic–hydrophilic balance, stability
in organic medium, and the possibility to immobilize durably
various reactants. These are some reasons that have led to
their use in wall-jet configurations, as new electrochemical
detectors for both liquid chromatography [662, 688, 689]
and capillary electrophoresis (e.g., detection of dopaminer-
gic compounds [666, 668] and carbohydrates [667, 669]).
Some FIA experiments involving detection of clay mod-

ified electrodes have been also reported, involving either
electrocatalysis [845], disposable sensors with adsorption
properties [370, 372], and biosensors [846, 847]. Indi-
rect amperometric detection of zeolite modified electrodes
has mostly been performed under flowing conditions [449,
461, 462] or at the output of a chromatographic system
[458, 465]. Combining on-line preconcentration and voltam-
metric detection at ZME after a selected delay time has
allowed the selective detection of dopamine in the presence
of ascorbic acid [451].

4.4.3. Disposable Sensors
Screen-printing microfabrication technology (Fig. 16) is
widely used for the mass production of highly reproducible,
yet inexpensive, disposable chemically modified electrodes.
This approach has been applied in the field of silica modi-
fied electrodes by preparing sol–gel-derived carbon inks, for
which low temperature curing is compatible with encapsula-
tion of biomolecules [713, 720–725]. An attractive feature is
the possibility to control the microstructure of these strips
by monitoring the sol–gel process, which cannot be realized
using conventional carbon inks [721]. A single-use pH sensor
based on a screen-printed sol–gel ceramic carbon composite

mask

ceramic

squeegee

Ink

isolating
resin

Figure 16. Schematic representation of the screen printing technology
applied to the mass production of disposable electrodes.

comprising zeolite particles was also reported [474]. Zeolite-
containing screen-printed electrodes gave rise to superior
behavior (i.e., less memory effects) than the corresponding
zeolite modified carbon paste electrodes [464]. Clay modi-
fied screen-printed electrodes have been used for detecting
codeine in urine [372] and as humidity sensors [848], while
conventional screen-printed electrodes covered with a clay
film served as detecting pesticides [369, 370].

4.4.4. Potentiometry Detection-Ion sensors
Since the pioneering works demonstrating the usefulness of
either zeolite [511] or clay [849] membranes for the poten-
tiometric determination of alkali-metal cations, and the fol-
lowing report on size-selective detection of sodium ions in
the presence of tetraethylammonium at zeolite A mem-
brane [512], several other potentiometric devices based on
zeolites or clays have been designed. Solid cation-exchange
membrane electrodes, prepared by incorporating stilbite or
bentonite clay and ammonium-phosphomolybdate in a cel-
lulose nitrate inert matrix, were applied to the determina-
tion of the activities of Na+, K+, and NH+

4 [377]. Composite
membranes made of mordenite dispersion into a low vis-
cosity epoxy resin gave rise to a near-Nernstian response
to cesium ions with marked preference over other alkali
metal ions [513, 514]. Optimizing the membrane prepara-
tion procedure, and especially the zeolite–polymer adhesion,
resulted in Nernstian responses [427, 515, 516]. Potentio-
metric detection of surfactants was also performed with the
aid of heterogeneous membranes containing either zeolite
particles [517, 520] or laponite clay [379]. Anion-exchanging
clays were exploited as ionophores in the development of
anion potentiometric sensors [380]. Pure zeolite pressed to
form a solid membrane has been applied to potentiometric
sensing in organic medium [510]. The selectivity of clinop-
tilolite toward ammonium species was otherwise exploited to
carry out the highly selective sensing of ammonium in water
by means of a polymeric membrane comprising the zeolite
deposited on an ion-sensitive field-effect transistor device
[518], its high sensitivity (10 nM detection limit) enabling
its use as the sensing component of a urea biosensor [519].
Finally, one should mention that adsorptive potentiomet-
ric stripping analysis was also performed on a nontronite-
Nafion modified electrode and applied to the detection of
dopamine [300].
Many potentiometric-sensing devices have been reported

dealing with the use of silica-based materials, and especially
organic–inorganic hybrid composites, which exploit the pos-
sibility to immobilize selective ionophores [535, 536, 566,
567, 727–737]. They may involve silica gels grafted with ion-
ized groups and deposited on graphite-epoxy membranes
[727, 728], organically modified silica films coated on con-
ventional electrode surfaces for pH measurement [535, 567]
or K+ determination [536, 566], or as both class I and class II
hybrid layers on ion-sensitive field-effect transistor devices,
in which the ionophore can be simply entrapped in the sol–
gel film [729, 730, 734, 737] or directly attached by covalent
binding to the silica substrate by using an appropriate organ-
otrialkoxysilane [733, 734] (some examples of ionophore-
containing precursors follow). This category belongs to the
leak-free sensors.
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4.5. Electrochemical Biosensors

4.5.1. Basic Requirements
A biosensor is a sensing device made of three components,
a biological detection system, a transducer that converts the
biological recognition into a physicochemical parameter, and
an output system [850]. Most biosensors have been electro-
chemical biosensors, based on the measurement of current,
potential, or charge mobility. An electrochemical biosensor
in an analytical device containing an immobilized sensitive
biomaterial (mainly an enzyme, but also antibody, antigen,
organelles, DNA, whole cells, or tissues) in close contact
with an electrochemical transducer that is able to convert
a biological event into a quantitatively measurable electric
signal. Although an overwhelming number of investigations
have appeared during the last decades, and some successful
achievements have soared, very few “ideal” electrochemical
biosensors were reported, displaying perfect selectivity, ade-
quate detection limit, reversible response in sufficient time,
acceptable robustness, and long-term stability for the target
application.
Therefore, many efforts have been directed to design

new devices for producing electrochemical biosensors
with improved response and enhanced performance. One
will focus later on describing briefly the contribution
of nanostructured silicate-based materials in this field
(e.g., clays, zeolites, sol–gel-processed silica, silica-based
organic–inorganic hybrids). At least three key factors should
be optimized to tend to the “ideal” biosensor. First, the
biomolecule should be durably immobilized in close con-
nection to an electrode surface (to ensure proper electro-
chemical transduction), in a configuration that does not
prevent its biological activity. Second, attention should be
given to ensure fast electron transfer between the electrode
surface and the redox species generated during the bio-
logical event or the redox-active center of the biomolecule

itself; this might require the use of charge transfer mediators
(Section 4.5.3). Third, the electrochemical biosensor should
benefit from a stable response over prolonged periods, which
would imply long-term stability of the biomolecule activ-
ity as well as durable immobilization of all the biosensor
components.

4.5.2. First-Generation Biosensors
The first-generation electrochemical biosensors are those
involving the direct electrochemical detection of the redox
species produced or consumed during the biological recog-
nition event.
Since the discovery of sol–gel bioencapsulation, which

was recently reviewed [149, 177], the versatility of the sol–
gel process to prepare a wide range of materials in vari-
ous configurations (films, CCEs, monoliths, � � � ) entrapping
biomolecules was largely exploited in the realm of elec-
trochemical biosensors. Various enzymes have been encap-
sulated into ceramic matrices, including glucose oxidase,
peroxidase, tyrosinase, and urease, which were then coated
on solid electrodes and applied to the detection of glucose
[577–579, 851], hydrogen peroxide [582, 585], phenols [586,
592], and urea [583, 584], respectively. The film prepara-
tion procedure implies gelification of a starting sol that has
been previously deposited on the solid electrode substrate
by dropping, dip-coating, or spin-coating. Addition of an
organic polymer into the starting sol was often require to
produce crack-free films; poly(ethylene oxide) and poly(vinyl
alcohol)-g-poly(4-vinylpyridine) were widely used to this
end [579, 582–586]. Disposable ceramic-based bioelectrodes
have been also produced [723]. Addition of gold nanopar-
ticles during the film formation resulted in higher sensitiv-
ity and selectivity of the resulting film electrodes because
of their catalytic action [713–716]. Other devices include
the formation of an enzyme layer sandwiched between
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the electrode surface and a ceramic overcoating to pre-
vent enzyme leaching in the external solution [560, 595,
596]. Such bioceramic films coated on electrode surfaces
are promising candidates for implantable biosensors as they
have been found to be biocompatible [852, 853]. One should
also mention that as-synthesized silica particles have also
been used to stabilize enzymes at an electrode surface [776,
854–857], some of them being reported to enhance the
amperometric signals [858, 859].
Clay films were also reported to participate to enzyme

immobilization on an electrode surface. The hydrophilic
character of laponite was exploited for this purpose and
led to the extensive development of both aqueous and
organic phase biosensors directed to the detection of glucose
[306, 309], phenol or catechol [312], cholesterol [304], and
hydrogen peroxide [860]. Some of them also involved clay–
polypyrrole composite films that display improved enzyme
entrapment [307, 310]. Trienzymatic arrangement in a clay
film was recently applied to biosensing of inorganic phos-
phate [315]. Both anionic and cationic clays have been used
together to immobilize urease on an electrode surface, and
the resulting urea biosensor constitutes the first implication
of LDH in the field of electrochemical biosensors [316],
which is expected to grow in the future because of the intrin-
sic electrocatalytic properties of these materials. Electron
transfer processes of redox proteins (C-type cytochromes)
have also been studied at clay modified electrodes [311, 313,
314]. Finally, one should mention the use of zeolite particles
that have been added to enzyme-containing carbon paste
electrodes in order to increase their sensitivity by expos-
ing the enzyme contained in the interior of the compos-
ite electrode, by solution impregnation, as a consequence
of the hydrophilic character of the zeolite [450, 460]. The
effect was less pronounced when increasing hydrophobicity
of the material by dealumination [453]. After an appropriate
hydrothermal treatment, zeolite Y can host small enzymes
such as glucose oxidase and lead to glucose sensing when
deposited as a film onto a platinum electrode [408].

4.5.3. Second-Generation Biosensors
The second-generation electrochemical biosensors are those
involving the use of charge transfer mediators or electroacti-
vated catalysts that act as electron shuttles between the elec-
trode surface and the redox species produced or consumed
during the biological recognition event. These mediators are
often necessary to lower the overpotentials usually observed
during the electrochemical detection of redox species, which
can induce a significant lack of selectivity because of the
presence of other redox-active derivatives in the medium
that may affect the amperometric signal of the biosensor
(interference). Of course, these charge transfer cofactors
must be durably immobilized at the electrode surface, but
they must keep sufficient mobility to play their role as elec-
tron shuttle between the electrode surface and the enzymat-
ically controlled redox species. Various strategies have been
proposed to confine biomolecule–mediator couples at elec-
trode surfaces for biosensing applications.
Because of their ion exchange properties, zeolites and

clays are liable to support positively charged mediators by
electrostatic binding. Both zeolite [576, 578, 642, 653] and

clay [305, 308, 377] particles doped with various mediators
have been coimmobilized with enzymes on electrode sur-
faces or within bulky composite electrodes and subsequently
applied to biosensing. Even if efficient electrocatalysis was
always observed, such kinds of integrated systems suffer
from the lack of long-term stability due to possible leaching
of the mediator into the external solution, as a consequence
of reverse ion exchange with the electrolyte cations.
Silica-based materials and organic–inorganic hybrids are

more promising for such purposes. Organic mediators are
easily introduced in a starting sol which, upon gelifica-
tion and drying, leads to the physical entrapment of them
into a ceramic-based composite material: examples are
available for both thin films on solid electrode surfaces
[577, 591, 592] as well as bulk ceramic–carbon compos-
ite electrodes [700, 701, 706–708]. Operational second-
generation biosensors were also obtained from carbon
paste electrodes in which the enzyme was introduced
together with chemically modified silica gel particles con-
taining adsorbed mediators [649–654]. The mediators simply
adsorbed on or entrapped within silica matrices are sub-
jected to rather weak interactions so that they could undergo
some leaching upon long exposure to solution [659–661].
Two strategies have been suggested to overcome this prob-
lem: (1) the preparation of multilayered electrode systems
(electrode/mediator/enzyme/ceramic) [602–605] or (2) the
covalent bonding of the mediator to the ceramic matrix,
as exemplified with ceramic–ferrocene-based thin film [658]
or carbon composite [702, 703] (Fig. 17). Alternatives to
these approaches involve the attachment of the media-
tor directly to the enzyme [699–701] or to the graphite
particles that constitute the ceramic–carbon composite
electrode [861].

Figure 17. A scheme for glucose oxidase doped and amine-, methyl-,
and redox-modified silicate–graphite composite electrodes. Reprinted
with permission from [702], J. Gun and O. Lev, Anal. Chim. Acta 336,
95 (1996). © 1996, Elsevier Science.
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4.6. Spectroelectrochemistry
and Photoelectrochemistry

4.6.1. Spectroelectrochemical Sensing
and Multimode Selectivity

A very nice application of hybrid films made of inter-
penetrated silica and ion exchange polymers coated on a
transparent electrode has been proposed by the group of
Heineman. It consists in a novel type of sensor based on
spectroelectrochemical techniques possessing three modes
of selectivity [546, 547]. The concept can be described
as follow. A spectroelectrochemical device is constructed
by incorporating attenuated totally reflected (ATR) light
spectroscopy at an optically transparent electrode, which is
coated with a selective film based on an ion exchange silica-
based hybrid material. The two first levels of selectivity are
achieved by conventional spectroelectrochemistry (applied
potential and optical absorbance), while the third one is
provided by the selective film. The latter allows access only
to ionic species of a specific charge whereas it repels the
opposite ones and also acts as a preconcentration layer for
the analyte, which contributes to enhance the sensitivity of
the detection and its detection limit. For the same goal of
improving sensitivity of the optical detection mode, the light
is forced to pass through the entire length of the thin layer
electrode via internal reflection. The analyte partitioned into
the film can undergo electrochemical modulation and the
resulting oxidation or reduction product is optically mon-
itored as the device signal. Selectivity of the detection is
monitored at three levels, by a judicious choice of the coat-
ing material, the electrolysis potential, and the wavelength
for optical sensing.
The concept was first demonstrated for the model

analyte Fe(CN)4−6 , which was detected by monitoring the
transmittance change of the ATR beam resulting from its
electrochemical oxidation after partitioning into a selective
film (Fig. 18). The latter was made of an anion exchange

Figure 18. (b) Series of cyclic voltammograms recorded with a
PDMDDAC-silica (see text for explanation) coated indium–tin oxide
electrode sensor during the uptake of Fe(CN)4−6 . Voltammograms were
recorded by cycling the sensor in 5 × 10−5 M Fe(CN)4−6 (scan rate: 20
mV/s). (a) Absorbance spectrum of the sensor at the positive potential
limit of +0�55 V. (c) Absorbance spectrum of the sensor at the negative
potential limit of −0�30 V. The absorbance measurements were per-
formed in a single-pass transmission geometry (normal incidence) after
the sensor was immersed in 10−3 M Fe(CN)4−6 . Reprinted with permis-
sion from [547], Y. Shi et al., Anal. Chem. 69, 3679 (1997). © 1997,
American Chemical Society.

composite formulated by entrapping poly(dimethyl-
diallylammonium chloride, PDMDDAC) in a cross-linked
silica network [547]. The application of suitable potential
steps or waveforms results in the generation of optically
detectable Fe(CN)3−6 species, the intensity of the ATR signal
being related to the concentration of the starting Fe(CN)4−6
analyte. Selectivity for Fe(CN)4−6 species, in the presence of
a competing electroactive anion [e.g., Ru(CN)4−6 ] that also
displays significant permeation into the film, was obtained
by restricting the electrolysis potential window to the sole
Fe(CN)4−6 oxidation. Alternatively, an appropriate selection
of the wavelength to record the ATR signal can lead to
selectivity for Ru(CN)4−6 species [546]. Selective partitioning
of cations was achieved by using a silicate/polymer com-
posite characterized by cation exchange properties (e.g.,
ion exchange polymer = Nafion), while excluding anions,
leading to, for example, the selective detection of Ru(bpy)2+3
over Fe(CN)4−6 [553]. Good sensitivity in the M to mM
concentration range was achieved. Averaging the optical
response upon continuously cycling the potential resulted
in significant improvement of the signal-to-noise ratio,
contributing therefore to lowering further the detection
limit [552]. Various excitation potential waveforms have
been evaluated and optimized by a simulation program
[555]. Two types of prototype waveguide spectroelec-
trochemical sensors were also developed to replace the
multiple internal reflection optic consisting of the simple
modified ITO (Indian Tim Oxide) electrode/glass substrate
bilayer [557, 561]. The method can be applied to the
detection of nonabsorbing analytes such as ascorbic acid
or ascorbate if an appropriate mediator [e.g., Ru(bpy)2+3 ]
is incorporated in the device [556]. The Re(dmpe)+3 com-
pound [where dmpe = 1,2-bis(dimethylphosphino)ethane]
was also detected by this method [551]. Extension of the
approach to a poly(vinyl alcohol) (PVA)–polyelectrolyte
blend, where ceramic binder was replaced by PVA, was
also described [558]. Further works are still in progress
to extend the scope of applications and to develop field
portable spectroelectrochemical sensors [862].

4.6.2. Electrogenerated Chemiluminescence
and Electrochromism

Electrochemiluminescence is defined as the generation of
light induced by the reaction of an electrogenerated species
with a sensitizer. The complex ruthenium–tris(bipyridine),
which emits light at 610 nm, belongs to this category.
When Ru(bpy)2+3 is incorporated into Nafion–silica com-
posite films [559], chitosan–silica gel membranes [777],
or (polyhydroxyethyl)methacrylate/sol–gel/silica composite
films [780], respectively coated onto solid electrode sur-
faces, electrochemiluminescence can be produced. Very sta-
ble electrogenerated chemiluminescence was observed from
a solid-state device based on Ru(bpy)2+3 encapsulated within
a silica monolith comprising an immobilized ultramicro-
electrode assembly and containing entrapped tripropylamine
as the reductant, because such a device ensures relative
immunity of the reactants to water and oxygen [782, 784].
Luminescence quenching in these systems was suggested to
provide information about the interactions experienced by
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the reactants in the nanostructured silicate host [785]. Clay
modified electrodes prepared with iron-containing clay par-
ticles (montmorillonite K10) were able to promote elec-
trogenerated chemiluminescence in a solution containing
luminol and hydrogen peroxide [287], with enhanced sta-
bility as compared to the nonimmobilized system (Fig. 19).
A linear relation between the signal and the H2O2 was
observed under certain conditions and exploited for the
detection of glucose after further modification with glu-
cose oxidase, with high sensitivity due to the electrocatalytic
action of iron centers in the clay [863]. Finally, it should be
mentioned that no electrogenerated chemiluminescence has
been reported to date at zeolite modified electrodes, even
if zeolites have been used as an immobilization matrix for
chemiluminescent precursors [117].
A persistent and reversible change of color that is

electrochemically induced is ascribed to electrochromism.
Among the wide range of all solid-state smart windows and
switchable displays, those based on sol–gel technology have
received considerable attention [49, 800, 864]. A limited
number of them have been devoted to organic–inorganic
hybrids, based either on the dispersion of organic dyes
within a ceramic matrix (to extend the spectral color change)
or on ceramic–organic polymer composites in which the
organic polymer can be the electrochemically sensitive com-
ponent (e.g., conducting polymer) or the structure-tuning
agent [865–869].

Figure 19. Transient emission spectra recorded with (a) immobilized
luminol and glucose oxidase in a clay modified electrode, for the anal-
ysis of glucose at (i) 1 M; (ii) 10 M; (iii) 100 M; (iv) 1 mM. (b)
Spectra for 2 mM of free luminol and 1 mM of glucose with vari-
ous amounts of glucose oxidase in solution: (i) 20 mg; (ii) 40 mg; (iii)
100 mg, pH 10. Reprinted with permission from [287], C. S. Ouyang
and C. M. Wang, J. Electroanal. Chem. 474, 82 (1999). © 1999, Elsevier
Science.

4.6.3. Photocatalysis
Photoelectrochemistry of molecules in zeolite and clays has
been reviewed [383, 870]. Zeolites and clays are excellent
templates for the fabrication of multicomponent electron
transfer systems. Charge trapping behavior was observed
at both zeolite and clay modified electrodes where spatial
ordering of three redox species was organized [331, 388, 389,
521, 870, 871]. Photodriven catalysis of water splitting was
often realized with using clay particles acting as hosts for
positively charged sensitizers or mediators [36]. Photocat-
alytic reduction of molecular oxygen was performed using
Ru(bpy)2+3 supported on clays and a cobalt complex as the
charge transfer mediator [280, 872, 873]. Zeolites were also
used for photocatalytic purposes. The zeolite AgA modi-
fied electrode immersed in chloride solution results in the
formation of AgCl clusters at the electrode surface, which
enables the photocatalytic oxidation of water to molecular
oxygen due to the electroassisted regeneration of the metal-
lic silver produced during the process [874]. A combined
photochemical and electrochemical study of silver(0)–zeolite
Y exchanged with methylviologen was reported, which was
applied to photoreduction of intrazeolitic methylviologen by
silver clusters stabilized in/on zeolite Y [875]. Electron trans-
fer photocatalysis was demonstrated with Ru(bpy)2+3 /TiO2-
codoped zeolites, for which it was found that the TiO2
nanoparticles located in close vicinity to the zeolite particles
play the role of electron relay to reach the electroactive
species entrapped in the aluminosilicate [468].

4.7. Solid Electrolytes in Power Sources

Solid electrolyte electrochemistry is becoming a wide area
of research, involving the production and characterization of
all solid-state electrochemical devices that have found appli-
cations in various fields and, among them, the power sources
(i.e., batteries, capacitors, fuel cells) [876–879]. Conductivity
in these media is due to ionic motion mechanisms involving
diffusion of charged species in an amorphous liquidlike envi-
ronment [880]. Efforts have been concentrated on increas-
ing the conductivity of solid electrolytes (or to generate new
systems displaying enhanced conductivities). In this respect,
both nanostructured materials [881] and sol–gel approaches
for solid electrolytes [49, 882] offer promising in meeting
several application requirements.
Solid electrolytes based on zeolite–polymer [502, 505, 506,

883] and clay–polymer [884, 885] composites benefit from
the ion exchange properties of the minerals that contribute
to increase the conductivity of ions (e.g., Li+ in lithium bat-
teries). Pure zeolites were also used for this purpose, as a
host for Li+ ions in lithium batteries [504, 505, 507, 508],
for ZnII in zinc-manganese oxide batteries [886], for PbII

in lead-acid batteries [503], for Cu2+ and Zn2+ in a modi-
fied form of the Daniell battery [500], or for Na+ to pre-
pare sodium anodes [887]. Moreover, zeolites are attractive
in manufacturing batteries because of their desiccant prop-
erties, enabling removal of trace water in the device after
assembly of the cell [504]. Dehydrated zeolite crystals were
used as host structures for liquid and/or volatile electro-
chemically active species in designing solid-state batteries
that can be readily applied at room temperature, for exam-
ple, zeolite/iodine or zeolite/sulfur (or selenium) cathodes
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[502, 887, 888]. Zeolite modification of organic cathodes was
recently proposed as a clean technology for improved cycle
life of the zinc-chloranil organic secondary battery [889].
Zeolite-supported noble metal nanostructures have found
applications as catalysts in fuel cell electrodes [890–892].
Zeolites NaX, NaA, and AgA have been used as catalysts in
oxygen–methanol fuel cells [893–895]. Improved efficiency
of methanol fuel cells operating at elevated temperature can
be achieved by inserting a zeolite membrane between the
anode and cathode compartments to prevent the escape of
methanol in the atmosphere [896].
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Even if much of the interest in preparing solid elec-
trolytes by the sol–gel method for application in power
sources relies on electroactive metal oxides (V, Ce, Ru, or
Ti oxides) involving protonic, sodium-, and lithium-based
ionic conductors [49, 50], some achievements have been
reported in the field of silica-based materials. In particu-
lar, organically modified ceramics have been found to be
very attractive for the production of protonic or lithium ion
conductors, because the classically used polymer electrolytes
[mostly poly(ethylene oxide) or Nafion doped with an acid
or a lithium salt] may suffer from some drawbacks (e.g.,
decrease in conductivity due to some crystalline regions
in the material). Several strategies have been reported to
prepare solid electrolytes with high conductivity on the
basis of silica-containing organic–inorganic hybrids. Numer-
ous class I hybrids have been obtained simply by adding
silica particles into a plasticizer doped with protons [740,
743, 746, 747, 753] or with a lithium salt [742, 750, 765].
They always display improved charge transfer properties
as compared to the pure organic polymer doped with the
same ions. An alternative consists of forming a silica net-
work into the plasticizer by sol–gel processing [744, 748,
752]. Even more interesting are hybrids of class II that are
characterized by a covalent bond between the organic and

ceramic components because the sol–gel process allows the
production of solid electrolyte with tailor-made composi-
tion and structure [738, 745, 751, 897–899]. Examples are
given for proton conductors, including poly(allyl sulfonic
acid)siloxane, poly(allyl sulfonamide)siloxane, poly(benzyl
sulfonic acid)siloxane, poly(benzyl sulfonamide) siloxane,
poly(aminopropyl)siloxane, and poly(benzyl sulfonic acid–
diethylbenzene-hexyl)siloxane. On the other hand, lithium-
conducting electrolytes for all solid-state electrochemical
devices have been produced in the form of nanocompos-
ites based on poly(ethylene glycol) or poly(propylene glycol)
covalently attached to a silica network comprising a lithium
salt [759–763, 766]. High ionic conductivity was observed
in these hybrids at room temperature, which was found to
be maximal for a [O]/[Li] ratio of about 15 [761]. Note
that related hybrids based on interpenetrated copolymers of
poly(ethylene, propylene glycol)–polysiloxane that are not
covalently bonded to each other, doped with an appropriate
lithium salt, gave rise to higher conductivities, most prob-
ably because of higher polymer chain mobility contributing
to the overall ionic motion [766]. Proton conductivity can be
induced in these hybrids by replacing the lithium salt with
either peroxopolytungstic acid [764] or monododecyl phos-
phate [749], or with NaClO4 to get a sodium ion conductor
[768].

4.8. Electrochemical Characterization of
Reactions in Nanostructured Materials

4.8.1. Ion Exchange in Zeolites and Clays
Electrochemistry at clay modified electrodes can provide
information on the ion exchange properties of clay minerals.
A temptative model was proposed on the basis of the ver-
miculite modified carbon paste electrode for the preconcen-
tration of silver(I) and copper(II) ions [900]. By considering
a simplified ion exchange process involving the negatively
charged centers in the clay, it was shown how the equilib-
rium constant associated with the ion exchange reaction can
be estimated from the electrochemically determined con-
centrations of metal ions in the clay at the equilibrium.
Variation of current dependence with time is also useful
to characterize metal ion binding on clay materials [353].
In addition, the isopotential points observed by multisweep
cyclic voltammetry at clay modified electrodes have been
used to gain information on ion exchange reaction mecha-
nisms in clays [244].
As the electrochemical behavior of small redox species

at zeolite modified electrodes implies their ion exchange
for the electrolyte cation before the charge transfer is tak-
ing place, the voltammetric response of the electrode is
directly affected by this reaction. This was exploited to
draw the normalized ion exchange isotherm correspond-
ing to the methylviologen–sodium exchange in zeolite Y,
by measuring the equivalent fraction of methylviologen in
the zeolite after equilibration in a solution containing a
selected equivalent fraction of solution-phase methylviolo-
gen (selected MV2+/Na+ ratio) [463]. As only the zeolite
particles located at the electrode surface (few g) contact
the external solution (typically 50 ml) during the experi-
ment, the macroscopic composition of the solution remains
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unchanged during the equilibration process (the MV2+/Na+

ratio in solution is known at any time). The isotherm is
thus constructed very rapidly by plotting the equivalent frac-
tion of methylviologen in the zeolite, which is obtained
by electrochemistry, as a function of the same parame-
ter in solution, which remains constant during the process
because of the very low solid-to-solution ratio. In addition,
accurate determination of intrazeolite diffusion coefficients
can be performed by chronoamperometry at a zeolite-
modified electrode containing partially exchanged electroac-
tive species [411]. This has been demonstrated for silver(I)
in zeolite X and Y, for which the electrochemical activity of
silver ions located in the small sodalite cages requires their
diffusion to the large surpercages and then to the electrode
surface, the former being the rate-determining step. Values
of (2–4) × 10−8 cm2 s−1 have been calculated from simula-
tion of the chronoamperometric curves.

4.8.2. Adsorption on Silica
According to the same protocol applied to characterize ion
exchange in zeolites, the choice of carbon paste electrodes
modified with silica gel enables one to construct adsorp-
tion isotherms for heavy metals (i.e., HgII� on that solid
and related materials [620]. The principle is based on the
electrochemical monitoring of the amount of adsorbed HgII

species as a function of pH. It takes again advantage of the
very low solid-to-solution ratio, which allows one to avoid
the use of buffers to adjust pH (which may induce delete-
rious effects on the sorption processes). By working in the
presence of chloride at a concentration close to that of mer-
cury, it was found that only the HgII species bearing at least
one hydroxyl group were able to adsorb on the silica sur-
face by condensation with the surface silanol groups, in the
form of a surface complex. This is illustrated in Figure 20, by
superimposing typical results of the electrochemical moni-
toring to a diagram depicting the various chemical species in
solution. Similar conclusions have been established for the
binding of HgII species in ordered mesoporous silica, dis-
playing a very high selectivity for this element between pH
4 and 7 [609]. This approach is expected to be applicable
to other systems and especially to the study of complexation
processes on organically modified silicates.

4.8.3. Mass Transport in Clays and Soils
Clay modified electrodes have sometimes been proposed to
serve as a model for the study of mass transport phenomena
that occur in soils. Of course, these media are much more
complicated than pure clay, involving also other minerals,
a large quantity of organic matter, and a huge amount of
microorganisms. In addition to the fact that electrochemistry
performed at clay modified electrodes enables the charac-
terization of adsorption and ion exchange rates in clays (see
Section 3.1), some other investigations have appeared, deal-
ing with systems closer to real geochemical situations.
One example is the study of copper(II) accumulation at

a vermiculite-modified electrode in the presence of organic
ligands in solution [352]. The copper(II) uptake was found
to be affected by these ligands only if they were able to form
a stable complex with the metal ion, otherwise no effect
was observed. Moreover, it has been possible to evaluate by
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Figure 20. Adsorption isotherm obtained by electrochemistry for mer-
cury on silica gel. Data were obtained as a function of pH at a silica-
modified carbon paste electrode after 5 min accumulation from a 1�0×
10−5 M mercury solution in the presence of 1�0 × 10−5 M of chloride;
detection was performed by anodic stripping square wave voltammetry
(in 0.2 M HNO3) after 1 min electrolysis at −0�2 V. Comparison to
the distribution diagram of mercury species, calculated using the PSE-
QUAD software, indicates clearly those species liable to interact with
the silica surface. Reprinted with permission from [620], A. Walcarius
et al., Environ. Sci. Technol. 33, 4278 (1999). © 1999, American Chem-
ical Society.

this approach the interactions between heavy metal ions and
some soil samples by using electrodes modified with soils in
their native form [363]. The soil-modified carbon paste elec-
trode was even suggested as a promising device for on-site
characterization of soils, but great care should be taken with
the various parameters that would affect the electrochem-
ical response in such a complex system, making the inter-
pretation of the results intricate. Another example aims at
understanding the interaction of solutes in clay–humic acid
systems, by comparing the behavior of copper(II) at car-
bon paste electrodes containing either mixtures of clay and
humate or the clay alone [354]. For these systems, depending
on the clay type, the electrochemical response to copper(II)
was useful to distinguish between clays that interact strongly
with humate and those for which no structural changes were
induced by the organic matter. Similarly, it was found that
humic substances reduce access to the inner regions of the
clays by clogging access pores and by competitive binding
cations [266].

5. CONCLUDING REMARKS
Nanostructured materials, such as layered clays, crystalline
zeolites, amorphous or ordered silicas, and silica-based
organic–inorganic hybrids, are attractive solids for the chem-
ical modification of electrode surfaces. This arises from their
interesting intrinsic properties that can be advantageously
coupled to redox processes in designing new applications
(or improving old ones) in various fields, including ana-
lytical chemistry and (bio)sensors, electrocatalysis, materi-
als science, spectroelectrochemistry, and solid electrolytes,
among others. However, even if several successful applica-
tions have been reported, the fundamentals associated with
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the electrochemistry of this kind of material are not fully
understood to date, most probably because of the difficulty
in getting an appropriate model for such heterogeneous
electrode systems. Nevertheless, the enormous potential to
create new nanostructured materials with tailor-made com-
position, structure, and properties will undoubtedly con-
tribute to increasing their applications in electrochemical
science in the near future.

GLOSSARY
Chemically modified electrode (CME) An electrochemi-
cal device integrating an electrode surface and a chemical
reagent or material, enabling to combine its intrinsic
properties with the electron transfer reaction.
Electroactive species Chemical species that can undergo a
charge transfer reaction.
Electroanalysis The involvement of Electrochemistry in
Analytical Chemistry.
Electrocatalysis Concept relying on the methods used to
increase the rate of electron transfer between electroactive
species and an electrode surface.
Flow injection analysis (FIA) Quantitative monitoring of
a target analyte by injection in a flowing stream.
Organic–inorganic hybrid materials Nanocomposites mat-
erials made of inorganic and organic components that are
mixed at the nanometric scale.
Voltammetry Ensemble of electrohemical techniques
based on the measurement of current that is generated
during the application of a particular potential waveform.
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1. INTRODUCTION
In recent years, one of the most interesting and intensely
investigated classes of materials has been that of nanoscaled
magnetic materials. Magnetic nanosized materials that are
based on transition metals may be divided into six main
groups [1]: films with columnar type of crystal structure,
multilayers, granular or so-called inhomogeneous alloyed
films, quasi-granular films, nanocrystalline films, and nano-
wires.
Among the magnetic nanostructure [2] granular films,

which represent nanoinclusions of ferromagnetic material
(Co, Fe, Ni) in dia- (f.e. Cu) or paramagnetic (f.e. Re)
matrix, are extremely promising. Originally, the interest in
inhomogeneous films, formed from alloys of transition met-
als of the iron group with Cu, arose from the possibility
of applying these materials as substitutes for various, cur-
rently used, conventional, magnetoresistive sensors which
are based on permalloy transducers. In comparison with
the latter, these inhomogeneous, granular alloy films are far
more promising due to the fact that they possess, under cer-
tain conditions, an isotropic giant magnetoresistance (GMR)
in addition to significantly lower noise; this latter property is
due to the absence of domain walls in these materials, which
is contrary to the situation for ferromagnetic alloys [3]. How-
ever, quite recently, granular coatings have also come to
be regarded as a material for super-high-density magnetic
recording [4]. In this context, a comprehensive investigation
of these granular films becomes highly appropriate.

A variety of techniques has been applied for the prepa-
ration of these materials including molecular beam epitaxy,
sputtering, vapor deposition, and, later, laser ablation [5–
186]. While these state-of-the-art techniques are very effec-
tive in producing good quality films and multilayers, they
are extremely sophisticated and therefore costly in compar-
ison with the relatively simple technique of electrodepo-
sition (ED) [187–277]. Although ED has been known for
many years, it is only fairly recently that it has been applied
with any great success to the production of magnetic nano-
materials [1–3].

2. GRANULAR FILMS PRODUCED
FROM IMMISCIBLE ELEMENTS

The CuCo system is one which has, in the past, attracted
considerable attention. This is partly due to the fact that at
room temperature there is almost zero solubility of Co in
Cu and the system is therefore well suited as a candidate
for the production of metastable alloys. As early as 1958
Knappwost and Illenger [278] reported magnetic measure-
ments on Co particles precipitated from Cu in bulk samples
and Kneller [279] reported results on thin films of CuCo
evaporated at room temperature. More recently, Berkowitz
et al. [280] and Xiao et al. [281] have observed GMR in
heterogeneous CuCo alloys and thin films, respectively, both
produced by dc sputtering. We also [282–300] have investi-
gated a range of Cu- and Co-based nanogranulars produced
by ED.
In previous works on CoFeP [301] and CoW [302], which

are only partially soluble, and also some other systems where
ED films had been produced under constant deposition con-
ditions, it was found that all films were homogeneous. It
thus seemed likely that in the CuCo system, produced under
similar conditions, we should again obtain the same degree
of homogeneity. However, as we show, in the case of the
CuCo system, we produced samples with a range of inho-
mogeneities.
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The films were electrodeposited onto both Cu- and Al-foil
substrates and also on to ceramic substrates which had pre-
viously been coated with a nonmagnetic layer of NiP. The
electrolytic composition was CuSO4 · 5 H2O—30 g/l, CoCl2·
6H2O—3.3 g/l, H3BO3—6.6 g/l, MgSO4 · 7H2O—23.3 g/l,
CoSO4 · 7H2O—10 to 30 g/l. The composition range of the
samples investigated was obtained by varying the CoSO4
concentration in the electrolyte; all other chemical concen-
trations were held constant. The electrolyte had a pH value
of 6.0 and deposition was performed at 20 �C with a current
density of 5 mA/cm2.
The film composition was determined by both X-ray and

chemical analysis. For the X-ray analysis we used CoK�

radiation with a graphite monochromator and a Dron-3M
instrument. Transmission electron microscope (TEM) mea-
surements were made using an EMV-1004M machine and a
300 keV Jeol 3010 machine with an accelerating voltage up
to 300 keV.
Magnetic measurements, which were mainly made on

films deposited onto Cu substrates, were performed in the
temperature range 2–300 K and in fields of up to 5 T
using a Quantum Design SQUID magnetometer MPMS5.
Fields were applied in the plane of the film and could
be set to an accuracy of ±10−6 T; temperatures could be
controlled to within ±10−2 K. Measurements of magnetic
moment as a function of field for various temperatures
were made, together with the technique of zero-field-cooled
(ZFC) and field-cooled (FC) low-field susceptibility mea-
surements [301–304]. In this latter type of measurement,
the sample was cooled in zero field from room temperature
to 2 K and then a measuring field of 5 mT was applied;
measurements were then made in this constant field while
the temperature was increased. The sample was then cooled
down to 2 K in the same field (5 mT) while, again, measure-
ments were made of the moment.
In order to estimate the diamagnetic contribution of the

Cu substrate, an uncoated substrate of known mass was mea-
sured. Subsequent measurements on ED films were then
corrected for the substrate contribution by weighing the
whole sample and then subtracting off an appropriately
scaled value for the uncoated substrate. It was assumed that
the film itself made a negligible contribution to the total
mass. Measurements were made on the film immediately
after preparation (no anneal) and then after annealing for
30 minutes at 200� 400, and 600 �C. For these anneals, the
samples were sealed-off in quartz ampoules in a vacuum of
better than 10−3 Pa.
Since we wished to make a precise check on the samples

to see whether they satisfied the criteria of SPM, careful
measurements were also made on identical Cu sheets on
which no films had been deposited and also on the actual
substrates used for deposition after mechanically removing
the CuCo film. These results were used to correct for the
effects of the substrate, which made a small contribution to
the SQUID signal, especially at high fields and low temper-
atures. In order to investigate whether the films exhibited
any anisotropy due to the directional nature of their growth,
measurements were also made at 300 K while rotating the
sample from an orientation with the field in-plane to that
with it perpendicular to the plane of the sample.

Four different samples were investigated; their composi-
tions were determined by X-ray and chemical analysis and
the results are given in Table 1. In all samples investigated,
the X-ray diffraction patterns showed distinct lines corre-
sponding to the face-centered cubic (fcc) Cu structure. Only
in one sample, 718, was it possible to detect a very weak
satellite line corresponding to pure Co; this was the sample
with the highest Co concentration. This is understandable
since here we expect the Co inclusions to be the largest of
any of the samples. The presence of only a faint Co line
suggests that the sizes of the Co regions are very small, of
the order 100 nm or less.
Magnetization loops were measured for all samples in

the temperature range from 5 to 300 K; all loops had sim-
ilar characteristics. Some typical results, for sample 715,
are given in Figure 1. The hysteretic behavior at low tem-
peratures, combined with the reversible part of the mag-
netization curve, which extends over a wide field-range
(Fig. 1a), suggests that we have a mixture of ferromagnetic
and superparamagnetic particles, whereas at higher temper-
atures (Fig. 1b) above the blocking temperature, we observe
only superparamagnetism. It is also important to note, in
this context, that no sample could be magnetically saturated,
even at a temperature of 5 K and the maximum applied field
of 5 T.
The temperature dependence of the remanence (Fig. 2)

is different from that observed by Thompson et al. [305] in
CoAg alloys in that, in the present work, we observe curves
of continuously varying slope which also differ from sample
to sample. This suggests that we have a range of blocking
temperatures, depending upon the Co concentration. We
have attempted to estimate the maximum blocking tempera-
ture for each sample by extrapolating the remanence curves
to zero; the maximum blocking temperature increases with
increasing Co concentration. The fact that all the remanence
curves, except that for sample 718, show strong curvatures
suggests a range of blocking temperatures for each sample
and a corresponding range of particle sizes present in the
films, which we are able to control by varying the deposi-
tion conditions. This also indicates, in our opinion, that we
have been successful in producing, immediately after depo-
sition, inhomogeneous alloy systems. The linear variation of
the remanence for sample 718 suggests an approximately
uniform size of particles in that film.
Earlier work on the system CoNi (Ni 40 to 70 at%)

has shown that Co retains its hexagonal close packed (hcp)
structure, whereas small additions of Fe cause the fcc phase

Table 1. Summary of the results obtained for a series of CuCo films
produced by electrodeposition.

TB�Kc Diameter
Sample (K) (nm) at% Co

725 55+ 5 7�6 6
722 80± 10 8�7 8
715 210+ 20 12�0 11
718 260± 25 12�8 20

Note: The values quoted for the Co concentrations are the averages of chemical
and X-ray analyses.

Source: Reprinted with permission from [282], H. J. Blythe and V. M.
Fedosyuk, J. Phys. Status Solidi A 146, 1113 (1994). ©1994, Wiley-VCH.
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Figure 1. Typical reduced magnetization curves for sample 715: (a) 5 K,
(b) 300 K. Reprinted with permission from [282], H. J. Blythe and V. M.
Fedosyuk, J. Phys. Status Solidi A 146, 1113 (1994). © 1994, Wiley–VCH.

to be stable [287]. We believe that an amount of the order of
3 to 5 at% of Cu is sufficient to stabilize the fcc phase and
it thus seems very likely that, in our present measurements,
the Co is in the fcc phase.
In order to estimate the maximum particle size in each

sample, we have used the well-known expression [307]
KAv = 25kBTB, where KA is the anisotropy energy density,
v is the critical particle volume, and TB is the blocking tem-
perature. A value of KA appropriate for fcc Co has been
assumed [308]. The results are summarized in Table 1.
The temperature dependence of the magnetization is

given in Figure 3. It is interesting to note that for the sam-
ple with the highest Co concentration, 718, it is quasi-linear.
Such a linear dependence of magnetization on tempera-
ture can be an indication of two-dimensional magnetism
[309]. This suggests that the ferromagnetic inclusions of Co
in the Cu matrix could be in the form of long needlelike
inclusions.

2.1. Electrodeposited Cu0�94Co0�06 Film
by SQUID Magnetometry

In order to be able to optimize the parameters which control
GMR, it is essential to have a basic understanding of the
physical properties of these systems. Also, for any potential

Figure 2. Temperature dependence of the remanence for the various
samples investigated; values have been normalized with respect to the
magnetization at 3 T and 5 K. (1) 718, (2) 715, (3) 722, (4) 725.
Reprinted with permission from [282], H. J. Blythe and V. M. Fedosyuk,
J. Phys. Status Solidi A 146, 1113 (1994). © 1994, Wiley–VCH.

Figure 3. Temperature dependence of the magnetization of the various
samples investigated as measured in a field of 3 T and normalized to
their values at 5 K. (1) 718, (2) 715, (3) 722, (4) 725. Reprinted with
permission from [282], H. J. Blythe and V. M. Fedosyuk, J. Phys. Status
Solidi A 146, 1113 (1994). © 1994, Wiley–VCH.

application, it is a great advantage if the system is not only
relatively easy to fabricate but also consists of readily avail-
able elements. The CuCo system is one which exhibits GMR
and, in the past, this system has been widely investigated.
More recently, there have been a number of measurements
reported on thin films of granular or multilayer CuCo sam-
ples. These, however, have almost all been prepared by such
techniques as sputtering [310, 311], melt spinning [312, 313],
and laser ablation [314] or various types of deposition involv-
ing high-vacuum conditions. All the above-mentioned prepa-
ration methods are relatively complicated or expensive. In
contrast to this, up to the present time, almost no one has
used ED for the preparation of thin films of inhomogeneous
alloys, despite the great advantages of simplicity and cost.
In an earlier section we have demonstrated the possibil-

ity of producing heterogeneous Cu1−xCox alloyed films by
the technique of ED using conditions of constant current
(i.e., the nonpulsed regime). These films were heteroge-
neous immediately after deposition and no postdeposition
annealing was necessary. This fact is in marked contrast
not only to films produced by other techniques but also to
films produced using ED by other workers [315], where it
has been necessary to subject samples to a heat treatment
before they were in an inhomogeneous state. It should also
be mentioned, perhaps, that recently Alper et al. [316] have
observed GMR in short-period Cu/Co–Ni–Cu superlattices
grown by ED. Our films [9, 10] consist mainly of Co-rich
particles in the Cu matrix for x ≤ 0�06–0.50 and Cu particles
in a Co matrix for x ≥ 0�50 [316].
In the present part of this chapter magnetic measure-

ments on the alloy Cu0�94Co0�06 will be reported. In view of
the results of other workers on similar systems with com-
parable Co concentrations [305, 313, 317], it seemed likely
that we could expect to produce a film which exhibits pure
superparamagnetism (SPM). However, we find this not to
be the case and have to consider interaction effects. These
interactions will clearly increase with increasing Co concen-
tration.
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Figure 4 shows the high- and low-field hysteresis loops
measured at 5 K. It is important to note that, even at a
temperature of 5 K and an applied field of 5 T, the sam-
ple could not be magnetically saturated. Figure 5 shows the
temperature dependence of the remanence as determined
from the hysteresis loops. An extrapolation of this curve to
zero remanence gives a value of 55 ± 5 K for TB, the max-
imum blocking temperature of the sample. This result is in
excellent agreement with the previous value quoted for an
identically prepared film [282] and is a good indication of
the reproducibility of our samples.
Figure 6 gives the magnetization measurements for a sam-

ple measured at 150, 200, 250, and 300 K, temperatures
which are well above the maximum blocking temperature of
the film. These data have been corrected, as mentioned ear-
lier, for the diamagnetic contribution of the Cu substrate.
At these temperatures, no hysteretic effects were observed
and, again, saturation is not achieved. This nonsaturation,
even at 5 K, we interpret as being evidence for the exis-
tence of a wide range of particle sizes in the sample. At low
temperatures and high fields, the relatively large particles
will saturate, but if very small Co clusters and isolated Co

Figure 4. Hysteresis loop for a Cu0�94Co0�06 film measured at 5 K.
(a) High field, (b) low field. The magnetization has been normalized to
its value at 5 T. Reprinted with permission from [283], H. J. Blythe and
V. M. Fedosyuk, J. Phys. Condens. Matter 7, 3461 (1995). © 1995, IOP
Publishing.

Figure 5. Temperature dependence of the remanence for a Cu0�94Co0�06
film as derived from the corresponding hysteresis loops where a field
of 5 T was applied at each temperature. The remanence is normalized
to its value at 2 K. Reprinted with permission from [283], H. J. Blythe
and V. M. Fedosyuk, J. Phys. Condens. Matter 7, 3461 (1995). © 1995,
IOP Publishing.

atoms are present in the Cu matrix, they will give rise to the
observed nonsaturation, even in a field of 5 T.
As is well known, there are two experimental conditions

which have to be satisfied for true SPM: first, there must
be no hysteresis loop above the maximum blocking temper-
ature and, second, the magnetization curves must superim-
pose when plotted as a function of reduced field (i.e., as
a function of H/T ). In order to test this second criterion,
in Figure 7 we plot such curves. It can be seen that the
curves do not superimpose, even after correction for the

Figure 6. Magnetization of a Cu0�94Co0�06 film as a function of the mag-
netic field. The results have been corrected for the contribution of the
diamagnetic Cu substrate and are normalized to the value of the mag-
netization at a temperature of 300 K and a field of 5 T. Reprinted with
permission from [283], H. J. Blythe and V. M. Fedosyuk, J. Phys. Con-
dens. Matter 7, 3461 (1995). © 1995, IOP Publishing.
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Figure 7. Magnetization of a Cu0�09Co0�06 film plotted as a function of
reduced field; the magnetization has been normalized to its value at a
temperature of 300 K and a field of 5 T. The data are from Figure 6.
Reprinted with permission from [283], H. J. Blythe and V. M. Fedosyuk,
J. Phys. Condens. Matter 7, 3461 (1995). © 1995, IOP Publishing.

diamagnetic contribution of the Cu substrate. We thus con-
clude that here we are not dealing with a sample which
exhibits pure SPM. This means that we have to consider
magnetic interactions between particles.
An analysis of the remanence curve of Figure 5 gives us a

further method of obtaining information about our sample.
By taking the derivative of this curve, we are able to gain
information about the energy barrier distribution within the
sample [301] which, in turn, is related to the particle size
distribution. Figure 8 shows the derivative of the remanence
of curve of Figure 5. This indicates a wide distribution of
energy barriers. These energy barriers to magnetic reversal
of moments in real systems are influenced by effects such as
interactions between SPM particles, the presence of inter-
acting spin–glass structures, and variations in KA due, for

Figure 8. Derivative of the temperature dependence of the remanence
for a Cu0�094Co0�06 film. The data are from Figure 5. The curve given is
a guide for the eye only. Reprinted with permission from [283], H. J.
Blythe and V. M. Fedosyuk, J. Phys. Condens. Matter 7, 3461 (1995).
© 1995, IOP Publishing.

example, to localized strain at defects and boundaries. How-
ever, the experimental points show no evidence of a peak
within the temperature range of our measurements and pre-
sumably the maximum occurs below the lower limit of the
measurements. This suggests that the peak in the curve rep-
resenting particle size distribution corresponds to a blocking
temperature below 2 K.
As a further means of investigating the range and dis-

tribution of blocking temperatures, we have measured the
moment (effectively the initial susceptibility) in a small, con-
stant applied field, in this case 5 mT, after zero-field cooling
the sample from well above the maximum blocking temper-
ature. Measurements were then made at increasing temper-
atures from 5 to 300 K. We then field cooled the sample,
still at 5 mT, measuring from 300 to 5 K. Such measure-
ments have been found to be extremely sensitive to par-
ticle interactions [303, 304, 328, 329] and are also a good
method of investigating the energy barrier distribution. The
results of these measurements are shown in Figure 9. The
position of the bifurcation between the two curves (250 K)
is an indication of the maximum blocking temperature,
whereas the position of the peak in the ZFC curve gives us
a value of 35 K for the mean blocking temperature.
According to Bean and Livingstone [307], we may use the

now well-known expression KAV = 25kBTB to make an esti-
mate of particle size. This expression assumes that the parti-
cles, of volume v, exhibit uniaxial anisotropy and it is based
on a measuring time of 100 s, which is of the same order of
magnitude as the SQUID measuring time. If we now assume
that the Co-rich particles are present in the matrix as an fcc
phase [282] and take a value for KA of 5�55× 1017 eV cm−3

[320] (the exact value of KA is somewhat arbitrary, since
it is strongly temperature dependent and also presumably
shape and strain anisotropies play an important role), we
are able to estimate the particle diameter corresponding to
the maximum blocking temperature of 55 K, derived directly
from the remanence curve (Fig. 8) to be 7 nm, whereas the

Figure 9. Magnetization of a Cu0�94Co0�06 film as measured in a field of
5 mT. The lower curve is for the film initially cooled to 5 K in zero
magnetic field (ZFC), while the upper curve is for the sample cooled
in the measuring field 5 mT (FC). The results are normalized to the
value of the magnetization at 300 K. Reprinted with permission from
[283], H. J. Blythe and V. M. Fedosyuk, J. Phys. Condens. Matter 7, 3461
(1995). © 1995, IOP Publishing.
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mean particle diameter, which is related [302] to the peak
in the ZFC curve (35 K), we find to be 6 nm. Finally, the
maximum particle diameter, according to the position of the
bifurcation in the ZFC/FC curves, is found to be 12 nm.
This discrepancy is not unexpected, since we are applying
different measuring techniques and also both the shape of
the ZFC curve and the temperature at which the bifurca-
tion occurs are dependent upon measuring field. A similar
variation has also been observed by other workers [301].
The present results are in good qualitative agreement with
the measurements of Dieny et al. [313] on melt-spun CuCo
samples.
The apparent wide range of particle sizes, according to

the ZFC/FC measurements, may be due to the fact that, in
the present system, we have to take particle interactions into
account. Such interactions may effectively increase the parti-
cle size via a coupling mechanism between particles (i.e., two
particles, while metallurgically separate, may experience a
ferromagnetic coupling, thus behaving magnetically as a sin-
gle particle). There is also the possibility, as a consequence
of the method of film preparation, that we have nonspherical
particles which are elongated in the direction of the film
growth. This seems unlikely, however, as an investigation
of the variation of magnetization of the film as a function
of the angle between film plane and applied field showed
the magnetization to be independent of orientation when
demagnetizing effects had been allowed for.
The origin of the peak of the ZFC curve lies in the

increase in the fraction of particles that become unblocked
with increasing temperature, while simultaneously their
value of susceptibility decreases due to thermal fluctuations.
This ZFC curve is reproducible but irreversible, in contrast
to the FC curve which is both reproducible and reversible.
This is because, whereas the shape of the ZFC curve is
determined by blocking effects (and is also, strictly speak-
ing, dependent on both field and time) plus the effects of
particle interactions, when we cool the sample in a field and
measure in a steady field, as the temperature is reduced
the particles are blocked so as to be aligned in the field.
Thus, even though a particle is below its blocking temper-
ature, it will still make its full contribution to the magnetic
moment of the sample. Hence, we are able to use the FC
curve to investigate the influence of particle interactions in
the absence of blocking effects.
The temperature dependence of the reciprocal of the ini-

tial susceptibility as measured in a field of 5 mT and after
FC is shown in Figure 10. At high temperatures there is an
almost linear dependence on temperature and, by extrapo-
lation of the high-temperature region to zero, we obtain a
positive interaction temperature, Tint, of 20± 2 K. Following
the remarks of O’Grady et al. [301] we treat this determina-
tion with some caution. However, it does indicate that of the
two distinct contributions of particle blocking and interac-
tions, the latter is the dominant process. We have obtained
an estimate of 1�72×10−3 eV for the interaction energy sim-
ply by equating it to kBTint. This value is comparable to the
value of 4�3 × 10−2 eV for the anisotropy energy assuming
the value of KA quoted earlier.
Childress and Chien [311] have also investigated the

Cu1−xCox system, producing samples using magnetron sput-
tering. For values of x in the range 0.10 to 0.20, the ZFC/FC

Figure 10. Temperature dependence of the reciprocal of the reciprocal
susceptibility, normalized to its value at 300 K, for a Cu0�94Co0�06 alloy;
the data are from Figure 9. Reprinted with permission from [283], H. J.
Blythe and V. M. Fedosyuk, J. Phys. Condens. Matter 7, 3461 (1995).
© 1995, IOP Publishing.

curves are very similar to our present results, apart from the
fact that our ZFC/FC curves do not coalesce, due to the
presence of blocked SPM particles. The nearly flat FC curve
below 15 K observed by Childress and Chien is very similar
to the FC curve found in the present work and this gener-
ally constitutes the signature of a spin–glass transition. Any
regions of the matrix exhibiting spin–glass behavior will, of
course, contribute to the remanence below this temperature
and affect energy barrier distribution measurements.
For more concentrated alloys, it is expected that the inter-

action temperature, Tint, and the corresponding interaction
energies will be considerably enhanced. Such investigations
on Cu1−xCox with values of x in the range 0.08 to 0.85 will
be reported in the next sections.

2.2. Annealing Effect

There are several important factors which influence the
GMR behavior of heterogeneous films. These include the
size, separation, and distribution of the magnetic particles
in the nonmagnetic matrix, together with the composition
profile in the vicinity of the interface of the particles. All
of these parameters are sensitive not only to the method
of preparation but also to the influence of anneal, since in
metastable, immiscible systems this generally initiates the
precipitation and subsequent growth of the small particles
and also affects their composition. Indeed, in most of these
systems, the maximum value of GMR is only attained after
anneal. Clearly then, it is essential to have a basic under-
standing of the magnetic behavior of these materials on
anneal.
In the previous section we have reported on the mag-

netic behavior of the thin CuCo films produced by ED and
have shown that, even at such a low Co concentration as
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Cu94Co6, the film does not exhibit pure SPM but that inter-
action effects have to be considered. In the present chapter,
we have investigated the influence of anneal on the mag-
netic properties of the film, since the physical properties
of these films, and fine-particle systems generally, depend
strongly upon their method of preparation and the resulting
microstructure.
A transmission electron diffraction pattern from an unan-

nealed sample is shown in Figure 1la, together with a
key to the main reflections present. Reflections from at
least two fcc phases may be identified with lattice param-
eters of 0�362 + 0�002 and 0�424 + 0�002 nm. The for-
mer corresponds—within experimental error—to that of Cu
(0.3615 nm). The second phase is more problematic in that
the estimated lattice constant falls midway between that of
Cu2O (0.4220 nm) and CoO (0.4260 nm) which differ by
only 1%. It seems certain that the second set of reflections
arises from one of these oxides but, in view of the experi-
mental error involved, it is not possible to decide between
them. However, the disproportionate content of Cu in the
samples naturally favors an oxide of this metal. Cu2O is a
stable oxide whose growth could possibly be promoted in
the aqueous environment in which the films were prepared.
Since the oxide was not detected with X-ray diffraction, a
technique which samples the bulk, it seems more likely that
the oxidation is a surface phenomenon, perhaps encouraged
by the ion-milling thinning procedure.
Some other comments are worthy to note with regard to

Figure l2a. The oxide rings are of more uniform intensity
than the Cu rings—which are distinctly spotty—suggesting
that the grain size of the former is much smaller. It will
be noticed from the indexing that some rings of each phase
either overlap or have very similar d spacings. Consequently,

Figure 11. Electron diffraction patterns of (a) “as-received” and
(b) annealed films of Cu94Co6. The unprimed reflections are common
to both films, namely oxide reflections—1: (1 1 1); 2: (200); 5: (220);
7: (311); 8: (222) and copper reflections—3: (111); 4: (200); 6: (220);
9: (3 1 1). The primed reflections are unique to one or other of the
film. The annealing temperature was 600 �C. Reprinted with permis-
sion from [284], H. J. Blythe et al., J. Mater. Sci. 31, 6431 (1996). © 1996,
Kluwer Academic Publishers.

Figure 12. Bright-field micrographs of “as-received” sample of
Cu0�94Co0�06. The central portion of (a) is shown at higher resolution in
(b). Reprinted with permission from [284], H. J. Blythe et al., J. Mater.
Sci. 31, 6431 (1996). © 1996, Kluwer Academic Publishers.

the separation of each phase with dark-field microscopy is
rendered more difficult. Finally, even after the identification
of Cu and Cu2O, some low-angle reflections could not be
accounted for. The intensity of these rings varied from point
to point on the sample.
The failure to observe reflections attributable to either fcc

or hcp Co is not surprising in the light of previous work. In
his seminal paper Kneller [279] concluded that evaporated
films comprise a metastable disordered fcc phase; no dis-
tinct Co reflections were observed. More recently, Rabedeau
et al. [321] could detect the presence of segregated spherical
Co clusters in unannealed co-evaporated Co0�16Cu0�84 films
(but not sputtered films) only by small-angle X-ray scatter-
ing at grazing incidence; electron microscopy and conven-
tional diffraction techniques proved ineffective. Similarly,
Yu et al. [322] observed no Co reflections from melt-spun
Co15Cu85 or Co5Cu95 alloys and Wan et al. [323] failed to
detect diffraction lines from Fe in FeAg sputtered films.
Moreover, since the Co content of our films is so low, it is
likely that even if phase segregation were to occur, it would
not be detectable with electron diffraction.
Figure 12a is an electron micrograph of an unannealed

specimen and reveals some interesting features. Several
large areas are seen which have either dominant light
or dark contrast separated by well-defined boundaries.
These gross variations of contrast are not due to thick-
ness gradations but rather to diffraction contrast. Dark-field
microscopy indicates that they are associated with Cu rings
and we suggest that they are a reflection of the underlying
grain structure of the Cu substrate which, in some areas, is
replicated directly into the electrodeposited film. Evidence
for this phenomenon has recently been reported by Daniel
et al. [324]. Such areas possessing some degree of com-
mon crystallographic texture would account for the spots on
the Cu reflections (Fig. 11a). Further confirmation of these
ideas comes from high-resolution micrographs which show
the direction of lattice planes to be roughly conserved within
a particular area of dark or light contrast.
Within the large Cu grains are found smaller features

varying in extent up to 50 nm. While it might be tempting
to associate these features with clusters of Co or Co-rich
material, the factors discussed above preclude this possibil-
ity. Their size, irregular shape, and strong contrast suggest
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that they are small crystals rendered visible through conven-
tional diffraction contrast and, indeed, dark-field microscopy
shows that they are grains of oxide (Cu2O). Such a range
of grain size is consistent with the continuous nature of the
diffraction rings. In Figure 12b, at much higher magnifica-
tion, it can be seen that the edges of the oxide grains are
not well defined but somewhat diffuse.
The electron diffraction pattern of an annealed sample is

shown in Figure 11b—below that of the unannealed sam-
ple in order to facilitate comparison. Again, reflections from
the two phases noted previously are present, although it
should be remarked that the oxide rings now contain some
spots. On the other hand, the prominent, unidentified, low-
angle reflections in Figure 11a have vanished, although two
other rings with “d” spacings of 0.283 and 0.162 nm are
present. These correspond, within 1.5%, to the (220) and
(422) reflections of Co3O4, which also has an fcc structure.
In view of the comparatively large discrepancy, we do not
place undue confidence on this identification, particularly
as other rings which might be expected from this phase
are absent. As with the as-received samples, the intensity
of these extra rings depends on the particular area viewed.
Again, no reflections from Co (either fcc or hcp) could be
detected.
It proved difficult to prepare uniformly thin samples from

annealed foils; when examined in the microscope, the spec-
imens portrayed a distinctly lumpy or pebbly aspect. This
is illustrated in Figure 13a and b which is a pair of micro-
graphs taken from a heavily etched area of material close
to the perforation in the foil. An attempt was made to iso-
late an oxide reflection to give the dark-field image shown
in Figure 13b. Some prominent oxide particles are revealed
in strong contrast: these are larger (>100 nm) and better
defined than in the unannealed state, an observation that
accords with the spots on the oxide rings. Other, smaller
contrast features (down to 1 nm) are also evident, particu-
larly in the dark-field micrograph. These are frequently asso-
ciated with a larger oxide grain and the presumption must
be that they are of this phase rather than, say, a Co clus-
ter. The most obvious reason for the nonuniform thickness

Figure 13. Bright-field (a) and dark-field (b) micrographs of a sample
of Cu0�94Co0�06, annealed at 600 �C. The particles diffracting in (b) are
oxide. Reprinted with permission from [284], H. J. Blythe et al., J. Mater.
Sci. 31, 6431 (1996). © 1996, Kluwer Academic Publishers.

is preferential etching of the Cu (vis-à-vis oxide) during the
ion-milling process.
In thicker regions of the specimen, areas of the Cu matrix

dominate, as is shown in Figure 14a. The large circular
patches to the left and right sides of the micrograph are
the result of thickness variations. Of more interest are the
smaller, weaker contrast features, roughly circular in form
and of fairly uniform size (ca. 4 nm), which are clearly vis-
ible over the entire micrograph. At higher magnification
(Fig. 14b) the small patches remain discernable but the lat-
tice planes of the alloy are also resolved. As expected, these
retain the same direction throughout the matrix grain and
also pass through the darker contrast regions. These regions
may be a postmilling artifact but it is also possible that they
are the products of a clustering process; they have the shape
and size observed by Rabedeau et al. [321]. Moreover, they
are coherent with the main lattice and so will not give rise to
separate reflections, which is in agreement with experiment.
However, a problem does arise with this interpretation in so
far as Co has a smaller atomic scattering factor for electrons
than Cu. Hence, a local excess of Co atoms should result
in a diminution of electron scattering, whereas the opposite
situation appears to prevail here.
It must be admitted that the inconclusive outcome of

the electron microscope investigations with regard to the
presence of clusters is disappointing, particularly so as the
interpretation of the magnetic results (below) is predicated
on their existence. This ambivalence of testimony does, how-
ever, accord with previous literature. As stated above, Rabe-
deau et al. [321] were unable to obtain direct, electron
microscope confirmation of Co-rich clusters in as-prepared
and annealed films of a Cu0�16Co0�84 alloy—although they
yielded to an alternative technique. On the other hand,
Berkowitz et al. [325] do claim to observe microscopically
such clusters in annealed, sputtered Co0�19Cu0�81 films. In
their report [325] on sputtered Cu0�22Co0�78 granular films,
they clearly show bright-field micrographs of Co granules
about 10 nm in diameter embedded in an Ag matrix. In this
case, the dissimilar scattering factors for Co and Ag lend
themselves more easily to microscope observation than Co
and Cu. It is of interest to note that in these CoAg films,
the Co granules which have the lower scattering factors are
in dark contrast. On this basis, the small, dark features in
Figure 14b could be clusters of Co-rich material. The weak
contrast may be due to low crystalline order as suggested by
Wan et al. [323] in their study of FeAg alloys.
Figure 15a shows the variation of remanence as a function

of temperature for a Cu94Co6 sample. These results were

(a) (b)20 nm 3 nm

Figure 14. Bright-field micrographs of a sample of Cu0�94Co0�06
annealed at 600 �C, showing weak contrast features (a). In (b) the Cu
lattice fringes traverse the weak contrast features. Reprinted with per-
mission from [284], H. J. Blythe et al., J. Mater. Sci. 31, 6431 (1996).
© 1996, Kluwer Academic Publishers.
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Figure 15. Temperature dependence of the remanence for an unan-
nealed Cu94Co6, film (a). The values of remanence are derived from
the corresponding HLRs where a field of 5 T was applied at each tem-
perature (b). The values of TRM are derived by applying a field of 5 T
at 2 K, removing the field, and then slowly warming up the sample.
In both experiments, the remanence is normalized to its value at 2 K.
Reprinted with permission from [284], H. J. Blythe et al., J. Mater. Sci.
31, 6431 (1996). © 1996, Kluwer Academic Publishers.

determined from the appropriate hysteresis loops, when a
field of up to 5 T was applied at each temperature. We shall
refer to these measurements of remanence as hysteresis loop
remanences (HLRs). The maximum blocking temperature,
TB, of the sample is determined as being that temperature
at which the extrapolated remanence intercepts the temper-
ature axis; for the unannealed sample, this yields a value of
TB equal to 55± 5 K.
It is interesting to compare this temperature dependence

of the remanence, and the associated maximum blocking
temperature, with that determined from a different, but
commonly employed, technique. Figure 15b shows the tem-
perature dependence of the so-called thermoremanence
(TRM) of the same sample. These data were obtained by
cooling the sample from room temperature to 2 K in zero
field, applying a field of 5 T at this temperature, removing
the field, and measuring the remanence. The sample was
then slowly warmed up to room temperature, measuring the
residual magnetization (TRM) without any reapplication of
the field.
In contrast to the previous determination of the temper-

ature dependence of the remanence (HLR), it is not easy
to draw conclusions about the maximum blocking temper-
ature, since the sample shows a small but finite value of
remanence even at 300 K. Such different behavior is also
seen in more concentrated CuCo alloys [296–298]. However,
it is not suggested that this behavior is a characteristic of
the CuCo alloy system but rather that it is general feature
of the two different types of measurement. However, to the
best of the authors’ knowledge, attention has not previously

been drawn to this effect by making both types of measure-
ment on the same sample. We attribute the difference in
behavior of the two types of measurement to the influence
of interaction effects since, clearly, in the absence of inter-
actions, we should expect a coincidence between them. It is
possible that, in the TRM measurement, when the external
field is initially removed at the lowest temperature, the small
magnetic particles are able to orient their magnetizations in
such a manner as to form flux-closure loops which, never-
theless, give rise to a finite remanence; the associated energy
has both a local and a global minimum. If the temperature
is now increased without the application, and subsequent
removal, of a field, these energetically, initially favorable
configurations are undisturbed and remain in a metastable
or local, as opposed to a global, energy minimum, which is
only attained after a field cycle in a full hysteresis loop.
Figure 16 shows the variation of HLR as a function of

anneal. In this sequence of measurements, the remanence
was measured from a starting temperature of 5 K. On anneal
at 200 �C, there is an increase both in the HLR at any tem-
perature and also in the corresponding maximum blocking
temperature to 100 ± 10 K (i.e., above this temperature,
the sample exhibits SPM). There is also a corresponding
increase in the value of the TRM at any given temperature.
Further anneals at 400 and 600 �C result in strong

increases in the remanence, with the HLR exhibiting a finite
value at 300 K; the coercivity also exhibits a similar strong
increase on anneal. This behavior is in general agreement
with the work of Dieny et al. [327] who, in an investigation
of melt-spun CuCo ribbons, found a particle size of 25 nm
after a 10 mm anneal at 950 K. They also observed a dras-
tic increase in the magnetization on annealing between 650
and 750 K, which they were able to associate with structural
changes in their ribbons due to the coalescing and formation
of larger Co precipitates.
Figure 17 shows the high- and low-field hysteresis loops,

measured at 5 K, of a Cu0�94Co0�06 film both before any
anneal and also after a final anneal at 600 �C. For the unan-
nealed sample, a very narrow loop is observed, together with
nonsaturation of the magnetization, even in a field of 5 T.
On anneal at intermediate temperatures, there is a gradual

Figure 16. Temperature dependence of the remanence (HLR) for a
Cu0�94Co0�06 sample as a function of anneal. Values are normalized
to that of the unannealed sample at 5 K; 1—no anneal, 2—200 �C,
3—400 �C, 4—600 �C. Reprinted with permission from [284], H. J.
Blythe et al., J. Mater. Sci. 31, 6431 (1996). © 1996, Kluwer Academic
Publishers.
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Figure 17. Hysteresis loop for an unannealed Cu0�94Co0�06 film mea-
sured at 5 K: (a) low field, (b) high-field. The magnetization has been
normalized to its value at 5 T for the unannealed sample. 1—No anneal;
2—600 �C. Reprinted with permission from [284], H. J. Blythe et al.,
J. Mater. Sci. 31, 6431 (1996). © 1996, Kluwer Academic Publishers.

change in the shape of the loop. The hysteresis loop after
anneal at 600 �C is much squarer and has a larger area, and
the magnetization saturates in a field of about 1 T. There is
also a marked increase in the value of the magnetization at
any given field.
Figure 18 gives the variation of magnetization of a sam-

ple as a function of applied field, at a temperature of 5 K

Figure 18. Magnetization of a Cu0�94Co0�06 film as a function of the mag-
netic field and measured at a temperature of 5 K. The results have
been corrected for the contribution of the diamagnetic Cu substrate and
are normalized to the value of the magnetization for the unannealed
sample at a temperature of 300 K and a field of 5 T. 1—No anneal;
2—200 �C, 3—400 �C; 4—600 �C. Reprinted with permission from
[284], H. J. Blythe et al., J. Mater. Sci. 31, 6431 (1996). © 1996, Kluwer
Academic Publishers.

and its variation on anneal. The behavior gradually changes
from nonsatuation, in the case of the unannealed sample, to
a state where saturation is achieved in the 400 and 600 �C
annealed samples in gradually lower values of applied field.
Previous measurements on the unannealed sample [283]
showed that even at temperatures in the range 150 to 300 K,
temperatures well above TB (55 ± 5 K), the films did not
exhibit pure SPM, since plots of magnetization as a function
of reduced field �H/T � did not superimpose; such scaling is
a crucial test of SPM. This behavior correlates well with the
observation of a finite remanences (TRM) even at 300 K in
unannealed samples (Fig. 15b) and which we have earlier
attributed to interaction effects.
Our interpretation of the results is based on the fact

that in the unannealed sample, there must be a distribution
of Co-rich particles in the Cu-rich matrix, notwithstanding
the lack of direct evidence from TEM or diffraction. These
particles have blocking temperatures which range from well
below the minimum temperature of 2 K attained in the
present work, and corresponding to both isolated Co atoms
and very small Co-rich particles, up to particles with block-
ing temperatures of 55+ 5 K. If we assume a value of 5�55×
1017 eV/cm3 for the value of KA for fcc Co [308] for these
particles (the exact value for KA is somewhat arbitrary, since
presumably both shape and strain anisotropy play an impor-
tant role) and use the Livingstone and Bean expression [307]
KAv = 25kBTB, where v is the particle volume, we are able
to estimate a maximum particle diameter of 7 nm. The pres-
ence of the very small Co particles in the Cu-rich matrix is
the reason for the observation that, in the unannealed sam-
ple, saturation is not achieved (Fig. 17) even in a field of
5 T. On anneal, there is a diffusion of the isolated Co atoms
to the Co-rich particles to produce a “ripening” effect (i.e.,
a growth of the Co-rich particles). Thus, this increase in the
particle size results in a corresponding increase in blocking
temperature and a larger value of remanence. The absence
of the isolated Co atoms, and also the smaller, Co-rich par-
ticles in the annealed sample, is also an explanation for the
change in shape of the hysteresis loop, since it is the smaller
SPM particles which produce the nonsaturation, whereas the
larger particles give rise to the magnetic saturation.
After anneal at 400 �C the films become ferromagnetic,

exhibiting a finite remanence as determined by HLR, even
at room temperature (Fig. 16). More precisely, it seems that
after anneal at 400 �C, part of the film becomes ferromag-
netic, even at 300 K. This means that, after anneal, large
Co-rich particles are formed in which a multidomain state
exists. Consequently, the size of the Co particles must not
be less than 50–70 nm [329].
In order to investigate the influence of anneal on particle

size, we have performed ZFC/FC measurements on the sam-
ples. Figure 19a shows the results for the unannealed sam-
ple. Here, the maximum in the ZFC curve, which is related
to the mean particle size, occurs at 35 K and the bifurca-
tion between the ZFC and FC curves at 250 K. The position
of the bifurcation is generally taken to be an indication of
the maximum blocking temperature of the sample [303]; this
corresponds to particles of diameter 12 nm.
Although ZFC/FC measurements have been made on

samples after anneal at each temperature, since the results
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Figure 19. Magnetization of a Cu0�94Co0�06 film as measured m a field
of 5 mT. The lower curve (1) is for the film initially cooled to 5 K in
zero magnetic field (ZFC), while the upper curve (2) is for the sample
cooled in the measuring field 5 mT (FC). The results are normalized
to the values of the magnetizations at 300 K. (a) Unannealed sample,
(b) annealed 30 min at 400 �C, (c) annealed 30 min at 600 �C. Reprinted
with permission from [284], H. J. Blythe et al., J. Mater. Sci. 31, 6431
(1996). © 1996, Kluwer Academic Publishers.

for the 200 �C anneal are intermediate between the unan-
nealed and the 400 �C sample, they will not be given
here. The ZFC/FC curves for the 400 �C annealed sample
(Fig. 19b) exhibit a strongly enhanced value of magnetiza-
tion with the peak in the ZFC curve occurring at 20 K,
whereas the bifurcation is at 300 K. This anomalous shift
of the ZFC peak to lower temperatures on anneal is unex-
pected, since we would expect a growth in particle size,
as is indicated by the increase of the remanence (Fig. 16)
to shift the peak to higher temperatures. Such behavior,
however, has also been observed by Berkowitz et al. [330]
and Slade et al. [331] in CoAg granular alloys prepared by
dc sputtering, when it was suggested that this effect could
reflect a depletion of Co in the matrix, shifting the freezing

temperature of the disordered matrix to lower values [330].
A similar effect has also been observed in a melt-spun
Cu85Co15 alloy [312, 313], although not in Cu95Co5 [314].
After a final anneal at 600 �C (Fig. 19c) no maximum is

observed in the ZFC curve, which suggests that it lies outside
the temperature range of the measurements and, on cool-
ing from 300 K, there is an immediate divergence between
the ZFC and FC curves. This indicates that both the peak
in the ZFC curve and the bifurcation temperature are well
above 300 K, corresponding to a particle size of greater than
15 nm. We subsequently extended the measurements on the
600 �C annealed sample up to 600 K, but were still unable
to detect a peak in the ZFC curve.
In measurements made well above the blocking temper-

ature of the samples, in the SPM region, we expect to see
a Curie–Weiss-like behavior of the susceptibility, �, of the
film; that is, � ∝ �T − Tint�

−1 where Tint is an interaction
temperature which may be positive or negative, depending
upon the nature of the interparticle interaction [303, 332].
In order to investigate this, in Figure 20 we have plotted the
reciprocals of the FC curves as a function of temperature
for the unannealed and 400 �C annealed samples.
Plotting the FC curve, rather than the ZFC curve, has

the advantage that, since the FC curve is both reversible
and reproducible, whereas the ZFC is reproducible but
irreversible, we are able to eliminate blocking effects and
therefore only have to consider interaction effects. By extrap-
olation of the high temperature, linear region of this curve to

Figure 20. Temperature dependence of the reciprocal of the FC suscep-
tibility of a Cu0�94Co0�06 sample normalized to its value at 300 K. (a) No
anneal; the data are that of Figure 19a. (b) Annealed to 400 �C; the
data are that of Figure 19b. Reprinted with permission from [284], H. J.
Blythe et al., J. Mater. Sci. 31, 6431 (1996). © 1996, Kluwer Academic
Publishers.
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zero moment, we obtain an interaction temperature, Tint, of
20± 2 K for the unannealed sample, whereas for the 400 �C
annealed sample, we obtain a value of 50± 5 K. If we define
an interaction energy by the product kBTint then there is an
increase in this quantity from 1�7 × 10−3 eV in the unan-
nealed sample to 9�0× 10−3 eV after anneal at 400 �C.

2.3. Nanogranular CoCu Films on Co Surfaces

CoCu films with x = 0–0.8 were deposited from the follow-
ing bath (in g/dm3): CoSO4 · 7H2O—30; CoCl2 · 6H2O—3.3;
H3BO3—6.6; MgSO4 · 7H2O—23.3; Na3C6H5O7 · 5H2O—
150; C6H4SO2NHCO—5; CuSO4 · 5H2O—0 to 50 at pH =
6�95 to 5.0, T = 20 �C; deposition current density DK = 7
to 25 mA/cm2. X-ray fluorescence analysis shows that at the
concentration of CuSO4 in solution is 1, 3, 5, 10, 20, 30, and
50 g/dm3; Co content in CoCu films amounts to 85, 73, 65,
52, 36, 25, and 20 at%, respectively. For CuSO4 concentra-
tion 1 g/dm3 (Co0�85Cu0�15), there are only reflections of hcp
Co: (100) at 20 = 48�9�, (002) at 2� = 52�1�, and (101) at
2� = 55�3�.
As in the case of films with columnar-type structure [1,

2], at small deposition current densities (DK ≤ 10 mA/cm2)
(002) hcp Co texture is dominant (i.e., the most compact
planes of hcp Co are parallel to the film surface). At DK

15 mA/cm2, a redistribution of peak intensities takes place in
favor of (100) texture (i.e., most compact planes of hcp Co
are mainly perpendicular to the film plane). At the CuSO4
concentration 3 g/cm3 (Co0�73Cu0�27), a biphase mixture of
hcp and fee Co is observed. The hcp cobalt structure is
dominant at higher DK and vice versa. For 5 g/cm3 CuSO4
(Co0�65Cu0�36) the situation is similar to that at 3 g/cm3 con-
centration.
Reflections from the pure Cu lattice are still not distin-

guished (i.e., we have a similar situation as for CuCo films)
[1, 282, 283], when we were unable to see the reflections of
Co for a similar range of its content in Cu matrix: at such
compositions, Cu particles in Co matrix are still too small to
be detected by X-rays. For CuSO4 concentration 10 g/cm3

(Co0�52Cu0�48), broad strong peaks are observed at 2� = 51�,
2� = 60–59�8� and 2� = 89�5�. We suppose that those reflec-
tions are related to both Co and Cu: (111) fcc Co (2� =
51�6�); (200) fcc Co (2� = 60�); (220) fcc Co (2� = 91�3�);
(111) fcc Cu (2� = 50�9�); (200) fcc Cu (2� = 59�4�); (220)
fcc Cu (2� = 89�1�). Due to small separation of reflexes
and small particle sizes of Co and Cu, their correspond-
ing reflexes are broadened and united. This suggestion is
approved already after first anneal of films at 200 �C during
30 min. The above-mentioned broadened reflections become
clearly subdivided into separate ones. At CuSO4 concentra-
tions 20, 30, and 50 g/cm3 (Co0�36Cu0�64, Co0�25Cu0�75, and
Co0�2Cu0�8 respectively), only Cu reflexes are observed. That
is, changing the bath composition and, respectively, that of
the film, we have observed subsequent phase transitions: first
from pure hcp Co phase to hcp + fcc Co, then to fcc Co +
fcc Cu, and finally to fcc Cu only.
The most interesting aspects from the viewpoint of mag-

netic properties are such compositions in the middle range.
We have determined the normalized remanent magnetiza-
tion Mr = M�T K�/M(5 K) as a function of tempera-
ture. We have found some nontrivial behavior of curves

Figure 21. Temperature dependence of normalized remanent mag-
netization for Co–Cu films with composition Co0�65Cu0�35 (a) and
Co0�36Cu0�64 (b) before annealing (1), after annealing under 200 (2),
400 �C (3), 600 � (4). Reprinted with permission from [287], V. M.
Fedosyuk et al., J. Funct. Mater. 4, 512 (1997). © 1997, National
Academy of Science of Ukraine.

(Fig. 2la, b). Earlier we reported a similar increase of
remanent magnetization in a certain low-temperature region
from 10 to 50 K for Cu0�85Co0�15 alloy: where remanent
magnetization should decrease, it increased. As for films
more enriched with Co, such increase of Mr can be seen
more clearly. At the composition mentioned in Figure 21,
the maximum magnetization also behaves peculiarly: for an
annealed sample it is Mmax = M(5 K, 5 T) = 2�94 × 10−2

mT, after 200 �C anneal it decreases to 2�85× 10−2 mT, then
after 400 �C anneal it decreases further down to 2�64× 10−2
mT, but finally, after 600 �C anneal, it is almost returned to
previous one at 2�93× 10−2 mT.
As seen in Figure 21, films more enriched with Co, such a

trend is more pronounced, especially after annealing. Such
an increase of Mr and Mmax is more or less typical for
all compositions investigated, being manifested in different
temperature ranges and to a different extent. As an example,
the Co0�36Cu0�64 composition can be mentioned (Fig. 21b).
A possible explanation is that the relatively high pH values
used made possible the formation of Co oxides and this pos-
sibility is increased with increasing Co ion concentration in
solution and in films [1–3, 333].

2.4. Giant Magnetoresistance

For magnetoresistive measurements, films were deposited
onto Al substrates, which were subsequently dissolved in a
10% solution of NaOH, and also onto ceramic substrates
coated with a thin layer of nonmagnetic NiP. A compari-
son has shown that the results of measurement on these two
types of substrates are very similar on account of the thin
coating (∼500 Å) and relatively high resistivity of the NiP, as
compared with that of the transition metals. Resistance mea-
surements were made using a standard, four-point method
in the temperature range 5–300 K and fields up to 1.3 T.
Three configurations with different orientations of current J ,
field H , and film plane were used: �R� if J and H are par-
allel and in the plane of the film, �R⊥ if J is perpendicular
to H and in the plane of the film, and �R��⊥ if J is in plane
and H is perpendicular to the film. �R was calculated as
�R = 100 × �R�0� − R�H��/R�H�, where R�0� and R�H�
are the resistances in zero and finite fields. Sample annealing
was performed in a vacuum of better than 5× 10−6 mbar.
Figure 22 shows the magnetoresistance ratio of a

Cu0�80Co0�20 before annealing no saturation is achieved in
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Figure 22. Magnetoresistance of an as-deposited Cu0�80Co0�20 film mea-
sured at 5 K as a function of magnetic field for the various orientations
indicated. Reprinted with permission from [293], V. M. Fedosyuk et al.,
J. Magn. Magn. Mater. 156, 345 (1996). © 1996, Elsevier Science.

the maximum available field. The fact that the magnetore-
sistance is both negative and isotropic (i.e., �R� ≈ �R⊥ ≈
�R��⊥) in contrast to the usual anisotropic magnetoresis-
tance for bulk, ferromagnetic transition metals are evidence
for true GMR.
The size of the magnetic particles depends upon both

the electrolytic composition and the detail of the deposition
parameters, but typical values [2, 3] are 7 nm for x = 0�06,
12 nm for x = 0�12, and 15 nm for x = 0�35 [282, 283]
(i.e., they are of the same order of magnitude as the elec-
tron mean-free path in transition metals). This is clearly the
reason that the spin-dependent component of the electrical
conductivity tensor is predominant and this is the basis of
the GMR mechanism [334, 335]. Similar variations of GMR
in electrodeposited CuCo alloys have also been observed by
Ueda and Ito [336].
On annealing of the samples, there is an increase in the

GMR (Fig. 23), although even after annealing at 600 �C,
there is no saturation observed in the available field (1.3 T).
This is in contrast to the magnetization which, after a cor-
responding anneal, both increases and saturates in fields of
less than 1 T; there is also an increase of the coercivity. This
can be understood in terms of a growth of magnetic particle
size on annealing.
It is well established that the magnitude of the GMR is

determined by magnetic cluster sizes, their distribution, and
also the sharpness of the composition profile in the vicinity
of the particle–matrix boundary; these factors are strongly
dependent upon annealing.

2.5. Chemically Deposited
CuCo Granular Films

Despite its simplicity, the electrodeposition technique has
the disadvantage that deposition can only be performed onto
conducting substrates. In view of the potential technological
applications of these GMR materials, it would be very useful

Figure 23. The temperature dependence of the magnetoresistance as
a function of annealing for 30 mm at the temperatures indicated for
a Cu0�80Co0�20 film measured with J ⊥H and both in the film plane.
Reprinted with permission from [293], V. M. Fedosyuk et al., J. Magn.
Magn. Mater. 156, 345 (1996). © 1996, Elsevier Science.

to have the flexibility of being able to deposit onto non-
conducting substrates and also onto complicated geomet-
rical shapes (the so-called method of conformal coating).
One such technique, which is ideally suited to such require-
ments, is that of chemical deposition. The aim, therefore,
was to investigate the possibility of producing granular CuCo
alloyed films by the method of chemical deposition.
Thin films of CuCo were chemically deposited from a

solution having the following composition: CuSO4 · 5 H2O—
15 g/l, KNaC4 · 7H6O6 · 4H2O—60 g/l, CoSO4 · 7H2O—2 to
45 g/l, NaOH—15 g/l, Na2CO3—3 g/l, HCHO—15 ml/l. The
solution had a pH of 12 and deposition was performed at
room temperature. The films were deposited onto both Cu
and ceramic substrates. Depending upon the concentration
of CoSO4 in the solution, Cu1−xCox films could be deposited
with x in the range 0.03 to 0.50. The thickness of the film
deposited depends upon deposition time but, in the present
work, was typically of the order 1 �m.
We shall confine our attention to the results for the sin-

gle composition, Cu0�75Co0�25. Figure 24 shows the magneti-
zation curves for a typical sample. It can be seen that the
magnetization does not saturate, even in the maximum field
of 5 T and at a temperature of 5 K. Low-field magnetization
measurements show that there is a weak coercive force until
a temperature of 20 K. This behavior can be explained on
the basis of superparamagnetism if we assume that we have
a distribution of particle sizes, such that the larger particles
are blocked until 20 K, thereby giving rise to the hystere-
sis loop, whereas the smaller particles are still unblocked
and superparamagnetic even at 5 K, thus causing the non-
saturation of the magnetization. If we take the expression
due to Bean and Livingstone [307], this enables us to esti-
mate a particle size of 4.9 nm for the maximum particle



908 Electrodeposited Nanogranular Magnetic Cobalt Alloys

Figure 24. Magnetization curves measured at various temperatures for
a Cu0�75Co0�25 thin film; granular alloy produced by chemical deposition
and before any anneal. Reprinted with permission from [285], H. J.
Blythe et al., Mater. Sci. Lett. 26, 69 (1996). © 1996, Kluwer Academic
Publishers.

diameter, corresponding to the maximum blocking temper-
ature of 20 K.
Similar behavior was recently observed by us in an alloy

of comparable composition, Cu0�80Co0�20, produced by elec-
trodeposition [282, 283], when nonsaturation of the magne-
tization was also observed, again even at 5 K and in a field
of 5 T. However, the maximum blocking temperature found
in that case was 260 K; this corresponded to a particle diam-
eter of 12.8 nm.
It seems, therefore, that the particle size distribution and

thus the magnetic properties of a given composition depend
upon the method of film preparation. It might be expected
that chemical deposition would produce a finer range of par-
ticles than electrodeposition, since the directionality asso-
ciated with electrodeposition, which may tend to produce
oriented or elongated particles, is absent in the case of
chemical deposition.
Plots of magnetization as a function of reduced field (i.e.,

H/T ) for the present chemically deposited sample were
found not to be coincident. Such a plot is generally taken
to be a test of superparamagnetism. However, similar non-
scaling behavior was also observed in earlier measurements
on electrodeposited samples, but for much more dilute Co
concentrations, Cu0�94Co0�06, when it was found that interac-
tion effects played an important role. It seems very probable,
therefore, that interaction effects also have to be considered
in the present chemically deposited samples.
Annealing the sample for 30 min at 200 �C in a vacuum of

better than 10−6 mbar has negligible effects on the magnetic
behavior. However, Figure 25 shows the low-field behavior
after an anneal at 400 �C. The sample saturates at 5 K in
a field of 5 T and shows a finite value of coercivity, even
at 300 K. This behavior corresponds to a growth in particle
size on annealing, with particles having blocking tempera-
tures above room temperature. The saturation of the mag-
netization at 5 K, after anneal, indicates that the very small
particles present originally in the unannealed samples have
been eliminated from the Cu-rich matrix. Figure 26 shows

Figure 25. Hysteresis loops measured at various temperatures for a
Cu0�75Co0�25 thin film, granular alloy produced by chemical deposition
and after anneal at 400 �C. Reprinted with permission from [285], H. J.
Blythe et al., Mater. Sci. Lett. 26, 69 (1996). © 1996, Kluwer Academic
Publishers.

the influence of anneal on the GMR, which attains a max-
imum value of slightly less than 4% after anneal at 300 �C
and clearly depends on particle size.

3. GRANULAR FILMS PRODUCED
FROM SOLUBLE ELEMENTS

It is obvious that magnetoresistive properties of inhomo-
geneous alloys are determined mainly by the particle size
distribution of the magnetic clusters in the nonmagnetic
matrix, interparticle distance, and the sharpness of the inter-
face of chemical composition between grains and matrix.
From the scientific point of view it would be very inter-
esting to produce and investigate the permanent transition
for the same composition from granular (i.e., inhomoge-
neous alloyed state) to the homogeneous one. In that event
it would be possible, at least in principle, to obtain direct

Figure 26. Variation of the GMR on anneal for a Cu0�75Co0�25 chem-
ically deposited sample. Reprinted with permission from [285], H. J.
Blythe et al., Mater. Sci. Lett. 26, 69 (1996). © 1996, Kluwer Academic
Publishers.
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information about the influence of the above-mentioned fac-
tors on the mechanism of GMR. Measurements similar to
the ones already performed on CuCo and CuFe films are
under the investigation. However, some technological dif-
ficulties can arise during the preparation of homogeneous
alloyed films from complete mutually insoluble of Cu in Co
and Fe matrixes at normal conditions. On the other hand,
for the CoRe system, it could possibly be difficult to get
inhomogeneous (i.e., granular) alloys on account of their
complete solubility over the whole range of concentrations.
Nevertheless, taking into account our previous experience
with partially soluble Co–W and similar systems [337] we
believe that through the choice of optimal conditions of elec-
trodeposition and also different kinds of post-treatment (in
the first place by annealing), achieving and investigating the
permanent transitions from the granular (inhomogeneous)
state to the homogeneous one and vice versa in CoRe sys-
tem would be easier realized than in the, of course, more
interesting (at least from the point of view that we have
done already there relatively a lot) system of CuCo alloys
[282–290], where such a task is a long-term goal perspective.
We suppose that also without any post-treatment, only by
choice of electrodeposition conditions, it could be possible
to get different types of alloys—homogeneous or granular if
we follow the next choice of ED—to produce granular alloy
from immiscible elements. We need to work near the equi-
librium conditions of ED [1, 338]; from immiscible ones to
get a homogeneous alloy, we must work very far from the
equilibrium (e.g., for the CoCu system this means high Dk

and high pH). From soluble elements to produce granular
films, we must be not near equilibrium; we must be abso-
lutely in equilibrium. Why? Only in this case at the initial
stage of formation of the initial “embryo” of the crystal will
they grow separately despite their complete miscibility. In all
other cases the films will be the mixed alloy or homogeneous
only.

3.1. ReCo Films: Structure
and Magnetic Properties

Films of Re100−xCox composition with x = 100 − 4 at%
were deposited on the Cu-foil substrates of 1 �m thick-
ness for magnetic measurements and on Al-foil and ceramic
with a chemically deposited amorphous nonmagnetic NiP
sublayer for X-ray and magnetoresistance measurements.
The following solution was used, in g/l: CoSO4 · 7H2O—
30, CoCl2 · 6H2O—3.3, H3BO3—6.6, MgSO4 · 7H2O—23.3,
Na3C6H5O7 · 5�5H2O—150, C6H4SO2NHCO—5, NaReO4—
0–20. Deposition was carried out at pH = 6�95, bath tem-
perature T = 50 �C, and cathodic current density Dk =
7�5 mA/cm2. The film’s composition was established by con-
centration of NaReO4 in the solution and for NaReO4 = 0,
0.1, 0.3, 0.5, 1, 5 and 10 g/l was correspondingly 0, 7, 30, 34,
50, 95, and 96 at% of Re in CoRe films.
For relatively low concentrations of Re in the films (less

than 30 at%; the concentration of NaReO4 in this case is
0.3 g/l) the crystal structure of deposited films is character-
ized by a hexagonal close lattice of compact hcp-Co type.
The (100) and (101) reflections of hcp-Co are clearly distin-
guished. With increasing concentration of NaReO4 the hcp-
Co reflections are broadened and simultaneously shifted to

smaller angles. For the composition Co0�66Re0�34 (concentra-
tion of NaReO4 in the bath is 0.5 g/l) this shift is already
about 1.5 degrees. So the interplanar separation of the hcp
lattice is essentially increased due to the appearance of a
solid solution produced by introducing Re into the Co lat-
tice. We note that both Co and Re are of the equilibrium
structure of hcp lattice type and Co and Re have complete
mutual solubility over the whole range of compositions. For
the films with concentrations greater than 50 at% Re a
“halolike” reflection is observed in X-ray diffraction patterns
with two broad maxima. These correspond to the basic struc-
tural reflexes of hcp-Co and hcp-Re (Fig. 27). In such a way,
the X-ray measurements, combined with the results of our
previous TEM of investigations, allow us to draw the conclu-
sion that the CoRe films with Re concentration greater than
50 at% are characterized by an amorphous state. According
to the TEM data the average grain size is about 5 nm. Let
us now discuss in more detail the actual mechanism of Re
incorporation into the deposited film. Taking into account
our preliminary investigations of crystal growth of electrode-
posited films with the base of metals of ion group (Co, Ni, or
Fe) with W [291] we assume that on introducing Re atoms
in the films, the volume can be described by the “radical-
film” model [340, 341]. The Re ions from the NaReO4 salt
form complicated complexes with hydroxide groups. Due to
the relatively high pH of the bath, the possibility of such an
occurrence is very great and Re cannot be electrodeposited
separately but only together with other metals.
According to the above description of the mechanism of

Re alloy electrode position, it is possible to expect that for
a CoRe film similar types of crystal structure and similar
transitions between them as those for the Co–W alloys occur
[337]. Let us discuss this possibility in more detail.
We consider the process of structure formation of the

Re–Co alloy films in terms of the elementary mechanism
of crystal growth [341]. It is recognized [341, 342] that the
probability that the atom (A) is added onto the crystal, in
this case, depends upon the binding energy (E) of atoms at
this position; that is, A ∼ exp�E/kT �. The binding energy
is determined by the density of atoms at these faces and

Figure 27. X-ray diagrams of ReCo films with different concentrations
of NaReO4 with electrolyte g/l: (1) 0; (2) 0, 1; (3) 1; (4) 2; (5) 10; (6) 20.
Reprinted with permission from [286], V. M. Fedosyuk et al., Phys. Low-
Dim. Struct. 9/10, 159 (1999). © 1999, VSV Rapid International.
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is the largest for the least close packed faces [343]. Conse-
quently, the likelihood of adding of atoms to the least close
packed faces is the highest, and therefore they grow more
rapidly than other faces of the crystal. In agreement with
the mechanism considered, once the conditions of crystal-
lization lead to the reduction of the dislocation density at
the crystal faces presented to the solution, the growth rate
of these faces in the direction of growth rises. When the lat-
tice compresses (the packing density at the faces increases)
the growth rate of this crystal decreases. In conditions of
cobalt reduction (pH = 6�95, Dk = 7�5 mA/cm2) hydrogen
is released at the cathode to form Co(OH)2 hydroxides in
the vicinity of the cathode [339]. Large hydroxide molecules
are predominantly driven to the boundaries by the growing
crystallites, thus inhibiting the coherent twinning and merg-
ing of neighboring crystallites (i.e., promoting the formation
of the columnar structure of the deposited film) [1–3, 339].
Hydrogen is adsorbed at the surface of the growing crys-

tallites and is partially included into the lattice to form a
supersaturated implantation solution [71]. On incorporating
hydrogen into the crystallite, the lattice deforms and the
lattice periodicity increases (i.e., the density of the cobalt
atom distribution at the crystallite faces decreases). The lat-
ter enhances the probability of metallic atoms adding to
the crystallites (i.e., the growth rate of the deposited film
increases). Hence, hydrogen as well as hydroxides assists
in the formation of the crystallite columnar structure of
cobalt films. The surface active substances (SASs) adsorb
preferentially onto the extended deposited sections at more
deformed and rapidly growing sites of the crystallites (pro-
tuberances). The SASs (mainly sulphur) are partly included
into the crystallite volume. Since the atomic radius of sul-
phur (0.104 nm) is smaller than that of cobalt (0.125 nm),
the inclusion of sulphur into the metal matrix is responsible
for the decrease in the cobalt lattice parameter due to its
compression.
The mechanism considered assumes that the compres-

sion causes a reduction in the rate of growth of the faster
growing crystallite regions. Nevertheless, the growth of the
deposit persists in other regions of the crystallite. The impu-
rity particles of SASs and hydroxides not incorporated into
the microprotuberances are preferentially forced into the
areas with stunted growth, thus resulting in areas being bro-
ken up into small crystals. In such a manner, the structure of
small crystals of cobalt films is obtained by introducing 5 g/l
of saccharin into the electrolytic solution. The cobalt crystal
lattice deformation, due to the inclusion of hydrogen, results
in the incorporation of rhenium atoms into the crystallite.
Since the atomic radius of rhenium (r = 0�137 nm) is larger
than that of cobalt, the incorporation of the rhenium atoms
into the cobalt lattice increases the lattice parameter of the
alloy. This, according to the mechanism considered, favors
an increase in the growth rate of the deposited film, as well
as that of the crystal size (Fig. 28). As the rhenium concen-
tration in the deposited film becomes higher than that of the
cobalt concentration, the cobalt atoms (whose atomic radius
is less than that of rhenium) incorporating into the lattice
cause its compression. In this event, the availability of cobalt
in the solution acts as SASs (i.e., serves to smooth the sur-
face of the deposited film). That is why the deposited surface

Figure 28. Morphology of ReCo films as a function of Re concentra-
tion, at%: (a) 0; (b) 7; (c) 50. Magnification 30,000×. Reprinted with
permission from [286], V. M. Fedosyuk et al., Phys. Low-Dim. Struct.
9/10, 159 (1999). © 1999, VSV Rapid International.

becomes smooth at a rhenium concentration of about 50
at% (Fig. 28b).
The transformation of electrolytic cobalt into an amor-

phous state stems from the doping of the deposit with metals
and metalloids. In this case, the doping concentration is to
be less than 15 at% and its atomic radius differs from that of
cobalt by no less than ∼15%. The atomic radius of rhenium
is larger than that of cobalt by 9.6%. Therefore, the doping
of cobalt with rhenium should not, under normal conditions,
give rise to formation of an amorphous structure.
Under the electrodeposition conditions adopted in this

work, however, sulphur enters the cobalt lattice along with
rhenium (the difference in the atomic radii of sulphur and
cobalt is about 18%); this reduces the lattice parameter.
Hydrogen and large hydroxide molecules are partially incor-
porated into cobalt to produce the crystal lattice expan-
sion. Owing to the opposing actions of the indicated dopants
the transformation in the Co–Re alloy films from the ultra-
fine to the amorphous state only occurs when the rhenium
concentration in the deposit reaches more than ∼50 at%
(Figs. 28� 29).
As is obvious from the previous discussion, the buildup of

the rhenium concentration in the deposited film increases
the size of the crystallite, with the degree of the lattice
deformation gradually increasing. The crystallite regions
with a more deformed lattice are enriched with Re, S, and
Co(OH)2, whereas in other regions with a lower degree
of lattice deformation, the formation of the crystal phase
with the hcp lattice dominates. The areas enriched with
impurities and dopants transform more rapidly than the
less distorted crystallite areas into the amorphous state as
the rhenium concentration rises. Therefore, each crystallite

Figure 29. Bright field (a) and dark field (b) of the structure of
Co0�3Re0�7 films. Magnification 40,000×. Reprinted with permission
from [286], V. M. Fedosyuk et al., Phys. Low-Dim. Struct. 9/10, 159
(1999). © 1999, VSV Rapid International.
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transforms to an aggregate made up of alternating crys-
talline and amorphous ranges of ∼5 nm in size when the
NaReO4 concentration in the solution becomes equal to 2–
10 g/l. As the rhenium concentration increases further in the
deposited film, the areas with the crystalline phase transform
into the amorphous state and the crystal aggregate changes
tone which is peculiar for an amorphous structure.
Thus, the transition “polycrystalline–amorphous” struc-

ture of the Co–Re alloy films is realized according to the
scheme columnar–ultrafine–aggregate–amorphous. We can
obtain additional information concerning the structural state
of films with Re concentrations greater than 50 at% from
an analysis of their magnetic properties. If we were to find
that the behavior of Co100−xRex with x greater than 50 at%
was more typical of superparamagnetism than for ferromag-
netism, it would be more probable that the main (largest)
part (volume) of ReCo film is the granular (inhomogeneous)
alloy, that is, the system in which nanosized single-domain
particles of magnetic Co inclusions are dissolved in a non-
magnetic (paramagnetic) Re matrix.
Magnetization (M), remanence (Mr), and coercivities

(Hc) of CoxRe1−x films of different compositions are found
to decrease with increasing temperature. As can be seen
from Figure 30, the higher the Re content of the film,
the more sensitive magnetization and as a consequence Mr

and Hc of the films are to temperature. The compositions
Co0�04Re0�96 and Co0�05Re0�95 show behaviors of the Mr and
Hc which are very similar to that of CoCu films with sim-
ilar concentration of Co in Cu matrix [282, 283]. They
look rather like superparamagnetics with blocking temper-
atures (Tb) in the region of 30 K; this corresponds, using
the famous relation between Tb and the volume of a mag-
netic clusters [307], to Co clusters in Re matrix of the size
of the order ∼6�2 nm. Magnetization loops of Co0�04Re0�96
alloyed films confirm this point of view. Above the blocking
temperature, they are reversible and unsaturated and below
the blocking temperature exhibit an irreversible hysteresis
(Fig. 31).
The negative slope of magnetization curves for tempera-

tures above ∼50 K (Fig. 32) could possibly be explained by
the increasing influence of the response from the diamag-
netic Cu substrate as compared with the decreasing mag-
netic signal from the Co0�06Re0�94 film which is above their
blocking temperatures. However, such large negative slopes

Figure 30. Coercive field of ReCo films as a function of temperature.
Reprinted with permission from [286], V. M. Fedosyuk et al., Phys. Low-
Dim. Struct. 9/10, 159 (1999). © 1999, VSV Rapid International.

Figure 31. Magnetization loop of Co0�04Re0�96 at 5 K. Reprinted with
permission from [286], V. M. Fedosyuk et al., Phys. Low-Dim. Struct.
9/10, 159 (1999). © 1999, VSV Rapid International.

(Fig. 32) are somewhat unexpected for us. For similar cobalt
compositions in the CuCo system [282–284], this effect was
much reduced. Furthermore, this cannot be explained by
the influence of the Re matrix. It should be remembered
that Cu is relatively weakly diamagnetically with a suscepti-
bility �Cu = −5�41 × 10−9 m3 [kMol] at 300 K, whereas Re
is relatively strongly paramagnetically with �Re = 65 × 10−9

m3 [kMol] [346]. Furthermore, we have performed a series
of measurements to check the quality of our Cu-substrate
material from the point of view of its magnetic proper-
ties. It was found to be comparable in quality with that of
99.9999% spectrographically pure copper. Our first reaction,
therefore, that the noncoincident Co0�06Re0�94 alloyed film
when plotted as a function of reduced magnetic field (B/T )
above the blocking temperatures (a criterion of superpara-
magnetism [345]) was due to the influence of the sub-
strate, was therefore not fulfilled. Their noncoincidence was
due to the interaction of Co clusters in Cu matrix [282,
283]. In CoRe films, we observe a similar situation. We
observe noncoincidence of M versus (B/T ) not only, as is
expected, for Co-rich compositions Co0�7Re0�3 (Fig. 32c) and
Co05Re0�5 (Fig. 32b) but even for the Co0�04Re0�96 alloyed
film (Fig. 32a). This yields information about the exis-
tence of strong interactions in CoRe films. However, we
shall return to this aspect of the measurements later. More
detailed information can be obtained using the ZFC-FC
technique. ZFC-FC curves for the compositions Co0�04Re0�96,
and Co0�15Re0�85 are similar (Fig. 33a). From a first inspec-
tion of these curves they appear to contradict our previous
assumption that the Co0�04Re0�96 system is a granular one. We
do not observe the traditional maximum near the blocking
temperature that we should expect if we had ZFC curves, if
we had a more or less uniform (homogeneous) distribution
of magnetic Co clusters by size and inter-particle separa-
tion in the Re matrix. But the magnetization remanence and
coercitivity in the first instance characterize the maximum
blocking temperatures which, in turn, characterize the max-
imum volume (size) of the magnetic clusters. The ZFC-FC
technique gives us the mean values. As can be concluded
from Figure 33a, the mean (average) blocking temperature
of the Co0�15Re0�85 alloyed film is less than 5 K. There is
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Figure 32. Magnetization versus reduced field �B/T �: (a) Co0�04Re0�96,
(b) Co0�5Re0�5, (c) Co0�7Re0�3. Reprinted with permission from [286],
V. M. Fedosyuk et al., Phys. Low-Dim. Struct. 9/10, 159 (1999). © 1999,
VSV Rapid International.

also another important anomaly of the ZFC-FC curves for
Co0�15Re0�85 film (Fig. 33a). This is that they are practically
coincident at the temperatures higher than, as we suppose,
the average blocking temperature (Tb < 5 K).
This behavior is redolent of “spin–glass” systems, that

is, a system in which magnetic atoms (Co) are homoge-
neously distributed in nonmagnetic (Re) matrix. However,
in this case, the characteristic temperature should be called
the freezing temperature rather than blocking temperature
[346]. For pure spin–glass behavior, the FC curves should
be parallel to the temperature axis at temperatures below
the freezing temperature (in our case below 5 K) [346]. We
conclude that the situation in the case of Co0�15Re0�85 com-
position is rather complex. Plotting the reciprocal of the
susceptibility as a function of temperature [307] [together
with above-mentioned criterion of superparamagnetism for
the coincidence of M = M�B/T � (Fig. 32)] leads us to

Figure 33. ZFC-FC curves of (a) Co0�15Re0�85 and (b) Co0�3Re0�7 films
and the reciprocal susceptibility (c). Reprinted with permission from
[286], V. M. Fedosyuk et al., Phys. Low-Dim. Struct. 9/10, 159 (1999).
© 1999, VSV Rapid International.

the obvious conclusion that there exist interactions between
magnetic clusters (Fig. 33c). As compared with the CoCu
system, these larger interaction values are possibly due to
the higher concentration of dissolved Co in Re due to their
complete mutual miscibility. Therefore, taking into account
all the information available, we believe that both for the
Co0�04Re0�96 and Co0�15Re0�85 systems, we have a mix of
homogeneous and inhomogeneous alloyed states. As a con-
sequence, we observe anomalies both for granular (Figs. 30–
32) and for spin–glass (Fig. 33a) states by their volume.
Such situations are also more or less typical for alloys with
higher Co concentrations (e.g., Co0�3Re0�7, Co0�5Re0�5, and
Co0�7Re0�3 films). The ZFC-FC curves for the alloy compo-
sition Co0�7Re0�3 and the corresponding ZFC-FC curves are
shown in Figure 33b. Magnetization curves exhibit hystere-
sis at temperatures lower than the blocking temperature.



Electrodeposited Nanogranular Magnetic Cobalt Alloys 913

Furthermore, they are also unsaturated at higher tempera-
tures. The traditional maximum of the ZFC-FC curves can
be clearly distinguished in Figure 33b. The average block-
ing temperature for granular Co0�7Re0�3 film is about 30 K;
this corresponds to an average size of Co clusters in the
Re matrix of ∼6�2 nm. These clusters interact with each
other (Fig. 33c). The interaction energy is of the order
of ∼12�9 × 10−3 eV (for Tint ∼ 155 K). However, at low
temperatures the ZFC-FC curves exhibit a relatively sharp
increase of magnetization for both the ZFC and FC compo-
nents. (Fig. 33b). This behavior is typical of a “spin–glass”
material containing only small amounts of Co, for exam-
ple, in Co0�15Re0�85 films (Fig. 33a) [346]. Therefore, on the
whole, for the largest part of volume of Co0�3Re0�7 alloyed
film a granular state is characteristic (main state), but it is
obvious that there is also some part of the Co0�3Re0�7 films
where Co and Re atoms are homogeneously intermixed and
they thus introduce into the magnetic behavior of Co0�3Re0�7
films the “spin–glass”-like part homogeneously alloyed state.
With increase of Co concentration in the CoRe films they
begin to behave more like a ferromagnet with reduced
Curie temperature. However, the Co0�7Re0�3 alloy still has
some anomalies which are typical of spin–glass and granu-
lar states. From the ZFC curves, we can also distinguish a
sharp increase of magnetization at low temperatures. The
reciprocal susceptibility provides us with information about
the interactions between grains. The interaction energy is
∼ 7�7 × 10−3 eV for Tint ∼ 90 K. This is typical for granu-
lar CuCo films [282–290, 347]. It seems, therefore, that on
the whole, we can draw the preliminary conclusion that in
freshly prepared CoRe films over a wide range of compo-
sitions we observe both homogeneous and inhomogeneous
states. It is also clear that we can regulate their relative pro-
portions in the film by a choice of the appropriate parame-
ters for electrodeposition and by the subsequent treatment
of the film, in the first instance, by annealing.

GLOSSARY
Blocking temperature The temperature at which super-
paramagnetism becomes ferromagnetism at decreasing
temperature. At this point the magnetic moments of fer-
romagnetic clusters (nanoinclusions) in nonmagnetic matrix
(di- or paramagnetic) become parallel since their interec-
tion energy becomes higher than the temperature fluctua-
tion energy.
Giant magnetoresistance (GMR) Changing of electrical
resistance under applied magnetic field which is much higher
compared with usual ferromagnetic materials. And it is
always negative and isotropical. GMR is typical for multi-
layered films and granular alloys (see above).
Granular alloy Randomly distributed nanoinclusions (tens
of nanometer and less by size) of ferromagnetic metal (Co,
Ni, Fe, and their alloys) in di- (Cu, Ag, etc.) or paramagnetic
(Re, Al etc.) matrix.
Multilayered film Film with periodically changing mag-
netic (ferromagnetic) and nonmagnetic (di- or paramag-
netic) layers with very small thicknesses (tens of nanometers
and less).

Superparamagnetic Material with magnetic succeptibility
(changing of magnetic moment under applied magnetic
field) much higher (thousand times) compared to usual
paramagnetics at temperatures higher than the blocking
temperature. At lower temperatures superparamagnetism
becomes ferromagnetism. Usually such behavior is typical
for granular alloys (see above).
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